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Plate 1

Analysis of differences between two protein samples by two-dimensional gel electrophoresis to
separate the proteins (step 1), computer comparison of the two gels to identify proteins which differ
between the two samples (step 2) followed by excision of a protein spot which is altered and its
identification by mass spectral analysis of the peptides produced by trypsin digestion (step 3). Plate
kindly provided by Kevin Mills and Professor Brian Winchester. 



Plate 2

Gene chip analysis of gene expression patterns using the “Affymetrix gene chip system”. Panel (a)
shows a single gene chip hybridized to labeled RNA probe with a close-up of a specific region. Panel (b)
shows the changes in expression of different genes during the activation of lung fibroblasts. Red and
green show up-regulation and down-regulation respectively. Letters represent groups of genes
showing similar patterns of expression over time. Plate kindly provided by Dr Rachel Chambers and
Dr Mike Hubank.



Plate 3

Three-dimensional structure of TFIID. Note the globular domains arranged
around a groove into which the DNA fits. Plate kindly provided by Dr Patrick
Schultz from Brand et al., Science 286, 2151–2153 (1999) by kind permission of
the American Association for the Advancement of Science. 

Plate 4

Position of TFIIB (green) and TFIIA (red) complexed with TFIID (blue). Plate
kindly provided by Dr Eva Nogales from Andel et al., Science 286, 2153–2156
(1999) by kind permission of the American Association for the Advancement of
Science.



Plate 5

Association of the complex of TFIIB (red), the TBP component of TFIID (green)
and TFIIA (yellow and purple) with the DNA (light and dark blue). Plate kindly
provided by Dr J.H. Geiger.



Plate 6

The enzyme RNA polymerase II in the act of transcribing DNA. The transcribed
strand of the DNA is shown in blue and the non-transcribed strand in green
whilst the RNA transcript is shown in red. Note that the DNA enters from the
right, unwinds and makes a right-angled turn as it encounters a wall of protein
within the polymerase molecule. Compare with the schematic diagram in Fig.
3.9. Plate kindly provided by Professor Sir Aaron Klug from the front cover of
Science 8th June 2001, by kind permission of the American Association for the
Advancement of Science.



Plate 7

Left and middle panels: Two different views of the three-dimensional structure of the spliceosome at
20 Angstrom resolution. Note the large (L) and small (S) subunits and the cleft between them which
accommodates the RNA to be spliced. Right-hand panel: Position of the RNAs involved in catalysing
the splicing process (red) within the spliceosome (blue). Plate kindly provided by Professor Ruth
Sperling.

Plate 8

Two views of the structure of the Sxl splicing protein bound to an RNA molecule
(green). Plate kindly provided by Dr Yutaka Muto and Professor Shigeyuki
Yokoyama, from Handa et al., Nature 398, 579–585 (1999) by kind permission of
Macmillan Magazines Ltd. 
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Two views of the structure of the nucleosome (panel a) and a schematic diagram
indicating the positions of the different histones (panel b). Panel a kindly
provided by Professor Tim Richmond, from Luger et al., Nature 389, 251–260
(1997), panel b kindly provided by Dr Daniela Rhodes, from Rhodes, Nature 389,
251–260 (1997), both by kind permission of Macmillan Magazines Ltd. 



Plate 10

Structure of the Cys2His2 zinc finger of the Xfin factor. The cysteine residues are
shown in yellow, the histidine side chains in blue and the zinc atom in white.
Plate kindly provided by Dr Peter Wright, from Lee et al., Science 245, 635–637
(1989) by kind permission of the American Association for the Advancement of
Science.



Plate 11

Model of the two Cys4 zinc fingers of the glucocorticoid receptor. The two
fingers are shown in red and green respectively with the two zinc atoms in
white. Plate kindly provided by Professor Robert Kaptein from Hard et al., Science
249, 157–160 (1990) by kind permission of the American Association for the
Advancement of Science. 



Plate 12

Two views of the estrogen receptor binding to DNA. The two zinc fingers are
shown in green and blue with the DNA in purple. Plate kindly provided by Dr
Daniela Rhodes from Schwabe et al., Cell 75, 567–578 (1993) by kind permission
of Elsevier Science. 
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The binding of p53 to a pocket in the MDM2 molecule (pink) is mimicked by the
synthetic small molecule nutlin-2. Plate kindly provided by Dr Bradford Groves
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Preface to the fifth edition

As in previous editions, the aim of this work is to provide an up-to-date and comprehen-
sive account of the processes involved in gene expression and its regulation, as well as an
introduction to the methods by which these processes are studied. To assist in fulfilling
these aims, two major changes in format have been introduced for this edition. Firstly,
each chapter now begins with a summary of the key points of the chapter. This is
intended to allow students (as well as other more senior readers!) to obtain a rapid
overview of the main points to which they can refer during their reading of the chapter.
Second, the major methods used to study gene regulation are now described in separate
methods boxes inserted at the appropriate point in the book. This has the benefit of
allowing the reader to refer to these boxes at any point in the book where the method is
mentioned and also aids the flow of the main part of the text by removing detailed
descriptions of methodology.

As well as these stylistic changes, the process of updating the book to reflect extensive
new advances has continued in this edition, as in previous editions. Apart from general
updating, the sections dealing with aspects of gene regulation, where particularly exten-
sive progress has been made, have been extensively revised. These include the discussion
of histone modifications in the control of chromatin structure where each of the individ-
ual modifications now merits a separate sub-section of Chapter 6. Similarly, the
interaction between transcription and post-transcriptional processes, which was added as a
new section in the Fourth Edition, now merits considerably more extensive discussion (see
particularly Chapters 3 and 4) to reflect our understanding of its increasing importance. In
addition, a new section (Section 5.7) has been added discussing the exciting and novel
work on the inhibition of gene expression by small RNA molecules.

As well as these changes in the account of basic processes in gene regulation, Chapter 9
on gene regulation and human disease has been extensively modified. Although this
chapter still stresses the important role of abnormalities in gene regulation which occur in
human cancer, there is now a much more extensive discussion of the role of aberrant
gene regulation in other diseases, reflecting our increasing knowledge of this topic.
Similarly, as our understanding of this area increases, it has become increasingly clear that
it offers therapeutic possibilities for the improved treatment of human disease using meth-
ods which modulate gene expression. This topic is now discussed therefore in a new
section of Chapter 9 (Section 9.7).

Overall therefore, it is hoped that these changes in the content of the book and in its
layout will allow it to continue to fulfil its aim of providing an account of gene expres-
sion and its regulation which is accurate, up-to-date and easily understandable to
students, scientists and clinicians interested in this topic which is so central to our under-
standing of human development, health and disease.

Finally, I would like to thank Maruschka Malacos for continuing to deal so efficiently
with the many textural and stylistic changes to the word-processed text which have been
required for this new edition. I would also like to thank the staff of Garland/BIOS Science
Publishers and, particularly, Dr Nigel Farrar, for commissioning a new edition of this book
and for their efficiency in producing it.

David S. Latchman



Preface to the first edition

An understanding of how genes are regulated in humans and higher eukaryotes is essen-
tial for the understanding of normal development and disease. For these reasons this
process is discussed extensively in many current texts. Unfortunately, however, many of
these works devote most of their space to a consideration of gene regulation in bacteria
and then discuss the complexities of the eukaryotic situation more briefly. Although such
an approach was the only viable one when only the simpler systems were understood, it
is clear that sufficient information is now available to discuss eukaryotic gene regulation
as a subject in its own right.

This work aims to provide a text which focuses on how cellular genes are regulated in
eukaryotes. For this reason bacterial examples are included only to illustrate basic control
processes, while examples from the eukaryotic viruses are used only when no comparable
cellular gene example of a type of regulation is available.

It is hoped that this approach will appeal to a wide variety of students and others inter-
ested in cellular gene regulation. Thus, the first four chapters provide an introduction to
the nature of transcriptional regulation as well as a discussion of the other levels at which
genes can be regulated, which is suitable for second-year undergraduates in biology or
medicine. A more extensive discussion of the details of transcriptional control, at a level
suitable for final-year undergraduates, is contained in Chapters 5–7. The entire work
should also provide an introduction to the topic for starting researchers, or those moving
into this area from other fields and wishing to know how the gene which they are study-
ing might be regulated. Clinicians moving into molecular research should find the
concentration on the mechanisms of human cellular gene regulation of interest, and for
these readers in particular, Chapter 8 focuses on the malregulation of gene expression
which occurs in human diseases and, specifically, in cancer.

I would like to thank Professor Martin Raff and Dr Paul Brickell for their critical reading
of the text, and Dr Joan Heaysman who suggested that I should write this book. I am also
extremely grateful to Mrs Rose Lang for typing the text and tolerating my continual
changes, and to Mrs Jane Templeman who prepared the illustrations.

David S. Latchman



Preface to the second edition

In the four years since the first edition of Gene Regulation was published, considerable
advances have been made in understanding the details of gene regulation. Nonetheless,
the basic principles outlined in the first edition have remained unchanged and this
second edition therefore adopts the same general approach as its predecessor. The oppor-
tunity has been taken, however, of updating the discussion of most topics to reflect recent
advances. This has required the complete rewriting of some sections where progress has
been particularly rapid such as those dealing with alternative splicing factors (Chapter 4)
or the mechanism of transcriptional activation (Chapter 7). In addition, several new
sections have been added reflecting topics which are now known to be of sufficient
importance in gene regulation to merit inclusion as well as others suggested by comments
on the first edition. These include regulation of transcription by polymerase pausing
(Chapter 3), X chromosome inactivation and genomic imprinting (Chapter 5), locus
control regions (Chapter 6), negative regulation of transcription (Chapter 7) and anti-
oncogenes (Chapter 8). It is hoped that these changes and additions will allow the new
edition of Gene Regulation to build on the success of the first edition and provide a
comprehensive overview of our current understanding in this area.

Finally, I would like to thank Mrs Rose Lang who has coped most efficiently with the
need to add, delete or amend large sections of the original word processed text of the first
edition. I am also most grateful to Rachel Young and the staff at Chapman & Hall for
deciding to commission a new edition of this work and their efficiency in producing it.

David S. Latchman



Preface to the third edition

As before, considerable progress has been made in the study of gene regulation in the
three years since the second edition of this book was published. Once again, this has
necessitated the re-writing of many sections of the book including, as previously, those on
alternative splicing factors (Chapter 5) and transcriptional activation (Chapter 8) where
progress has again been rapid. In addition, several new topics are discussed in detail for
the first time to reflect their increasing importance, these include regulation of RNA trans-
port (Chapter 4) the SWI-SNF complex (Chapter 6), the effect of specific transcription
factors on histone acetylation (Chapters 6 and 8) as well as the role of co-repressors/co-
activators and the mediator complex by which the inhibitory or activating effects of
transcription factors are often mediated (Chapters 8 and 9).

The most significant change in this edition, however, is the addition of an extra chapter
(Chapter 3) which describes the basic processes (transcription, capping, polyadenylation,
splicing, transport and translation) by which DNA is converted into RNA and then into
protein. Since it is this process which is regulated by the mechanisms described in the
remainder of the book, this chapter renders the work complete in itself as a textbook deal-
ing with gene expression and its regulation. In addition, this extra chapter allows the
extensive discussion of the RNA polymerases themselves and their associated factors
which carry out the basic process of transcription and are hence the ultimate target for
the transcriptional regulatory processes which are the major regulatory mechanisms oper-
ating to control gene expression.

Lastly, I would like to thank Sarah Chinn who has taken over the difficult tasks of
typing the new material and extensively amending the text of the previous edition, as
well as Jane Templeman who has once again prepared the illustrations. I am also most
grateful to Nigel Balmforth and the staff at Chapman & Hall for commissioning another
edition and for their continued efficiency in its production.

David S. Latchman



Preface to the fourth edition

Once again, considerable information on the process of Gene Regulation has accumulated
since the third edition of this book was published. Interestingly, much of this information
involves the two topics of modulation of chromatin structure by histone
modifications/remodelling complexes and the role of co-activators/co-repressors which
were discussed in detail for the first time in the third edition. To reflect this, the topic of
histone modifications now warrants a separate section (Section 6.6) and the discussion of
chromatin remodelling complexes (Section 6.7) and of co-activators/co-repressors (Section
8.4) has been considerably expanded.

As well as general updating of the work, enhanced consideration has also been given to
the methods used to analyse gene expression such as transcriptomic and proteomic tech-
niques (Chapter 1) with a new section added on methods for examining DNA binding by
transcription factors (Section 7.2.4). Similarly, new sections have been added on topics
which have become of increasing importance such as the coupling of transcription with
post-transcriptional processes (Section 3.3.4) and negatively acting sequence elements
(Section 7.4). In addition, the more extensive discussion of the aberrations in gene regula-
tion which result in diseases other than cancer in this new edition has led to the title of
Chapter 9 being changed to “Gene regulation and human disease” (from “Gene regulation
and cancer”).

Overall therefore, the book provides an up-to-date and comprehensive account of the
processes involved in gene expression and the mechanisms by which such expression is
regulated, as well as an introduction to the methods used to study these processes.

Finally, I would like to thank Maruschka Malacos who has taken over the difficult task
of extensively modifying the existing word processed text and inserting much new mater-
ial. I would also like to thank the staff of Nelson Thornes Ltd, and particularly Catherine
Shaw, for their enthusiasm to commission a new edition of this book and their efficiency
in producing it.

David S. Latchman
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Tissue-specific expression
of proteins and
messenger RNAs

1
SUMMARY

● The central dogma of molecular biology is that DNA produces RNA
which in turn produces proteins.

● Different tissues and cell types of the same organism show differences
in the different proteins which are present and in their relative abun-
dances.

● Similarly, different tissues and cell types show differences in the RNAs
which are present and in their relative abundances.

● Gene regulation must therefore operate to produce different amounts
of different RNAs in different cell types which in turn produce different
amounts of different proteins.

1.1 Introduction

The evidence that eukaryotic gene expression must be a highly regulated
process is available to anyone visiting a butcher’s shop. The various parts
of the mammalian body on display differ dramatically in appearance, rang-
ing from the muscular legs and hind quarters to the soft tissues, of the
kidneys and liver. However, all these diverse types of tissues arose from a
single cell, the fertilized egg or zygote, raising the question of how this diver-
sity is achieved. It is the aim of this book to consider the processes regulating
tissue-specific gene expression in mammals and the manner in which they
produce these differences in the nature and function of different tissues.

1.2 Tissue-specific expression of proteins

The fundamental dogma of molecular biology is that DNA produces RNA
which in turn produces proteins. Thus the genetic information in the DNA
specifying particular functions is converted into an RNA copy, which is then
translated into protein. The action of the protein then produces the pheno-
type, be it the presence of a functional globin protein transporting oxygen
in the blood or the activity of a proteinaceous enzyme capable of produc-
ing the pigment causing the appearance of brown rather than blue eyes.
Hence, if the differences in the appearance of mammalian tissues described
above are indeed caused by differences in gene expression in different
tissues, they should be produced by differences in the proteins present in
these tissues. Such differences can be detected both by specific methods
which study the expression of one particular protein and by general meth-
ods aimed at studying the expression of all proteins in a given tissue.



Specific methods for studying the protein composition of tissues

A simple means of determining whether differences in protein composi-
tion exist in different tissues involves investigating the expression of
individual known proteins in such tissues. These methods might involve
the isolation of widely differing amounts of an individual protein (or none
of the protein at all) from different tissues, using an established purifica-
tion procedure, or the detection of an enzymatic activity associated with
the protein in extracts of only one particular tissue. We shall consider in
detail, however, only methods where the expression of a specific protein
is monitored by the use of a specific antibody to it. Normally, such an
antibody is produced by injecting the protein into an animal such as a
rabbit or mouse. The resulting immune response results in the presence
in the animal’s blood of antibodies which specifically recognize the
protein and can be used to monitor its expression in particular tissues.

Such antibodies can be used in conjunction with the one-dimensional
polyacrylamide gel electrophoresis technique to investigate the expression
of a particular protein in different tissues. In this technique, proteins are
denatured by treatment with the detergent sodium dodecyl sulfate (SDS)
and then subjected to electrophoresis in a polyacrylamide gel which sepa-
rates them according to their size (Laemmli, 1970). Subsequently, in a
technique known as Western blotting (Gershoni and Palade, 1983), the gel-
separated proteins are transferred to a nitrocellulose filter which is incubated
with the antibody. The antibody reacts specifically with the protein against
which it is directed and which will be present at a particular position on the
filter, dependent on how far it moved in the electrophoresis step and hence
on its size. The binding of the antibody is then visualized by a radioactive
or enzymatic detection procedure. If a tissue contains the protein of inter-
est, a band will be observed in the track containing total protein from that
tissue and the intensity of the band observed will provide a measure of the
amount of protein present in the tissue. If none of the particular protein is
present in a given tissue, no band will form (Fig. 1.1). Hence this method
allows the presence or absence of a specific protein in a particular tissue to
be assessed using one-dimensional gel electrophoresis without the compli-
cating effect of other unrelated proteins of similar size, since these will fail
to bind the antibody. Similarly quantitative differences in the expression of
a particular protein in different tissues can be detected on the basis of dif-
ferences in the intensity of the band obtained when extracts prepared from
the different tissues are used in this procedure.

The specific reaction of a protein with an antibody can also be used
directly to investigate its expression within a particular tissue. In this
method, known as immunofluorescence, thin sections of the tissue of
interest are reacted with the antibody, which binds to those cell types
expressing the protein. As before, the position of the antibody is visual-
ized by an enzymatic detection procedure, or more usually, by the use of
a fluorescent dye which can be seen in a microscope when appropriate
filters are used (Fig. 1.2). Therefore this method can be used not only to
provide information about the tissues expressing a particular protein but,
since individual cells can be examined, it also allows detection of the
specific cell types within the tissue which are expressing the protein.

The results of experiments using these specific methods to study the
expression of particular proteins, indicate that while some proteins are

2 Gene Regulation
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Figure 1.1

Western blot with an antibody to guinea-pig casein kinase showing the presence
of the protein in lactating mammary gland (A) but not in liver (B). Photograph
kindly provided by Dr A. Moore, from Moore et al., Eur. J. Biochem., 152, 729
(1985), by permission of Springer-Verlag.

Figure 1.2

Use of the antibody to casein kinase to show the presence of the protein (bright
areas) in frozen sections of lactating mammary gland (a) but not in liver (b). (c)
A phase-contrast photomicrograph of the liver section, confirming that the lack
of staining with the antibody in (b) is not due to the absence of liver cells in the
sample. Photograph kindly provided by Dr A. Moore, from Moore et al., Eur. J.
Biochem., 152, 729 (1985), by permission of Springer-Verlag.

A B



present at similar abundances in all tissues, others are present at widely
different abundances in different tissues, and a large number are specific
to one or a few tissues or cell types. Hence the differences between differ-
ent tissues in appearance and function are correlated with qualitative and
quantitative differences in protein composition, as assayed using anti-
bodies to individual proteins.

General methods for studying the protein composition of tissues

As well as examining the expression of individual proteins in different
tissues, it is also possible to use more general methods to compare the
overall protein composition of different tissues. All the proteins present
in a tissue can be subjected to one-dimensional gel electrophoresis (see
above) and examined by using a stain which reacts with all proteins.
Hence this method allows the visualization of all cellular proteins, sepa-
rated according to their size on the gel rather than using Western blotting
with a particular antibody to focus on a specific protein. However, this
method is of relatively limited use to investigate variations in the overall
protein content of different tissues. This is because of the very large
number of proteins in the cell and the limited resolution of the technique
which separates proteins solely on the basis of their size. Thus, for exam-
ple, two entirely different proteins in two tissues may be scored as being
the same protein simply on the basis of a similarity in size.

A more detailed investigation of the protein composition of different
tissues can be achieved by two-dimensional gel electrophoresis (O’Farrell,
1975). In this procedure (Fig. 1.3), proteins are first separated on the basis
of differences in their charge, in a technique known as isoelectric focus-
ing, and the separated proteins, still in the first gel, are layered on top of
an SDS-polyacrylamide gel. In the subsequent electrophoresis the proteins
are separated by their size. Hence a protein moves to a position determined
both by its size and its charge. The much greater resolution of this method
allows a number of differences in the protein composition of particular
tissues to be identified. Thus some spots or proteins are found in only one
or a few tissues and not in many others, while others are found at dramat-
ically different abundances in different tissues (Fig. 1.4).
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Two-dimensional gel electrophoresis.



Hence, the different appearances of different tissues are indeed paral-
leled by both qualitative and quantitative differences in the proteins
present in each tissue. It should be noted, however, that some proteins
can be shown by two-dimensional gel electrophoresis to be present at simi-
lar levels in virtually all tissues. Presumably such so-called housekeeping
proteins are involved in basic metabolic processes common to all cell
types.

Initial experiments using two-dimensional gel electrophoresis simply
involved examining the patterns of spots generated by different tissues
and describing which spots were present or absent in specific tissues or
showed different intensities in different tissues. More recently however,
methods have been developed which allow the protein responsible for
forming a spot of particular interest to be identified and characterized.
These methods have allowed the development of a new field of study,
known as proteomics, in which the power of two-dimensional gels to sepa-
rate a wide range of proteins is combined with the ability to study specific
proteins individually.

In these methods (for review see Blackstock and Weir, 1999; Pandey and
Mann, 2000) individual spots of interest are excised from the two-dimen-
sional gel and digested into their constituent peptides using the
proteolytic enzyme, trypsin. The individual peptides from a single protein
spot are then analyzed by mass spectrometry. This can involve both
matrix-assisted laser desorption/ionization (MALDI), which allows the
molecular weight of the peptide to be determined and nanoelectrospray
mass spectrometry, which allows the amino acid sequence of a particular
peptide to be obtained (Fig. 1.5). Often these two techniques are
performed sequentially in a tandem mass spectrometer which first deter-
mines the molecular weight of a peptide produced by trypsin digestion
and then fragments it further, allowing its sequence to be determined.

This peptide molecular weight and sequence information can then be
used to search databases of known protein sequences which have been
obtained either by direct protein sequencing or more frequently predicted
from the ever-expanding amount of DNA sequence information. As
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Schematic results of two-dimensional gel electrophoresis allowing the detection
of proteins specific to one tissue or expressed at different levels in different
tissues.



trypsin always cleaves proteins after a lysine or arginine residue, it is possi-
ble to align the peptide sequence against that of a known protein and
hence identify the protein responsible for the original spot (Fig. 1.5; color
plate 1) (for further discussion of the techniques of mass spectrometry see
Yates, 2000).

This method can thus be used to identify an individual protein which
shows an interesting pattern of expression in different tissues or whose
expression is altered in a specific disease. Hence it combines the power of
two-dimensional gel electrophoresis to look at a wide range of proteins
with the ability to identify an individual protein. It is thus being widely
used, for example, to identify the proteins associated with individual cellu-
lar organelles when these are isolated and subjected to two-dimensional
gel electrophoresis. Similarly, it can be used to identify other proteins asso-
ciated with a known protein in the cell. This can be achieved by carrying
out an immunoprecipitation with an antibody to the known protein and
then analyzing the immunoprecipitate by two-dimensional gel elec-
trophoresis to identify the other proteins which have been isolated by
virtue of their association with the immunoprecipitated protein.

In terms of gene regulation, proteomic methods involving two-dimen-
sional gel electrophoresis and mass spectrometry allow the identification
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Use of mass spectrometry to determine the molecular weight and amino acid
sequence of a particular protein spot on a two-dimensional gel. The information
obtained in this way can be used to search databases of known protein
sequences and hence identify the protein producing the spot.



of specific proteins whose expression varies between different tissues. It
thus combines the methods for looking at specific proteins (e.g. with anti-
bodies) or looking at the general population of proteins (using
two-dimensional gel electrophoresis alone) which were described previ-
ously and reinforces the conclusion that the protein content of different
tissues is both qualitatively and quantitatively different.

1.3 Tissue-specific expression of messenger RNAs

Proteins are produced by the translation of specific messenger RNA mole-
cules on the ribosome (see Section 3.3). Hence, having established that
quantitative and qualitative differences exist in the protein composition
of different tissues, it is necessary to ask whether such differences are paral-
leled by tissue-specific differences in the abundance of their corresponding
mRNAs. Thus, although it seems likely that differences in the mRNA popu-
lations of different tissues do indeed underlie the observed differences in
proteins, it is possible that all tissues have the same mRNA species and
that production of different proteins is controlled by regulating which of
these are selected by the ribosome to be translated into protein.

As with the study of proteins, both specific and general techniques exist
for studying the mRNAs expressed in a given tissue.

Specific methods for studying the mRNAs expressed in different
tissues

A number of different specific methods exist which can be used to detect
and quantify one specific mRNA using a cloned DNA probe derived from
its corresponding gene. In the most commonly used of such methods,
Northern blotting (Thomas, 1980), the RNA extracted from a particular
tissue is electrophoresed on an agarose gel, transferred to a nitrocellulose
filter, and hybridized to a radioactive probe derived from the gene encod-
ing the mRNA of interest. The presence of the RNA in a particular tissue
will result in binding of the radioactive probe and the visualization of a
band on autoradiography, the intensity of the band being dependent on
the amount of RNA present (Fig. 1.6). Although such experiments do
detect the RNA encoding some proteins, such as actin or tubulin, in all
tissues, very many others are found only in one particular tissue. Thus the
RNA for the globin protein is found only in reticulocytes, that for myosin
only in muscle, while (in the example shown in Fig. 1.6) the mRNA encod-
ing the fetal protein, α-fetoprotein, is shown to be present only in the
embryonic yolk sac and not in the adult liver. Similar results can also be
obtained using other methods for detecting specific RNAs in material
isolated from different tissues such as nuclease S1 analysis, RNAse protec-
tion and primer extension.

As with protein studies, methods studying expression in RNA isolated
from particular tissues can be supplemented by methods allowing direct
visualization of the RNA in particular cell types. In such a method, known
as in situ hybridization, a radioactive probe specific for the RNA to be
detected is hybridized to a section of the tissue of interest in which cellu-
lar morphology has been maintained. Visualization of the position at
which the radioactive probe has bound (Fig. 1.7) not only allows an assess-
ment of whether the particular tissue is expressing the RNA of interest but
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also of which individual cell types within the tissue are responsible for
such expression. This technique has been used to show that the expres-
sion of some mRNAs is confined to only one cell type, paralleling the
expression of the corresponding proteins by that cell type.
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Figure 1.6

Northern blot hybridization using a probe specific for
the α-fetoprotein mRNA. The RNA is detectable in
the embryonic yolk sac sample (track A) but not in
the adult liver sample (track B). Figure from
Latchman et al., Biochim. Biophys. Acta 783, 130–136
(1984), by permission of Elsevier Science Publishers.

Figure 1.7

Localization of the RNA for type 1 collagen (A) and type II collagen (B) in the
10-day chick embryo leg by in situ hybridization. Note the different distributions
of the bright areas produced by binding of each probe to its specific mRNA. c,
cartilage; t, tendons; p, perichondrium. Photograph kindly provided by Dr P.
Brickell, from Devlin et al., Development 103, 111–118 (1988), by permission of
the Company of Biologists Ltd.



General methods for studying the mRNAs expressed in different
tissues

As in the case of proteins, methods for studying individual RNAs can be
supplemented by methods for studying RNA populations. Early experi-
ments in this area made use of the Rot curve (Bishop et al., 1974). In this
method a complementary DNA (cDNA copy) of the RNA is first made,
using radioactive precursors so that the cDNA is made radioactively
labeled. After dissociating the cDNA and the RNA, the rate at which the
radioactive cDNA reanneals or hybridizes to the RNA is followed. In this
process, more molecules of an abundant RNA will be present than of an
RNA which is less abundant. The cDNA from an abundant RNA will find
a partner more rapidly than one derived from a rare one, simply because
more potential partners are available. Hence, when used with the RNA of
one tissue, the rate of hybridization or reannealing of any cDNA molecule
provides a measure of the abundance of its corresponding RNA in that
tissue. The higher the abundance of a particular RNA species, the more
rapidly it anneals to its complementary cDNA (Fig. 1.8). Typical Rot curves,
showing three predominant abundance classes of RNA in any given tissue,
can be constructed readily (Fig. 1.9).

This method can be extended to provide a comparison of the RNA popu-
lations of two different tissues (Hastie and Bishop, 1976). In this method
the RNA of one tissue is mixed with labeled cDNA prepared from the RNA
of another tissue and the mixture annealed. Clearly, the rate of hybridiza-
tion of the radiolabeled cDNA will be determined by the abundance of its
corresponding RNA in the tissue from which the RNA is derived. If the
RNA is absent altogether in this tissue (being specific to that from which
the cDNA is derived), no reannealing will occur. If the corresponding RNA
is present, the rate at which the cDNA hybridizes will be determined by
its abundance in the tissue from which the RNA is derived. Hence, by
carrying out an inter-tissue Rot curve, both qualitative and quantitative
differences between the RNA populations of different tissues can be
observed. Such experiments (see Fig. 1.10) lead to the conclusion that,
although sharing of rare RNAs (presumably encoding housekeeping
proteins) does occur, both qualitative and quantitative differences
between the RNA populations of different tissues are observed, with RNA
species that are abundant in one cell type being rare or absent in other
tissues. Thus, in a comparison of kidney and liver messenger RNAs, Hastie
and Bishop (1976) found that, while between 9500 and 10 500 of the
11 000 rare messenger RNA species found in kidney were also found in
liver, the six highly abundant RNA species found in the kidney were either
absent or present at very low levels in the liver (Fig. 1.10).

More recently, methods have been developed that can combine the abil-
ity to look at variation in the total RNA population of different tissues
with the ability to look specifically at the variation in a specific mRNA. By
analogy with the proteomic methods which achieve this at the protein
level (see Section 1.2), these methods are often referred to as transcrip-
tomic methods (for reviews see Lockhart and Winzeler, 2000; Young,
2000).

In these methods, so called “gene chips” are prepared in which DNA
sequences derived from thousands of different mRNAs are laid out in a
regular array at a density of over 10 000 different DNA sequences per
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square centimeter (Fig. 1.11). This is achieved either by spotting out cDNA
clones derived from the different mRNAs at high density on a glass slide
or by synthesizing short oligonucleotides derived from each mRNA in situ
on the gene chip.

Once this has been achieved the gene chips can be hybridized with
radioactive probes prepared from the total mRNA present in different
tissues and the pattern of hybridization observed (Fig. 1.11). Thus, where
a specific mRNA is present in a tissue, it will be present in the radioactive
probe and a signal will be obtained on the gene chip, with the strength
of the signal being proportional to the amount of the RNA which is pres-
ent. Similarly, if the mRNA is absent then it will be absent from the probe
and no signal will be obtained. As more and more DNA sequence infor-
mation is obtained, it is possible to include increasing numbers of DNA
sequences derived from individual mRNAs on the chips, taking advantage
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Hybridization of messenger RNA and its radioactive complementary DNA copy
(indicated by the asterisks) in a Rot curve experiment. The abundant RNA finds
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of the ability to spot out many different DNA sequences onto a very small
chip. Hence, the expression of virtually all the mRNAs in a cell can now
be compared in different tissues and cell types (Fig. 1.11; color plate 2).
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Figure 1.9

Typical Rot curve, produced using the mRNA of a single tissue. Note the three
phases of the curve, produced by hybridization of the highly abundant, moderately
abundant, and rare RNA species. Figure redrawn from Bishop et al., Nature 250,
199–204 (1974), by permission of Dr J. Bishop and Macmillan Magazines Ltd.
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Inter-tissue Rot curve, in which mRNA from the liver has been hybridized to cDNA
prepared from liver, kidney, or brain mRNA. Note the lower extent of hybridization,
with the kidney and brain samples indicating the absence or lower abundance of
some liver RNAs in these tissues. Figure redrawn from N.D. Hastie and J.O. Bishop,
Cell 9, 761–774 (1976), by permission of Dr J. Bishop and Cell Press.



This very powerful method thus allows the expression profile of indi-
vidual tissues and cell types to be obtained and compared in a manner
which combines the ability of Northern blotting or in situ hybridization
to study individual mRNAs with the ability of Rot curve analysis to look
generally at the entire mRNA population. The use of this method has
provided further support for the conclusion that the mRNA populations
of different tissues show both qualitative and quantitative differences.
Because of its great power in combining both general and specific meth-
ods of looking at RNA populations, methods of this type have also been
used to probe for subtle differences between closely related samples. Thus,
for example, it has been used to characterize the gene expression differ-
ences between different types of breast cancer with different
characteristics and different outcomes for the patient (Perou et al., 2000).
Similarly, this method has been used to examine the expression of all the
genes in the Drosophila genome at different stages of the life cycle (Stolc
et al., 2004).
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Figure 1.11

Gene chip analysis of mRNA expression patterns in different tissues. Radioactive
cDNA is prepared from the total mRNA present in each tissue. Hybridization of
this radioactive cDNA to the gene chip containing many different gene
sequences will reveal the expression level of each gene in each tissue. The figure
shows this for genes which are not expressed in a particular tissue (open
symbol) genes which are expressed at low level (pale symbol) and genes which
are expressed at high level (dark symbol).



1.4 Conclusions

It is clear, therefore, that the qualitative and quantitative variation
in protein composition between different tissues is paralleled by a
similar variation in the nature of the mRNA species present in dif-
ferent tissues. Indeed, in a study of a wide range of yeast proteins
and mRNAs the abundance of an individual protein as determined
by two-dimensional gel electrophoresis generally correlated very
well with the abundance of the corresponding mRNA as determined
by a gene chip approach (Futcher et al., 1999) and a similar correla-
tion has also been observed in a survey of human liver mRNAs and
proteins (Anderson and Seilhamer, 1997). Hence, the production of
different proteins by different tissues is not regulated by selecting
which of a common pool of RNA molecules is selected for transla-
tion by the ribosome, although some examples of such regulated
translation exist (see Section 5.6). In order to understand the basis
for such tissue-specific variation in protein and mRNA composition,
it is therefore necessary to move one stage further back and exam-
ine the nature of the DNA encoding these mRNAs in different
tissues.
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The DNA of different cell
types is similar in both
amount and type

2
SUMMARY

● Unlike the RNA and protein content, the DNA of different tissues and
cell types is generally the same in a specific organism.

● Some cases of DNA loss, DNA amplification or DNA rearrangement do
occur in specific cell types.

● However, these are exceptions caused by the special requirements of
a particular situation.

● Gene regulation must therefore operate to produce different
amounts of different RNAs in different cell types, from the same
DNA.

2.1 Introduction

Having established that the RNA and protein content of different cell types
shows considerable variation, the fundamental dogma of molecular biol-
ogy, in which DNA makes RNA which in turn makes protein, directs us
to consider whether such variation is caused by differences in the DNA
present in each tissue. Thus, in theory, DNA which corresponded to an
RNA required in one particular tissue only might be discarded in all other
tissues. Alternatively, it might be activated in the tissue where RNA was
required, by a selective increase in its copy number, in the genome via an
amplification event or by some rearrangement of the DNA necessary for
its activation. The possible use of each of these mechanisms (DNA loss,
amplification, or rearrangement) will be discussed in turn (for a review see
Brown, 1981).

2.2 DNA loss

DNA loss as a mechanism of gene regulation

In theory, a possible method of gene control would involve the genes for
all proteins being present in the fertilized egg, followed by a selective loss
of genes which were not required in particular tissues (Fig. 2.1). Thus only
the genes for housekeeping proteins and the proteins characteristic of a
particular cell type would be retained in that cell type. Hence the pres-
ence of the RNA for immunoglobulin only in the antibody-producing B
cells would be paralleled by the presence of the corresponding gene only



in such cells, whereas the gene for a muscle-specific protein (such as
myosin) would be absent in B-cell DNA but present in that of a muscle
cell, where the immunoglobulin gene had been deleted. Such a mecha-
nism would obviate the need for any other means of regulating gene
activity, the tissue-specific RNA and protein populations described in
Chapter 1 being produced by the constitutive activity of the genes retained
in any particular cell type.

A variety of evidence suggests, however, that selective DNA loss is not
a general mechanism of gene control. Such evidence is available from
chromosomal, functional, and molecular studies, which will be considered
in turn.

Chromosomal studies

The DNA-containing chromosomes, which can be visualized shortly
before cell division, differ from one another in both size and the location
of the centromere, by which they attach to the mitotic spindle prior to
cell division. They can be further distinguished by a variety of staining
techniques, which produce a specific banded appearance. The most widely
used of these, known as G-banding, involves brief proteolytic or chemi-
cal treatment of the chromosome, followed by staining with Giemsa stain,
and produces a characteristic pattern of bands (Fig. 2.2), allowing the cyto-
geneticist to identify individual chromosomes in humans and other
species and to distinguish cells from different species.

In general, when such techniques are applied to chromosomes prepared
from different differentiated cell types of the same species, however, the
numbers and sizes of the chromosomes observed and their banding patterns
are indistinguishable. Thus the patterns obtained from a liver cell or a brain
cell are very similar and cannot be distinguished even by experienced cyto-
geneticists. Hence such karyotypic studies provide strong evidence against
the loss of whole chromosomes or specific parts of chromosomes (visual-
ized as G-bands) in particular differentiated cell types, and argue against
selective DNA loss as a general mechanism for gene regulation.
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Figure 2.1

Model for gene regulation by the specific degradation of genes whose products
are not required in a particular tissue.



Nonetheless, a small number of cases of such a loss of DNA have been
observed in particular cell types and these will be considered in turn.

Loss of the nucleus in mammalian red blood cells

The best known case occurs in the development of the mammalian red
blood cell, or erythrocyte (for a review see Bessis and Brickal, 1952), which
is a highly specialized cell containing large amounts of the blood pigment
hemoglobin and functions in the transport of oxygen in the blood. Such
cells are produced from progenitors, known as erythroblasts, which divide
to produce two daughter cells, one of which maintains the stem cell popu-
lation and later divides again, while the other undergoes differentiation. In
this differentiation, the region of the cell containing the nucleus is pinched
off, surrounded by a region of the cell membrane, and is eventually
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Figure 2.2

Human chromosomes stained with Giemsa stain. The upper panel shows a chro-
mosome spread; in the lower panel the chromosomes have been arrayed in order
of their chromosome number. Photograph kindly provided by Dr A.T. Sumner.



destroyed (Fig. 2.3). The resulting cell, known as the reticulocyte, is thus
entirely anucleate and completely lacks DNA. However, it continues
synthesis of large amounts of globin (the protein part of the hemoglobin
molecule) as well as small amounts of other reticulocyte proteins, by
repeated translation of messenger RNA molecules produced prior to the loss
of the nucleus. Such RNA molecules must therefore be highly stable and
resistant to degradation (see Section 5.5). Eventually, however, other cyto-
plasmic components (including ribosomes) are lost, protein synthesis
ceases, and the cell assumes the characteristic structure of the erythrocyte,
which is essentially a bag full of oxygen-transporting hemoglobin mole-
cules.

Although this process offers us an example of DNA loss during differ-
entiation, it is clearly a highly specialized case in which the loss of the
nucleus is primarily intended to allow the cell to fill up with hemoglobin
and to assume a shape facilitating oxygen uptake, rather than as a means
of gene control. Thus the genes for globin and other reticulocyte proteins
are not selectively retained but are lost with the rest of the nuclear DNA.
Hence the tissue-specific pattern of protein synthesis observed in the retic-
ulocyte is achieved not by selective gene loss but by the processes which,
earlier in development, resulted in high-level transcription of the globin
genes and the production of long-lived, stable messenger RNA molecules.

Loss of specific chromosomes in somatic cells

The reticulocyte case does not, therefore, provide us with an example of
selective DNA loss and, indeed, no such case has as yet been reported in
mammalian cells. However, a number of such cases in which specific chro-
mosomes are lost during development have been described in other
eukaryotes, including some nematodes, crustaceans and insects (Wilson,
1928). In these cases a clear distinction is made early in embryonic devel-
opment between the cells which will produce the body of the organism
(the somatic cells) and those which will eventually form its gonads and
allow the organism to reproduce (the germ cells). Early on in the devel-
opment of the embryo, during the cleavage stage, the somatic cells lose
certain chromosomes, with only the germ cells, which will give rise to
subsequent generations, retaining the entire genome. Such losses can be
quite extensive, for example in the gall midge Miastor only 12 of the total
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Extrusion of the nucleus from an erythroblast,
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48 chromosomes are retained in the somatic cells. It is assumed that the
lost DNA is only required for some aspects of germ cell development. It is
known to be rich in the highly repeated (or satellite) type of DNA, which
is thought to be involved in homologous chromosome pairing during the
meiotic division that occurs in germ cell development. Hence it is more
economical for the organism to dispense with such DNA in the develop-
ment of somatic tissue, rather than to waste energy replicating it and
passing it on to all somatic cells where it has no function.

Although the mechanism by which this selective loss of DNA occurs is
not yet fully understood, there is evidence that it is mediated by cyto-
plasmic differences between regions of the fertilized egg or zygote. Thus,
in the nematode worm Parascaris the distinction between somatic and
germ cells is established by the first division of the zygote, the smaller of
the two cells produced losing chromosomes and giving rise to the soma
while the larger retains a full chromosome complement and gives rise to
the germ line (Fig. 2.4). If, however, the zygote is centrifuged, the plane
of the first division can be altered, resulting in the production of two simi-
lar-sized cells, neither of which loses chromosomes. Hence the
centrifugation process has abolished some heterogeneity in the cytoplasm
responsible for this effect. Interestingly, although both daughter cells
retain a full complement of chromosomes, their inability to lose chro-
mosomes prevents normal embryonic development from occurring.

Although cases of DNA loss observable by examination of the chromo-
somes have been observed in some organisms, it must be emphasized that
in the vast majority of cases no such loss of DNA is observed by this means.
However, because the amount of DNA in a Giemsa-stained band is very
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Early development in the nematode, and the consequences of changing the
plane of the first cell division by centrifugation of the zygote. Redrawn from
Cove, D.J., Genetics (1971), Cambridge University Press, by permission of
Professor D.J. Cove and Cambridge University Press.



large (about 10 million base pairs), it is possible that losses of short regu-
latory regions necessary for gene expression, or losses of individual genes,
could occur and not be observed by this technique. The large-scale losses
seen in chromosome studies would then represent the tip of the iceberg
in which varying degrees of gene loss occur in different situations. A
consideration of this possibility requires the use of more sensitive meth-
ods to search for gene deletions. These involve both functional and
molecular studies.

Functional studies

A model in which selective gene loss controls differentiation must view
differentiation as essentially an irreversible process. Thus, for example,
once the gene for myosin has been eliminated from an antibody-produc-
ing B-lymphocyte it will not be possible for such a cell, whatever the
circumstances, to give rise to a myosin-containing muscle cell. Although
the requirement for such a change from one differentiated cell type to
another is not likely to occur in normal development, such a phenome-
non, known as transdifferentiation, has been achieved experimentally in
Amphibia (Yamada, 1967). Thus, if the lens is surgically removed from an
eye of one of these organisms, some of the neighboring cells in the iris
epithelium lose their differentiated phenotype and begin to proliferate.
Eventually these cells differentiate into typical lens cells and produce large
quantities of the lens-specific proteins, such as the crystallins, which are
readily detectable with appropriate antibodies. The genes for the lens
proteins must therefore be intact within the iris cells, even though in
normal development such genes would never be required in these cells.

The case against selective loss of DNA is strengthened still further by
the very dramatic experiments in which a whole new organism has been
produced from a single differentiated cell. This was achieved a number of
years ago in both plants (Steward, 1970) and Amphibia (Gurdon, 1968).

In plants such regeneration has been achieved in several species, includ-
ing both the carrot and tobacco plants. In the carrot, for example,
regeneration can occur from a single differentiated phloem cell, which
forms part of the tubing system by which nutrients are transported in the
plant. Thus, if a piece of root tissue is placed in culture (Fig. 2.5), single
quiescent cells of the phloem can be stimulated to grow and divide, and
an undifferentiated callus-type tissue forms. The disorganized cell mass
can be maintained in culture indefinitely but, if the medium is suitably
supplemented at various stages, embryonic development will occur and
eventually result in a fully functional flowering plant, containing all the
types of differentiated cells and tissues normally found. The plant that
forms is fertile and cannot be distinguished from a plant produced by
normal biological processes.

The ability to regenerate a functional plant from fully differentiated cells
eliminates the possibility that genes required in other cell types are elim-
inated in the course of plant development. It is noteworthy, however, that
in this case, as with lens regeneration, one differentiated cell type does
not transmute directly into another, rather a transitional state of undif-
ferentiated proliferating cells serves as an intermediate. Hence although
differentiation does not apparently involve permanent irreversible
changes in the DNA, it appears to be relatively stable and, although
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reversible, requires an intermediate stage for changes to occur. This semi-
stability of cellular differentiation will be discussed further in Chapter 6.

Although no complex animal has been regenerated by culturing a single
differentiated cell in the manner used for plants, other techniques have
been used to show that differentiated cell nuclei are capable of giving rise
to very many different cell types (Gurdon, 1968). These experiments
involve the use of nuclear transplantation (Fig. 2.6). In this technique the
nucleus of an unfertilized frog egg is destroyed, either surgically or by irra-
diation with ultraviolet light, and a donor nucleus from a differentiated
cell of a genetically distinguishable strain of frog is implanted.
Development is then allowed to proceed in order to test whether, in the
environment of the egg cytoplasm, the genetic information in the nucleus
of the differentiated cell can produce an adult frog. When the donor
nucleus is derived, for example, from differentiated intestinal epithelial
cells of a tadpole, an adult frog is indeed produced in a small proportion
of cases (about 2%) and development to at least a normal swimming
tadpole occurs in about 20% of cases, with the organisms having the
genetic characteristics of the donor nucleus. Such successful development
supported by the nucleus of a differentiated frog cell is not unique to intes-
tinal cells and has been achieved with the nuclei of other cell types, such
as the skin cells of an adult frog. Hence, although these experiments are
technically difficult and have a high failure rate, it is possible for the nuclei
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Scheme for the production of a fertile carrot plant from a single differentiated
cell of the adult plant phloem by growth in culture as a free cell suspension
which develops into an embryo and then into an adult plant. Redrawn from
Steward et al., Science 143, 20–27 (1964), by permission of Professor F.C.
Steward and the American Association for the Advancement of Science (AAAS).



of differentiated cells specialized for the absorption of food to produce
organisms containing a range of different cell types and which are
perfectly normal and fertile.

Although these experiments were carried out in Amphibia over 30 years
ago, it is only within the last few years that similar experiments have been
successfully performed in mammals. In 1997 however, Wilmut and co-work-
ers reported experiments in which a donor nucleus derived from a
mammary gland of a 6-year-old sheep was introduced into an unfertilized
egg whose own nucleus had been destroyed (Wilmut et al., 1997; Stewart,
1997). In this manner, they produced an adult sheep (Dolly) which, as in
Gurdon’s experiments with frogs, had the genetic characteristic of the sheep
from which the mammary gland cell nucleus had been derived. Similar
“cloning” experiments have now been successfully carried out in several

22 Gene Regulation

Unfertilized
egg Tadpole

UV1

2 Epithelial cells

Intestine

Nucleus in
pipette

Enucleation
by UV

3
4

Injected egg

Normal
blastula

Adult frog
(2% success)

Figure 2.6

Nuclear transplantation in Amphibia. The introduction of a donor nucleus from
a differentiated cell into a recipient egg whose nucleus has been destroyed by
irradiation with ultraviolet light can result in an adult frog with the genetic char-
acteristics of the donor nucleus. Redrawn from Gurdon, Control of Gene
Expression in Animal Development (1974), Oxford University Press, Oxford, by
permission of Professor J.B. Gurdon and Oxford University Press.



other mammalian species including mice (Wakayama et al., 1998) and pigs
(Polejaeva et al., 2000). Although these studies have provoked considerable
ethical discussion on the potential cloning of humans, their relevance for
the area of gene regulation is that they indicate that in mammals, as in
Amphibia, a nucleus from an adult differentiated cell is capable of support-
ing embryonic development and producing the full range of differentiated
cell types present in an adult organism.

As with plants, it is therefore clear that, in animals, selective loss of DNA
is not a general mechanism by which gene control is achieved.

Molecular studies

The conclusions of functional studies carried out in the 1960s and early
1970s were confirmed abundantly in the late 1970s and 1980s by molec-
ular investigations involving the use of specific DNA probes derived from
individual genes. Such probes can be used in Southern blotting experi-
ments (Southern, 1975) to investigate the structure of a particular gene in
DNA prepared from different tissues (see Methods Box 2.1).

As with the use of Northern blotting and Western blotting (see Chapter
1) to study, respectively, the RNA and protein content of different tissues,
Southern blotting can be used to investigate the structure of the DNA in
individual tissues. When this is done, no losses of particular genes are
observed in specific tissues. Thus, the gene for β-globin is clearly present
in the DNA of brain or spleen where it is never expressed, as well as in
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Procedure for Southern blot analysis, involving electrophoresis of DNA which has
been cut with a restriction enzyme, its transfer to a nitrocellulose filter, and
hybridization of the filter with a specific DNA probe for the gene of interest.

METHODS BOX 2.1

Southern blotting (Fig. 2.7)

● Digest DNA with a restriction endonuclease which cuts it at specific
sequences.

● Electrophorese on an agarose gel.
● Transfer DNA in gel to nitrocellulose filter.
● Hybridize filter with radiolabeled probe for gene of interest.
● Analyze structure of a specific gene based on patterns of hybridization

obtained when DNA is cut with different restriction endonucleases.



the DNA of erythroid tissues where expression occurs (Jeffreys and Flavell,
1977) and numerous other examples have been reported (Fig. 2.8).

These techniques, which could detect losses of less than 100 bases (as
opposed to the millions of bases resolvable by chromosomal techniques),
have now been supplemented by cases where different laboratories have
isolated particular genes from the DNA of different tissues which either
do or do not express the gene. When the DNA sequence of the gene was
determined in each case, no differences were detected in the expressing
or non-expressing tissues. Similarly, the full DNA sequence of the human
genome (International Human Genome Sequencing Consortium, 2001;
Venter et al., 2001) did not reveal any deletions in the sequence of specific
genes where the DNA had been obtained from a tissue where that gene
was not expressed. Such techniques, which could detect the loss of even
a single base of DNA, have therefore confirmed the conclusions of all other
studies, indicating that selective DNA loss is not a general mechanism of
gene regulation.

2.3 DNA amplification

DNA amplification as a mechanism of gene regulation

Having eliminated selective DNA loss as a general means of gene
control, it is necessary to consider the possible role of gene amplifica-
tion in the regulation of gene expression (for reviews see Stark and
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Figure 2.8

Southern blot hybridization of a radioactive probe specific for the α-fetoprotein
gene to EcoRI-cut DNA prepared from fetal liver (track A), adult liver (track B)
and adult brain (track C). Note the presence of an identically sized gene frag-
ment in each tissue, although the gene is only expressed in the fetal liver.



Wahl, 1984; Kafatos et al., 1985). A possible mechanism of gene control
(Fig. 2.9) would involve the selective amplification of genes that were
expressed at high levels in a particular tissue, the high expression of
such genes simply resulting from normal rates of transcription of the
multiple copies of the gene. Unlike gene-deletion models, this possi-
bility is not incompatible with the ability of nuclei from differentiated
cells, such as frog intestinal cells, to regenerate a new organism (see
Section 2.2). Thus, although amplification of intestine-specific genes
would have occurred in such cells, this would presumably not prevent
the amplification of other tissue-specific genes in the individual cell
types of the new organism. The evidence against this idea comes there-
fore from chromosomal and molecular rather than functional
investigations.

Chromosomal studies

As with DNA loss, the identity of the chromosomal complement in indi-
vidual cell types provides strong evidence against the occurrence of
large-scale DNA amplification. Nonetheless, some cases of such amplifica-
tion have been observed by this means and these will be discussed.

Chromosome polytenization in Drosophila

One such case, which has been extensively used in cytogenetic studies,
occurs in the salivary gland cells of the fruit fly Drosophila melanogaster.
In these cells the DNA replicates repeatedly and the daughter molecules
do not separate but remain close together, forming a single giant, or
polytene, chromosome (Fig. 2.10) which contains approximately 1000
DNA molecules. Although such giant chromosomes have proved very
useful in experiments involving visualization of DNA transcription (see
Section 4.2), they cannot really be considered an example of gene
control since virtually the whole of the genome (with the exception of
some repeated DNA) participates in this amplification and there is no
evidence for selective amplification of the genes for proteins required in
the salivary gland.
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Amplification of ribosomal DNA

Amplification of a specific part of the genome does occur, however, in
some cases. Thus, amplification of the ribosomal DNA encoding the struc-
tural RNAs of the ribosomes is observed in the embryonic development of
multicellular organisms, even though the germ line DNA of these organ-
isms contains multiple copies of the ribosomal DNA prior to any
amplification event. Thus, early in oogenesis the frog oocyte, like all other
frog cells, contains approximately 900 chromosomal copies of the DNA
encoding ribosomal RNA. During oogenesis, some of the copies are excised
from the genome and replicate extensively to produce up to 2 million
extra-chromosomal copies of the ribosomal DNA (Brown and Dawid,
1968).

Such ribosomal DNA amplification clearly represents a response to the
intense demand for ribosomal RNA during embryonic development. This
requirement has to be met by DNA amplification since the ribosomal RNA
represents the final product of ribosomal DNA expression. By contrast, in
the case of protein-coding genes, high-level expression can be achieved
both by very efficient transcription of the DNA into RNA and also by simi-
larly efficient translation of the RNA into protein. Hence the observed
amplification of ribosomal RNA genes does not imply that this mechanism
is used in higher organisms to amplify specific protein-coding genes.
Indeed the general similarity of the chromosome complement in different
tissues argues against large-scale amplification of such genes. As with gene
deletion, however, the sensitivity of such techniques is such that small-
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Figure 2.10

Polytene chromosomes of Drosophila melanogaster. Photograph kindly provided
by Dr M. Ashburner.



scale amplification of a few genes would not be detected, and it is neces-
sary to use molecular techniques to see whether such amplification occurs.

Molecular studies

In addition to its use in searching for gene loss (see Section 2.2) the tech-
nique of Southern blotting (see Methods Box 2.1; Fig. 2.7) can also be used
to search for DNA amplification in tissues expressing a particular gene.
Thus, either new DNA bands hybridizing to the specific probe will appear,
or the same band, present in other tissues, will be observed but it will
hybridize more intensely because more copies are present. Despite very
many studies of this type only a very small number of cases of such ampli-
fication have been reported, the vast majority of tissue-specific genes being
present in the same number of copies in all tissues. Thus, for example, the
fibroin gene is detectable at similar copy numbers in the DNA of the poste-
rior silk gland of the silk moth, where it is expressed, and in the DNA of
the middle silk gland, where no expression is detectable (Fig. 2.11;
Manning and Gage, 1978).

However, one exception to this general lack of amplification of protein-
coding genes is particular noteworthy. This involves the genes encoding
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Figure 2.11

Southern blot of DNA prepared from the posterior silk gland (PSG), the middle
silk gland (MSG) or the carcass of the silk moth, Bombyx mori, with a probe
specific for the fibroin gene. Note the identical size and intensity of the band
produced by EcoRI or HindIII digestion in each tissue, although the gene is only
expressed in the posterior silk gland. Photograph kindly provided by Dr R.
Manning, from R.F. Manning and L.P. Gage, J. Biol. Chem., 253, 2044–2052
(1978).



the eggshell, or chorion, proteins in Drosophila melanogaster. As first shown
by Spradling and Mahowald (1980), the chorion genes are selectively
amplified (up to 64 times) in the DNA of the cells which surround the egg
follicle, allowing the synthesis in these cells of the large amounts of
chorion mRNA and protein needed to construct the eggshell. Such ampli-
fication can be observed readily in a Southern blot experiment using a
recombinant DNA probe derived from one of the chorion genes (Fig. 2.12).
Unlike ribosomal DNA (see above), amplification occurs within the chro-
mosome without excision of the template DNA or the newly replicated
copies.

This amplification event is of particular interest because it occurs in
normal cells as part of normal embryonic development, in contrast, for
example, to the amplification of cellular oncogenes that occurs in some
cancer cells (see Section 9.3) or the amplification of the gene encoding the
enzyme dihydrofolate reductase (which occurs in mammalian cells in
response to exposure to the drug methotrexate; Schimke, 1980).
Nonetheless, the amplification of the chorion genes appears to be a response
to a very specialized set of circumstances, requiring a novel means of gene
regulation. Thus eggshell construction in Drosophila occurs over a very short
period (about 5 h) and probably necessitates the synthesis of mRNA for the
chorion proteins at very high rates, too large to be achieved even by high-
level transcription of a single unique gene. It is this combination of
high-level synthesis and a very short period to achieve it which necessitates
the use of gene amplification. The restricted use that is made of this mech-
anism is well illustrated, however, by the fact that in silk moths, in which
eggshell production occurs by a similar mechanism, multiple copies of the
genes for the chorion proteins are present in the germ line. Thus they are
present in all somatic cells, including those that do not express these genes,
and are not further amplified in the ovarian follicle cells.

Such a finding serves to reinforce the conclusion of both molecular and
chromosomal experiments that, as with DNA loss, DNA amplification is
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Figure 2.12

Amplification of the chorion genes in the ovarian follicle cells of Drosophila
melanogaster. Note the dramatic increase in the intensity of hybridization of the
chorion gene specific probe to the DNA samples prepared from Stage 10 to
Stage 14 egg chambers compared with that seen in Stages 1–8 or in male DNA.
Redrawn from A.C. Spradling and A.P. Mahowald, PNAS 77, 1096–1100 (1980),
by permission of Dr A. Spradling.



not a general method of gene regulation and is used only in isolated
specialized cases.

2.4 DNA rearrangement

Having established that, generally, gene regulation does not occur by DNA
deletion or amplification, it is necessary to consider the possibility that it
might occur via specific rearrangements of genes in tissues where their
protein products are required. Such activation could occur, for example, by
translocation of the gene, removing it from a repressive effect of neighbor-
ing sequences, or by bringing together the part of the gene encoding the
protein and a promoter element necessary for its transcription (Fig. 2.13).

As with DNA amplification, the occurrence of such rearrangements in
one particular cell type might not preclude the subsequent rearrangement
of genes required in other tissues. Hence the ability of a single differenti-
ated cell type to give rise to a variety of other differentiated cells in
functional studies (see Section 2.2) cannot be used to argue against the
occurrence of such rearrangements. Similarly, these rearrangements might
be on too small a scale to be detectable in chromosomal studies.
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The evidence from molecular studies, however, shows unequivocally that
these types of rearrangement are not involved in the selective activation
of the vast majority of genes in particular tissues. Thus such rearrangements
would produce novel bands when the DNA from a tissue in which the gene
was active was cut with restriction enzymes and used in Southern blot
experiments (Fig. 2.14). In fact, no such novel bands are observed in the
vast majority of cases when the DNA of a tissue in which the gene is active
is compared with tissues where it is inactive (Figs 2.8 and 2.11).

The evidence against DNA rearrangement as a general means of gene
control, obtained in such Southern blot experiments, has been abundantly
confirmed by experiments in which the DNA sequence of a particular gene
has been obtained both from a tissue where it is inactive and from one
where it is active. Such experiments have failed to reveal even a single base
difference in these two situations, and indicate that the gene is potentially
fully functional in tissues where it is inactive. Despite these clear findings
that, as with deletion and amplification, DNA rearrangement is not a
general means of gene control, it is used in a few situations such as in the
mammalian immunoglobulin genes.

Antibody production in mammalian B cells

When mammals are exposed to foreign bacteria or viruses, their immune
systems respond by synthesizing specific antibodies directed against the
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Generation of new restriction fragments detectable on a Southern blot following
gene rearrangement. Sites for a particular restriction enzyme are indicated by an
X and the consequences of digestion with this enzyme of unrearranged or
rearranged DNA are indicated.



proteins of these organisms, with the aim of neutralizing the harmful
effects of the infection. The potential requirement for the synthesis of
diverse kinds of antibody by the mammalian immune system is obviously
vast. Thus, the body must be able to defend itself, for example, against a
bewildering variety of challenges from infectious organisms by the produc-
tion of specific antibodies against their proteins (for recent reviews of the
immune system, emphasizing the molecular aspects, see Abbas and
Lichtman, 2003; Janeway et al., 2005). These antibodies, or immunoglob-
ulins, are produced by the covalent association of two identical heavy
chains and two identical light chains to produce a functional molecule
(Fig. 2.15). The combination of specific heavy and light chains produces
the specificity of the antibody molecule. In particular, each chain
contains, in addition to a constant region (which is relatively similar in
different antibody molecules), a highly variable region which differs
widely in amino-acid sequence in different antibodies. It is this variable
region that actually interacts with the antigen and hence determines the
specificity of the antibody molecule.

As any heavy chain can associate with any light chain, and as approxi-
mately 1 million types of antibody specificities can be produced, at least
1000 genes encoding different heavy chains and a similar number encod-
ing the light chains would be required. Copy-number studies have shown,
however, that the germ line does not contain anything like this number
of intact immunoglobulin genes, and no specific amplification events have
been detected in the DNA of antibody-producing B cells.

Rather, as first suggested by Dreyer and Bennett (1965), functional
immunoglobulin genes are created by DNA rearrangements in the B-cell
lineage. Thus the germ-line DNA contains a large number of tandemly
repeated DNA segments encoding different variable regions, which are
separated by over 100 kbp from a much smaller number of DNA segments
encoding the constant region of the molecule (Fig. 2.16). This organization
is maintained in most somatic cell types, but in each individual B cell a
unique DNA rearrangement event occurs by which one specific variable
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region is brought together with one constant region by deletion of the
intervening DNA. In this manner, a different functional gene, containing
specific variable and constant regions, is produced in each individual B cell.

These rearrangements can be detected readily by the appearance of
novel bands in Southern blot analyses of the structure of the
immunoglobulin genes in the DNA of antibody-producing B cells. In the
example shown in Fig. 2.17 (based on the data of Hozumi and Tonegawa,
1976) the digestion of DNA from non-B cells with the restriction enzyme
BamH1 produces fragments of 6.5 kb and 9.5 kb containing the variable
and constant regions, respectively, whereas digestion of rearranged B-cell
DNA generates a single 3.5 kb band containing both parts of the gene. This
combination of different variable (V) and constant (C) regions in the
production of a functional immunoglobulin gene obviously creates a wide
range of different potential antibody specificities by the joining of partic-
ular V and C segments.

Despite this, more and more complex rearrangements are used in differ-
ent types of immunoglobulin gene to generate still more potential variety.
Thus, in the simplest case that we have discussed so far, that of the λ light
chain (Fig. 2.16), one of many V regions is brought into association with
a constant region, consisting of a single J segment (encoding the junction
between the variable and constant regions) which is separated by a short
region from the DNA encoding the C segment itself. The rearranged gene
is then transcribed and the intervening sequence between the J and C
segments removed by RNA splicing to produce a functional messenger
RNA (see Section 5.2). In the genes for another type of light chain, known
as κ, the situation is more complex. Thus these genes contain multiple J
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Rearrangement of the gene encoding the λ light chain of immunoglobulin
results in the linkage of one specific variable region (V) to a specific joining
region (J) with removal of the intervening DNA. The gene is then transcribed
into RNA and the region between the joining (J) and constant regions (C) is
removed by RNA splicing to create a functional mRNA.



segments linked to individual constant segments and hence further diver-
sity is created by the recombination of one of many V regions with one
of several different J regions.

The case of the genes encoding the heavy-chain molecule is still more
complex (Fig. 2.18) in that these genes also contain a D, or diversity,
segment. A functional heavy-chain gene is thus created by two successive
rearrangements. In the first of these, one of several D segments is brought
together with one of the J segments and the associated C region.
Subsequently, a V region segment is recombined with this DJC element
exactly as occurs in the VJ joining found in the light-chain genes. These
two combinatorial events allow the selection of one particular copy of
each of four regions to produce the functional gene, generating many
different possible heavy-chain molecules.

Interestingly, the generation of diversity by DNA rearrangement is
supplemented by another DNA alteration, so far unique in mammalian
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intervening DNA in each case.



cells, to the genes of the immune system. It appears that immunoglobu-
lin genes can undergo point mutations within particular B cells, resulting
in changes in the amino acids they encode and hence in their specificity.
Such somatic mutation (for a review see Tian and Alt, 2000) produces
forms of immunoglobulin not encoded by the DNA present in other
tissues or in the germ line, and represents another form of tissue-specific
gene alteration occurring within the immunoglobulin genes.

It is clear that the primary role of the rearrangements and alterations
which occur in the immunoglobulin genes in B cells is the generation of
the diversity of antibodies required to cope with the vast number of differ-
ent possible antigens, rather than to produce the high-level expression of
the immunoglobulin genes which occurs in such cells. Nonetheless, high-
level immunoglobulin-gene expression does occur as a consequence of
such rearrangements. Thus the DNA encoding the variable regions of the
antibody molecule is closely linked to the promoter elements that direct
the transcription of the gene. Such elements show no activity in the unre-
arranged DNA of non-B cells, but become fully active only when the
variable region is joined to the constant region. In the case of the heavy-
chain genes, this is because the intervening sequence between the J and
C regions of these genes contains an enhancer element (see Section 7.3)
which, although not a promoter itself, greatly increases the activity of the
promoter adjacent to the V-region element. Hence the rearrangement not
only brings the promoter element into a position where it can produce a
functional mRNA containing VDJ and C, regions but also facilitates the
high-level transcription of this gene by juxtaposing promoter and
enhancer elements that are separated by over 100 kb of DNA before the
rearrangement event (Fig. 2.19).

The element of gene control in this process is, however, entirely second-
ary to the need to produce diversity by rearrangement. Thus, if the
immunoglobulin enhancer is linked artificially close to the immunoglob-
ulin promoter and introduced into a variety of cells, it will activate
transcription from the promoter only in B cells and not in other cell types.
Hence the enhancer is active only in B cells and would not activate
immunoglobulin transcription even if functional immunoglobulin genes
containing closely linked VDJ and C segments were present in all other
tissues. The immunoglobulin genes are therefore regulated by tissue-
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results in the activation of the promoter and gene transcription.



specific activator sequences in much the same way as other genes (see
Chapter 7), but such activation has been made to depend on the occur-
rence of a DNA rearrangement whose primary role lies elsewhere.

Interestingly, a further link between gene regulation and gene rearrange-
ment processes exists, apart from that provided by the juxtaposition of
promoter and enhancer elements which is produced by the gene
rearrangement of the immunoglobulin genes. Thus, enhancer elements in
the unrearranged locus act to recruit histone acetylase enzymes which
modify the chromatin structure to render it more accessible to the
enzymes which will catalyze the DNA rearrangement (Fig. 2.20) (for
reviews see Schlissel, 2000; Mostoslavsky et al., 2003). This exactly paral-
lels the role of histone acetylation in opening up the chromatin structure
of genes which are not subject to rearrangement, allowing them to be tran-
scribed (see Section 6.6).

Despite these relationships between gene rearrangement and gene regu-
lation and the fact that similar DNA rearrangements are used in other
situations where diversity must be generated, for example, in the genes
encoding the T-cell receptor which is involved in the response to foreign
antigen of T-lymphocytes, it is clear that they do not represent a general
means of gene regulation applicable to other situations. Such a conclu-
sion is entirely in accordance with the results of Southern blot and
sequencing experiments which, as previously discussed, have failed to
detect such rearrangements in the vast majority of genes active only in
particular tissues.

2.5 Conclusions

Although we have discussed in this chapter a number of cases where DNA
loss, amplification or rearrangement regulate gene expression, it is clear
that these represent isolated special cases where the dictates of a particu-
lar situation have necessitated the use of such mechanisms. Thus the loss
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Recruitment of histone acetylase (HA) enzymes to an enhancer element results
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of DNA in red blood cells is dictated by the need to fill the cell with hemo-
globin, the amplification of the chorion genes in Drosophila by the
requirement to produce the corresponding proteins in a very short time;
and the rearrangement of the immunoglobulin genes by the need to
generate a diverse array of antibodies. Hence these cases are not repre-
sentative of a general mechanism of gene regulation by DNA alteration
and, in general, the DNA of different cell types is quantitatively and qual-
itatively identical. Given that we have established previously that the RNA
content of different cell types can vary dramatically, it is now necessary
to investigate how such differences in RNA content can be produced from
the similar DNA present in such cell types. As a background to this discus-
sion we will first discuss, in the next chapter, the processes by which DNA
is transcribed into RNA and the subsequent post-transcriptional events
which convert that RNA into its final form.
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Gene expression 3
SUMMARY

● The conclusion that gene regulation produces distinct mRNA popula-
tions from the same DNA focuses attention on the processes which
produce mRNA from the DNA. These processes are:

● Transcription in which DNA is copied into the primary RNA transcript.
● Capping in which the 5′ end of the RNA transcript is modified.
● Splicing in which introns are removed from the RNA transcript.
● Polyadenylation in which the RNA transcript is cleaved at its 3′ end

and a run of A residues is added.
● Transport in which the mature mRNA is transported from the nucleus

to the cytoplasm and then translated into protein by the process of
translation.

3.1 Levels of gene regulation

The observation that differences in the RNA and protein content of differ-
ent tissues are not paralleled by significant differences in their DNA
content indicates that the process whereby DNA produces mRNA must be
the level at which gene expression is regulated in eukaryotes.

In bacteria this process involves only a single stage, that of transcrip-
tion, in which an RNA copy of the DNA is produced by the enzyme RNA
polymerase. Even while this process is still occurring, ribosomes attach to
the nascent RNA chain and begin to translate it into protein. Hence cases
of gene regulation in bacteria, such as the switching on of the synthesis
of the enzyme β-galactosidase in response to the presence of lactose (its
substrate), are mediated by increased transcription of the appropriate gene
(Jacob and Monod, 1961). Clearly, a similar regulation of gene transcrip-
tion in different tissues, or in response to substances such as steroid
hormones which induce the synthesis of new proteins, represents an
attractive method of gene regulation in eukaryotes.

In contrast to the situation in bacteria, however, a number of stages
intervene between the initial synthesis of the primary RNA transcript and
the eventual production of mRNA (Fig. 3.1). The initial transcript is modi-
fied at its 5′ end by the addition of a cap structure containing a modified
guanosine residue and is subsequently cleaved near its 3′ end, followed by
the addition of up to 200 adenosine residues in a process known as
polyadenylation. Subsequently, intervening sequences or introns, which
interrupt the protein-coding sequence in both the DNA and the primary
transcript of many genes (Jeffreys and Flavell, 1977; Tilghman et al., 1978)
are removed by a process of RNA splicing (for reviews see Adams et al.,
1996; Staley and Guthrie, 1998). Although this produces a functional



mRNA, the spliced molecule must then be transported from the nucleus,
where these processes occur, to the cytoplasm where it can be translated
into protein.

In theory any of these stages, all of which are essential for production
of a functional mRNA, could be used to regulate the expression of specific
genes in particular tissues. For example, it has been suggested that gene
regulation could occur by transcribing all genes in all tissues and select-
ing which transcripts were appropriately spliced by correct removal of
intervening sequences, thereby producing a functional mRNA (Davidson
and Britten, 1979). The existence of such a plethora of possible regulatory
stages has led, therefore, to much investigation as to whether all or any
of these are used.

In order to provide the essential background for considering these stud-
ies, this chapter will consider the processes which occur at each of these
stages between the DNA and the production of the functional mRNA. In
addition, since some cases of regulation at the level of translation of the
mRNA have been described, the final section of this chapter will consider
the mechanism of translation. Once this background information has
been provided, subsequent chapters will consider the evidence that the
primary control of gene expression occurs at the level of transcription
(Chapter 4) as well as a number of cases of post-transcriptional regulation
(Chapter 5).
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3.2 Transcription

Enzymes which are capable of copying the DNA so that a complementary
RNA copy is produced by the polymerization of ribonucleotides are
referred to as RNA polymerases. In prokaryotes a single RNA polymerase
enzyme is responsible for the transcription of DNA into RNA. In eukary-
otes, however, this is not the case, and three such enzymes exist. All three
RNA polymerases are large multi-subunit enzymes and several subunits are
held in common between the three enzymes. The three enzymes can be
distinguished, however, by their relative sensitivity to the fungal toxin 
α-amanitin and each of them is active on a distinct set of genes (Table
3.1). Thus, whereas all genes capable of encoding a protein, as well as the
genes for some small nuclear RNAs involved in RNA splicing (Section 3.3),
are transcribed by RNA polymerase II, the genes encoding the 28S, 18S
and 5.8S ribosomal RNAs are transcribed by RNA polymerase I, and those
encoding the transfer RNAs and the 5S ribosomal RNA are transcribed by
RNA polymerase III.
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Table 3.1 Eukaryotic RNA polymerases

Genes transcribed Sensitivity to α-amanitin 

I Ribosomal RNA (45S precursor of 28S, Insensitive
18S and 5.8S rRNA)

II All protein-coding genes, small nuclear Very sensitive (inhibited 1 µg/ml)
RNAs U1, U2, U3, etc.

III Transfer RNA, 5.S ribosomal RNA, Moderately sensitive (inhibited 
small nuclear RNA U6, repeated DNA 10 µg/ml)
sequences: Alu, B1, B2, etc.; 7SK, 7SL RNA

In considering the transcriptional regulatory processes that produce
tissue-specific variation in specific mRNAs and proteins, our primary
concern will therefore be with the regulation of transcription by RNA poly-
merase II. Transcription by RNA polymerases I and III is also subject to
regulation, however. Moreover, the nature of the components involved in
transcription by these polymerases is much simpler than those which are
involved in transcription by RNA polymerase II. A prior understanding of
the processes involved in basal transcription by RNA polymerases I and III
therefore assists a subsequent understanding of the more complex
processes involved in basal transcription by RNA polymerase II.
Transcription by RNA polymerases I, II and III and their common processes
is therefore considered in this section.

RNA polymerase I

RNA polymerase I is responsible for the transcription of the tandem arrays
of genes encoding ribosomal RNA, such transcription constituting about
one half of total cellular transcription. As with all RNA polymerases, RNA
polymerase I itself does not recognize the DNA sequences around the start
site of transcription. Rather, other protein factors recognize such
sequences and then recruit the RNA polymerase by a protein–protein inter-
action. In the case of RNA polymerase I, the essential DNA sequences



which are recognized are located within the 50 bases immediately
upstream of the start site of transcription. As in all genes, the sequences
adjacent to the transcriptional start site which control the expression of
the gene are known as the gene promoter. Note that in the case of all the
RNA polymerases the site at which transcription begins is denoted as +1
with bases within the transcribed region being denoted as +100, +200, etc.,
whilst bases upstream of the start site are denoted as –100, –200, etc., as
one proceeds further and further upstream (see Fig. 3.2).

In the case of RNA polymerase I, sequences around –50 are recognized
by a protein transcription factor known as UBF (upstream binding factor)
(for reviews see Jacob, 1995; Paule and White, 2000; Grummt, 2003).
Subsequently another regulatory protein known as SL1 (also known as TIF-
IB) is recruited via protein–protein interaction with UBF and in turn SL1
recruits the RNA polymerase itself and its associated factors (Fig. 3.2).
Hence the initiation of transcription by RNA polymerase I is relatively
simple, with one essential transcription factor (SL1) being necessary to
recruit the RNA polymerase itself. In turn the binding of this essential
factor is facilitated by the prior binding to a specific DNA sequence of
another transcription factor UBF (for review see Jacob, 1995; Paule and
White, 2000; Grummt, 2003).

42 Gene Regulation

–50 +50
rRNA gene
promoter +1

–50 +50+1

UBF

–50 +50+1

UBF SL1

–50 +50+1

UBF SL1 RNA
pol I

Transcription

Figure 3.2

Transcription initiation at the ribosomal RNA gene promoter. Binding of UBF
(upstream binding factor) is followed by the binding of the SL1 factor which in
turn recruits RNA polymerase I via protein–protein interaction. Note that in this
and all subsequent figures, +1 refers to the first base transcribed into RNA, with
other + numbers denoting bases within the transcribed region whilst – signs
denote bases upstream of the transcriptional start site.



RNA polymerase III

The involvement of a specific transcription factor which acts to recruit the
RNA polymerase as well as of other factors which recruit the specific factor
is also illustrated by RNA polymerase III (for reviews see Paule and White,
2000; Geiduschek and Kassavetis, 2001; Schramm and Hernandez, 2002).

The situation is complicated, however, by the fact that in different genes
which are transcribed by RNA polymerase III, the essential promoter DNA
sequences recognized by the transcription factors which recruit the poly-
merase can be located either upstream or downstream of the transcribed
region. Thus genes transcribed by RNA polymerase III can have either an
upstream promoter (as is the case for genes transcribed by RNA polymerase
I and II) or a downstream promoter located within the transcribed region
(Fig. 3.3).

This type of downstream promoter, which is unique to RNA polymerase
III, was first identified by detailed studies which focused on the genes that
encode the 5S RNA of the ribosome. In an attempt to identify the
sequences important for the expression of this gene, sequences surround-
ing it were deleted and the effect on the transcription of the gene in a
cell-free system investigated (Sakonju et al., 1980). Somewhat surprisingly,
the entire upstream region of the gene could be deleted with no effect on
gene expression (Fig. 3.4a,b). Indeed, deletions within the transcribed
region of the 5S gene also had no effect on its expression until a bound-
ary, 40 bases within the transcribed region, was crossed. By this means,
an internal control region essential for the transcription of the 5S RNA
gene was defined which is located entirely within the transcribed region.

This region of the 5S gene was shown subsequently to bind a transcrip-
tion factor known as TFIIIA (for review see Pieler and Theunissen, 1993)
(Fig. 3.5). Subsequently, another transcription factor TFIIIC binds to the
DNA adjacent to TFIIIA and in turn TFIIIC functions to recruit a further
transcription factor TFIIIB to form a stable transcription complex (Fig. 3.6).
This complex, which is stable through many cell divisions, promotes the
subsequent binding of the RNA polymerase III which is recruited via a
protein–protein interaction with TFIIIB and binds at the transcriptional
start site (Fig. 3.6). The binding of RNA polymerase III is dependent on the

Gene expression 43

Transcription

Transcription

Downstream promoterUpstream promoter

Transcription

No transcription

Deletion of
upstream

sequences

+100 +100

+100

–100–100

+100

+1

+1

+1

+1

Figure 3.3

Consequences of deleting sequences upstream of the transcriptional start site in
genes which have either an upstream promoter or a downstream promoter.
Note that, when the promoter (wavy line) is located upstream of the transcrip-
tional start site, deletion of upstream sequences results in an absence of
transcription. In contrast, when the promoter is located within the transcribed
region, deletion of upstream sequences has no effect on transcription.
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Effect of deletions in the 5S rRNA gene
on its expression. (a) Transcription
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5S rRNA (arrowed) by an intact control
5S gene (C) and various deleted 5S
genes is assayed. The numbers indicate
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critical control element (boxed) within
the transcribed region of the 5S gene.
Photograph kindly provided by
Professor D.D. Brown, from Sakonju et
al., Cell 19, 13–25 (1980), by permis-
sion of Cell Press.



presence of the stable transcription complex and not on the precise
sequence of the DNA to which it binds since, as discussed above, the region
to which the polymerase normally binds can be deleted and replaced by
other sequences without drastically reducing transcription.

Although the assembly of transcription complexes on RNA polymerase
III genes was first defined on the 5S ribosomal RNA gene, other RNA poly-
merase III transcription units differ in the details of transcription complex
assembly. Thus, for example, the genes encoding the transfer RNAs which
play a key role in translation (see Section 3.3) also have an internal
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Figure 3.5

Binding of the TFIIIA transcription factor to the internal control region of 5S
DNA in a footprint assay in which binding of a protein protects the DNA from
digestion by DNase I and produces a clear region lacking the ladder of bands
produced by DNase I digestion of the other regions. Tracks a and e show the
two DNA strands of the 5S gene in the absence of added TFIIIA while tracks
b–d and f–h show the same DNA in the presence of TFIIIA. Photograph kindly
provided by Professor D.D. Brown, from Sakonju and Brown, Cell 31, 395–405
(1982), by permission of Cell Press.



promoter. However, in this case, due to differences in the sequence of the
promoter TFIIIA is not required. Rather, TFIIIC binds directly to sequences
within the promoter and subsequently recruits TFIIIB. As in the 5S RNA
promoters, TFIIIB then recruits the RNA polymerase itself. Similarly, TFIIIB
plays a critical role in transcription of the RNA polymerase III genes which
have an upstream promoter such as that encoding the small nuclear RNA
U6 which, unlike the other small nuclear RNAs of the splicesosome (see
Section 3.3), is transcribed by RNA polymerase III rather than RNA poly-
merase II (Table 3.1). (For review of small nuclear RNA gene transcription
see Hernandez, 2001.)

It is clear, therefore, that TFIIIB plays an essential role in the tran-
scription of the three different types of RNA polymerase III gene
promoters (for review see Hernandez, 1993) and is the functional equiv-
alent of the RNA polymerase I SL1 factor which acts directly to recruit
the RNA polymerase via protein–protein interaction (for a detailed
comparison of transcriptional initiation by RNA polymerases I and III see
Paule and White, 2000).
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Transcription initiation by RNA polymerase III at the 5S rRNA gene promoter.
Sequences downstream of the transcription initiation site (+1) are indicated by
the + signs, sequences upstream are indicated by the – signs. Following binding
of the transcription factor TFIIIA to the internal control sequence, TFIIIC and
TFIIIB bind with TFIIIB then acting to recruit RNA polymerase III, allowing tran-
scription to begin. Note that within the three-dimensional structure, TFIIIB
interacts directly with TFIIIC, although this is not indicated in the figure.



RNA polymerase II

The TATA box

Inspection of the region immediately upstream of the transcriptional start
site reveals that a very wide variety of different genes transcribed by RNA
polymerase II contain an AT-rich sequence which is found approximately
30 bases upstream of the transcription start site. This TATA box plays a
critical role in promoting transcriptional initiation and in positioning the
start site of transcription for RNA polymerase II. Its destruction by muta-
tion or deletion effectively abolishes transcription of such genes (for
review see Breathnach and Chambon, 1981).

Most importantly, this TATA box acts as the initial DNA target site for
the progressive assembly of the basal transcription complex for RNA poly-
merase II which is considerably more complex than that for RNA
polymerase I or III (for reviews see Nikolov and Burley, 1997; Woychick
and Hampsey, 2002; Roeder, 2003). Thus, initially, the TATA box is bound
by the transcription factor TFIID whose binding is facilitated by the pres-
ence of another transcription factor TFIIA (Fig. 3.7a). Interestingly,
structural analysis of TFIID has revealed it to have a molecular clamp struc-
ture, which consists of four globular domains around an accessible groove,
which can accommodate the DNA to which TFIID binds (Brand et al.,
1999) (color plate 3).

Subsequently, the TFIID/DNA complex is recognized by another tran-
scription factor TFIIB (Fig. 3.7b). Structural analysis has shown that TFIIB
binds on the opposite side of TFIID to that which is bound by TFIIA (Andel
et al., 1999) (color plates 4 and 5). This binding of TFIIB is an essential
step in the formation of the initiation complex since, as well as binding
to TFIID, TFIIB can also recruit RNA polymerase II itself. Hence the bind-
ing of TFIIB allows the subsequent recruitment of RNA polymerase II to
the initiation complex in association with another factor TFIIF (Fig. 3.7c).
Subsequently, two other factors TFIIE and TFIIH associate with the
complex (Fig. 3.7d).

In particular, the recruitment of TFIIH plays a critical role in allowing
the RNA polymerase to initiate transcription. Thus, TFIIH is in fact a multi-
component complex whose molecular structure has been determined
(Chang and Kornberg, 2000; Schultz et al., 2000) and which appears to
play a key role in both transcription and the repair of damaged DNA (for
reviews see Hoeijmakers et al., 1996; Zurita and Merino, 2003).

Thus, TFIIH contains a kinase activity which is capable of phosphory-
lating the C-terminal domain of the largest subunit of RNA polymerase II.
This C-terminal domain contains multiple copies of the sequence Tyr-Ser-
Pro-Thr-Ser-Pro-Ser which is highly evolutionarily conserved (for a review
see Stiller and Hall, 2002). The kinase activity of TFIIH phosphorylates
serine 5 within this repeat and this allows transcription initiation to occur.
However, transcription only proceeds for 20–30 bases and then the poly-
merase pauses and does not continue transcribing. Subsequent
phosphorylation of serine 2 within the C-terminal domain of RNA poly-
merase II by the pTEF-b kinase is necessary to release this block and allow
transcriptional elongation to occur (for review see Orphanides and
Reinberg, 2002; Sims et al., 2004) (Fig. 3.8).

Hence, phosphorylation of the C-terminal domain plays a critical role
in allowing the polymerase to initiate and continue transcription. Thus,
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Transcription initiation at an RNA polymerase II promoter. Initially, the TFIID
factor binds to the TATA box together with another factor TFIIA (panel a).
Subsequently TFIIB is recruited by interaction with TFIID (panel b) and TFIIB
then recruits RNA polymerase II and its associated factor TFIIF (panel c). TFIIE
and TFIIH then bind and TFIIH phosphorylates the C-terminal domain of RNA
polymerase II (panel d). This converts RNA polymerase II into a form which is
capable of initiating transcription and RNA polymerase II and TFIIF then move
off down the gene producing the RNA transcript, leaving TFIIA and TFIID bound
at the promoter (panel e).



although the dephosphorylated form of RNA polymerase II is recruited to
the DNA, its phosphorylation is necessary for transcription to produce the
RNA product (Fig. 3.7e).

Both RNA polymerase II itself and an active transcription complex have
been crystallized allowing structural analysis (for reviews see Klug, 2001;
Landick, 2001; Asturias and Craighead, 2003) (color plate 6). This has
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Recruitment of TFIIH results in the phosphorylation of RNA polymerase II on
serine 5 of its C-terminal domain and allows transcriptional initiation to occur.
However, the polymerase pauses and ceases transcribing after producing a short
RNA transcript. Subsequently, recruitment of the pTEF-b kinase results in the
phosphorylation of polymerase II on serine 2 of the C-terminal domain, allowing
transcriptional elongation to produce the complete RNA product.



revealed that, as the DNA is transcribed into RNA in the interior of the
polymerase molecule, it encounters a wall of protein within the RNA
polymerase (labeled A in Fig. 3.9). This forces it to make a right angled
turn exposing the end of the nascent RNA and allowing ribonucleoside
triphosphates to be added to it as transcription occurs. Subsequently, the
newly-formed DNA–RNA hybrid produced as a consequence of transcrip-
tion encounters another part of RNA polymerase, known as the rudder
(labeled B in Fig. 3.9), which forces the separation of the RNA from the
DNA. This allows the newly-formed part of the RNA molecule to exit and
double-stranded DNA to reform (Fig. 3.9).

Interestingly, this complex interaction of the DNA and RNA polymerase
is facilitated by TFIIB. Thus, recent structural studies of the RNA poly-
merase/TFIIB complex (Bushnell et al., 2004; Chen and Hahn, 2004) have
shown that TFIIB does more than simply recruit the polymerase. Thus, by
interacting with both DNA-bound TFIID and the polymerase itself in a
very precise structure, TFIIB ensures that the DNA and the polymerase
molecule are correctly positioned and orientated relative to one another
for the DNA to enter the interior of the polymerase, allowing transcrip-
tion to occur.

As the polymerase moves off down the gene, TFIIF remains associated
with it whilst TFIIA and TFIID remain bound at the promoter, allowing
further cycles of recruitment of TFIIB, RNA polymerase II etc., leading to
repeated rounds of transcription. Such a role of TFIIA and TFIID in allow-
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Movement of the DNA being transcribed through the RNA polymerase mole-
cule. “A” indicates the wall within the polymerase protein which forces the
DNA–RNA hybrid to make a right-angled turn, thereby allowing transcription to
occur by addition of ribonucleoside triphosphates to the end of the RNA chain.
“B” indicates the rudder region of the polymerase which forces the DNA–RNA
hybrid to melt releasing the newly-formed RNA and allowing double-stranded
DNA to reform. DNA which is about to be transcribed is shown by the solid
lines and DNA which has already been transcribed by the dotted lines. The
arrow indicates the direction of transcription.



ing repeated rounds of transcription is of particular interest in view of the
finding that some RNA polymerase is found within the cell associated with
a large number of proteins including TFIIB, TFIIF and TFIIH to form a so-
called RNA polymerase holoenzyme (for reviews see Greenblatt, 1997;
Myer and Young, 1998). Hence, in addition to the stepwise pathway
involving progressive recruitment of TFIIB, RNA polymerase and TFIIH
individually, it appears that an alternative pathway exists in which TFIIA
and TFIID can recruit a complex containing TFIIB, TFIIE, TFIIF, TFIIH and
RNA polymerase itself (Fig. 3.10). In addition, the holoenzyme also
contains a number of other protein components which appear to be
involved either in opening up the chromatin structure so as to allow tran-
scription to occur (see Section 6.6) or in allowing the polymerase complex
to be stimulated by transcriptional activators (see Section 8.3).

Common features of transcription by the three different
polymerases

Although the three different polymerases each have a different function
and different associated transcription factors, the three polymerases them-
selves are all multi-subunit proteins with several subunits being shared

Gene expression 51

Holoenzyme
(TFIIB, TFIIE, TFIIF,
TFIIH RNA pol)

TFIIB

TFIIA TFIID

TFIIHTFIIE

–50 +1TATA

TFIID TFIIB

TFIIF

TFIIA

–50 +1

RNA
pol II

TATA

Transcription

TFIIF/
RNA pol

TFIIE/
TFIIH

Figure 3.10

Following binding of TFIIA and TFIID to the promoter, the formation of the
basal transcription complex for RNA polymerase II may take place via the
sequential recruitment of TFIIB, TFIIF/RNA polymerase II and TFIIE/TFIIH as
indicated in Fig. 3.7 or by the recruitment of a holoenzyme containing all of
these factors.



between the different polymerases. Moreover, the largest subunits of each
of the three enzymes show considerable sequence homology to one
another.

In addition, each of the three polymerases shows a similar pattern of
recruitment to the DNA with one specific transcription factor binding to a
target sequence in the gene promoter followed by binding of one or more
other proteins which then recruit the polymerase itself. As discussed above
in the case of RNA polymerase II promoters which contain a TATA box,
the original binding to DNA is achieved by the TFIID factor which binds
to the TATA box. Interestingly, however, although TFIID was originally
identified as a single factor it is now clear that it is composed of multiple
protein components (for reviews see Burley and Roeder, 1996; Tansey and
Herr, 1997). One of these proteins known as TBP (TATA-binding protein)
is responsible for binding to the TATA box whilst the other components
of the complex, known as TAFs (TBP-associated factors) do not bind directly
to the TATA box but appear to allow TFIID to respond to stimulation by
transcriptional activators (see Section 8.3).

Although most of the genes transcribed by RNA polymerase II contain
a TATA box, a subset of RNA polymerase II genes do not contain the TATA
box (for review see Weis and Reinberg, 1992; Smale, 2001; Bashirullah et
al., 2001). Paradoxically, however, TBP plays a key role also in the tran-
scription of this class of RNA polymerase II genes. In this case, TBP does
not bind to the DNA but is recruited by another DNA binding protein
which binds to the initiator-element overlapping the transcriptional start
site. TBP then binds to this initiator binding protein allowing the recruit-
ment of TFIIB and the RNA polymerase itself, as occurs for promoters
containing a TATA box. Hence TBP plays a central role in the assembly of
the transcription complex for RNA polymerase II, joining the complex by
binding to DNA in the case of TATA box-containing promoters and being
recruited via protein–protein interactions in the case of promoters which
lack a TATA box (Fig. 3.11).

These findings indicate therefore that TBP may be the basic transcrip-
tion factor which is essential for transcription by RNA polymerase II,
paralleling the role of SL1 for RNA polymerase I and of TFIIIB for RNA
polymerase III. This idea is supported by the amazing finding that TBP is
actually also a component of both SL1 and TFIIIB (for a review see White
and Jackson, 1992). Thus SL1 is not a single protein but is actually a
complex of four factors one of which is TBP (for a review see Grummt,
2003). Hence the recruitment of SL1 to an RNA polymerase I promoter by
UBF (see above) actually results in the delivery of TBP to the DNA exactly
as in the case of RNA polymerase II promoters which lack a TATA box.
Similarly, in the 5S and tRNA genes, TBP is delivered to the promoter as
part of the TFIIIB complex following prior binding of either TFIIIA or
TFIIIC (see above) (for review see Rigby, 1993). Moreover, some RNA poly-
merase III genes such as that of the U6 RNA gene contain an upstream
promoter with a TATA box and hence in this case TBP can bind directly
to the promoter (Fig. 3.12). Remarkably, following its direct or indirect
recruitment to the DNA, TBP can then make a variety of further contacts
within the transcriptional complexes for RNA polymerases I, II and III in
order to enhance assembly and/or activity of the complexes and these
have now been defined by structural analysis (Bric et al., 2004; Schröder
et al., 2003) (Fig. 3.13).
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The multiple protein–protein and protein–DNA interactions which we
have discussed in this section, therefore appear to serve merely to recruit
TBP to the DNA which, in the case of all three polymerases, then leads,
directly or indirectly, to the recruitment of the RNA polymerase itself. It
has therefore been suggested that TBP represents an evolutionarily ancient
transcription factor whose existence precedes the evolution of three inde-
pendent eukaryotic RNA polymerases and which therefore plays a
universal and essential role in eukaryotic transcription (for a review see
Hernandez, 1993).

Although the three RNA polymerases have common features paralleling
the fact that they all copy DNA into RNA, they each have their own
specific role. As RNA polymerase II which transcribes protein-coding genes
is the primary target of gene regulatory processes, post-transcriptional
modifications affecting the RNA transcripts produced by this enzyme will
be discussed in the remainder of this chapter and its regulation is the
primary subject of the rest of this book, However, the regulation of genes
transcribed by RNA polymerases I and III will be described where appro-
priate (see in particular Sections 7.5 and 9.5).
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Transcription of promoters by RNA polymerase II involves the recruitment of TBP
(and its associated factors (X) forming the TFIID complex) to the promoter. This
may occur by direct binding of TBP to the TATA box where this is present
(panel a) or by protein–protein interaction with a factor (IN) bound to the initia-
tor element in promoters lacking a TATA box (panel b).



3.3 Post-transcriptional events

Following transcription, a number of processes modify the primary tran-
script of genes which are transcribed by RNA polymerase II before it can
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As a component of SL1, TFIID and TFIIIB, the TBP protein plays a key role in the
transcription initiation complex for all three RNA polymerases.



be translated into protein (see Fig. 3.1). These modifications will now be
discussed in turn.

Capping

Following initiation of the primary transcript, transcription proceeds by
the progressive addition of ribonucleotides to the RNA chain so that an
RNA molecule is produced with bases complementary to those present in
the DNA being transcribed. Even before this process is complete, the 5′
end of the nascent mRNA is modified by the addition of a guanine residue
which is not encoded by the DNA. The bond joining this guanine to the
5′ end of the RNA differs from the bonds linking the nucleotides in the
RNA chain in two ways. Firstly, three phosphate molecules separate the G
residue from the first base in the chain whereas only a single phosphate
separates each residue in the rest of the chain. Second, the phosphate
residues are joined via a 5′ to 5′ bond rather than the standard 3′ to 5′
bond which links the nucleotides in the chain (Fig. 3.14) (for a review see
Banerjee, 1980).

Capping occurs only in eukaryotes and not in prokaryotes. It is believed
to be necessary due to a difference in the process of translation between
eukaryotic and prokaryotic mRNAs. Prokaryotic mRNAs are in general
polycistronic, which means that several different proteins are translated
from the same mRNA. Thus, the ribosome can initiate translation to
produce protein internally within an mRNA molecule being guided by
specific sequences (Shine–Dalgarno sequences) within the mRNA which
are complementary to the 16S RNA of the small ribosomal subunit. In
contrast, eukaryotic mRNAs are generally monocistronic with only one
protein being derived from each mRNA. These mRNAs therefore lack the
guide sequences present in prokaryotic mRNAs and translation is initiated
by the ribosome binding the 5′ end of the mRNA by recognizing the
methylated cap (Fig. 3.15).
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Interestingly, in prokaryotes the so-called Shine–Dalgarno sequence
which is recognized by the 16S ribosomal RNA is located within 10 bases
upstream of the AUG sequence at which translation is initiated. In
contrast, in eukaryotes the AUG initiation codon may be located several
hundred bases away from the 5′ end of the RNA. Therefore, following
binding at the cap, the ribosome migrates along the mRNA until it
encounters the appropriate AUG initiation codon.

However, translation is not initiated at the first AUG which is encoun-
tered by the ribosome. Rather, the AUG triplet must be set within the
appropriate consensus sequence which is related to GCCA/GCCAUGG.
This so-called scanning hypothesis, in which the ribosome moves along
the mRNA looking for this sequence was originally propounded by Kozak
and the rules which determine whether a particular sequence surround-
ing an AUG codon will allow the ribosome to initiate transcription are
known as Kozak’s rules (Kozak, 1986).

As well as its function in allowing recognition by the ribosome, the cap
structure also has an important role in protecting the 5′ end of the mRNA
from attack by exonuclease enzymes which would otherwise recognize a
free 5′ end and would digest the RNA in a 5′ to 3′ direction. Indeed, the
removal of the cap structure is one of the steps in mRNA degradation by
which the mRNA molecule is ultimately broken down (for review see
Parker and Song, 2004).

More recently, a further role for capping has been described involving
it acting as a checkpoint regulating elongation of the RNA transcript (for
review see Orphanides and Reinberg, 2002). Thus, as noted in Section 3.2,
following initiation and production of the first few nucleotides of the
RNA, the RNA polymerase pauses and it is at this point that the RNA is
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capped. Once capping has occurred the pTEF-b kinase is recruited and it
phosphorylates RNA polymerase II so that transcription continues and the
full RNA transcript is produced. Hence, a checkpoint mechanism operates
in which a full RNA transcript is not produced, unless the RNA is correctly
capped (Fig. 3.16).

Polyadenylation

As discussed above, the 5′ end of the mRNA differs from that of the
primary transcript only by the addition of the single modified G residue
forming the cap. In contrast, however, at the 3′ end the mRNA molecule
is much shorter than the original transcript and differs from it in termi-
nating with a run of up to 200 adenosine residues which are added
post-transcriptionally in a process known as polyadenylation (Fig. 3.17,
for reviews see Barabino and Keller, 1999; Keller, 1995; Proudfoot, 1996).
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Following initiation of transcription and production of the first few bases of the
RNA, the polymerase pauses and only continues transcription once the nascent
RNA has been capped. Compare with Fig. 3.8 and note that capping is essential for
recruitment of the pTEF-b kinase which is required for transcriptional elongation.



The process involves firstly the cleavage of the RNA transcript and then
the subsequent addition of the A residues at the resulting free 3′ end.

The site at which cleavage occurs (the polyadenylation site) is flanked
by two conserved sequence elements (Fig. 3.18). Upstream of the poly(A)
site, the RNA contains the essentially invariant sequence AAUAAA and
downstream of the poly(A) site it contains a less well conserved region
which is rich in G and U residues. These two sequence elements are recog-
nized respectively by two protein complexes known as the cleavage and
polyadenylation specificity factor (CPSF) and the cleavage stimulation
factor CstF (see Fig. 3.18). Following the binding of these complexes they
are thought to interact with one another and the cutting of the RNA
occurs in the region between them. Note that this cutting is an endonu-
cleolytic cleavage where cutting occurs within the RNA chain rather than
the exonucleolytic cleavage which would occur following removal of the
cap (see above) where degradation begins at a free end of the RNA mole-
cule. Subsequent to cleavage, the enzyme poly (A) polymerase then adds
the run of A residues to the free 3′ end (Fig. 3.18).

Thus the RNA transcript is modified at both ends, firstly by capping at
the 5′ end and subsequently by cleavage and polyadenylation at the 3′
end. It is believed that the primary role of the polyadenylation process is
to protect the mRNA from degradation by exonucleases which would
otherwise attack its free 3′ end and rapidly degrade it. Thus, in many cases,
an mRNA which is to be degraded is first deadenylated allowing its 3′ end
to be attacked (for a review see Parker and Song, 2004). In addition, it
appears that the presence of the poly A tail can also regulate the efficiency
by which an mRNA is translated (see Section 5.6). Hence, like the cap, the
poly A tail appears to have a dual function in regulating both translation
of the mRNA into protein and its degradation.

Interestingly, not all mRNAs encoding proteins are polyadenylated. In
particular, the mRNAs encoding the histone molecules which play a crit-
ical role in chromatin structure (see Section 6.3) are not polyadenylated.
In this case, however, the 3′ end of the mRNA is protected from degrada-
tion since it can fold itself into a double-stranded stem loop structure
which protects the mRNA from degradation. Interestingly, the folding and
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process of polyadenylation.



unfolding of this stem loop plays a critical role in regulating the stability
of the histone mRNA resulting, for example, in its becoming highly stable
during S phase of the cell cycle when DNA is being synthesized and more
histones are required (see Section 5.5). Such an example is, however, the
exception and the vast majority of RNA species transcribed by RNA poly-
merase II are polyadenylated at their 3′ ends following capping at the 5′
end.

RNA splicing

Probably the most unexpected finding to have been made during the
modern era of gene cloning was the discovery that the protein coding
regions of genes transcribed by RNA polymerase II are interrupted by DNA
sequences which do not encode parts of the protein. These intervening
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Polyadenylation. This process involves the binding of protein factors to the
AAUAAA signal upstream of the poly(A) site (CPSF) and to the G/U rich
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sequences are known as introns because, as we shall see, although they
are transcribed into RNA, their RNA product remains in the nucleus
whereas the coding regions or exons, exit the nucleus.

Thus, when the DNA is transcribed both the exons and the introns
which lie between them are transcribed into a single primary RNA tran-
script. As well as being modified at its 5′ and 3′ ends by capping and
polyadenylation, this primary transcript must therefore also have its
introns removed before it is transported to the cytoplasm. Otherwise, if it
is translated, irrelevant amino acid sequences will appear in the middle of
the protein or translation will be prematurely terminated due to the pres-
ence of a translation stop codon within the intervening sequence. The
process whereby these introns are removed is known as RNA splicing (Fig.
3.19) (for reviews see Adams et al.,1996; Staley and Guthrie, 1998;
Tollervey and Caceres, 2000).

Initial studies on RNA splicing concentrated on a DNA sequence analy-
sis of the introns and the adjacent regions of the exons. Such studies
revealed that virtually all eukaryotic introns for genes transcribed by RNA
polymerase II begin with the bases GT and end with the bases AG (see Fig.
3.20). Although other features of the intron and the adjacent regions of
the exon have been defined, such as a run of pyrimidine residues (the
polypyrimidine tract) located adjacent to the AG sequence within the
intron, these are much less well conserved than the GT/AG sequences.

Although this finding was of interest it did not of itself provide any
functional insights into the mechanisms by which splicing occurred.
These were initially provided by studies using nuclear extracts which could
carry out the splicing reaction in the test tube. These experiments showed
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that, when a simple RNA molecule containing two exons interrupted by
an intron was added to the splicing reaction, it was possible to produce
the spliced product with the two exons joined together and a free intron.
Most interestingly, however, the intron emerged in a lariat structure in
which its 5′ end had folded back on itself and formed a 5′ to 2’ bond with
an A residue located between 18 and 40 bases upstream of the AG sequence
at the 3′ end of the intron (Fig. 3.21).

This indicated that splicing proceeds in a series of steps (Fig. 3.21) in
which the transcript is first cleaved at the junction between the upstream
exon and the intron (the 5′ splice site) resulting in a free upstream exon
and the intron joined to exon II. In order to prevent a back reaction in
which the intron rejoins with the upstream exon, the free 5′ end of the
exon rapidly folds back on itself and forms the 5′ to 2’ bond with the A
residue within the intron. This A residue is known as the branch point.
Following this process, the intron is then freed from the downstream exon
by cleavage immediately after the next AG sequence following the branch
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point. Subsequently the downstream exon then joins with the upstream
exon to form the spliced product (Fig. 3.21). Hence the reaction has
achieved its purpose by removing the intron from between the two exons
and joining them together in a splicing reaction.

In considering this process, one might ask why the upstream exon does
not simply diffuse away whilst the downstream exon is still linked to the
intron and cannot be joined to it. The answer to this question is that this
reaction does not take place with the RNA isolated within the nucleus.
Rather, it takes place in a complex structure known as the splicesosome
which consists of a number of different RNA and protein components
which together catalyse this process and hold the various intermediates
in the splicing process in the correct orientation relative to one another
(for reviews see Staley and Guthrie, 1998; Jurica and Moore, 2003). The
three-dimensional structure of the spliceosome has recently been defined.
This shows that the spliceosome consists of large and small subunits, with
a tunnel or channel in between that can accommodate the RNA which is
about to undergo splicing (Azubel et al., 2004) (color plate 7).

The RNA components of the splicesosome are small RNA molecules rang-
ing from 56 to 217 bases in size and known as the U RNAs because they are
rich in uridine residues (for review see Neilsen, 1994). Each of these U RNAs
has a specific role in the splicing process and each of them is associated with
specific proteins forming small nuclear ribonucleoprotein particles (snRNP)
which consist of a U RNA with its associated proteins. Some of these
proteins, such as the Sm proteins, are common to all the different U snRNPs
whereas others, such as the U1snRNP A protein, are associated with only
one specific RNP particle (for review see Lamond, 1999).

The splicing process is initiated by the binding of the U1 snRNP to the
5′ splice site (Fig. 3.22a). Subsequently the U2 accessory factor (U2AF) binds
to the polypyrimidine tract located between the branch point A and the
AG at the end of the intron. This then results in the U2 snRNP binding at
the adjacent branch point (Fig. 3.22b). Next, the RNA is bound by the U5
snRNP which binds to the upstream exon and by the single snRNP which
contains the U4 and U6 RNAs bound to one another. This binding results
in the displacement of the U1 snRNP from the 5′ splice site where it is
replaced by the U6 snRNP (Fig. 3.22c). This results in the release of the U1
snRNP and of the U4 RNA which is now no longer base paired to U6.

The U6 and the U2 snRNPs then interact with one another, bringing
the 5′ splice site close to the branch point. This is followed by the cleav-
age of exon 1 from intron 1, lariat formation and the joining of exon 1
to exon 2 as outlined in Fig. 3.21. The U2 snRNP, the U6 snRNP and the
U5 snRNP (which has moved from the upstream exon to the intron during
this process) are released with the intron (Fig. 3.22d).

Hence, the entire process of splicing takes place in the tightly ordered
structure of the spliceosome and this explains, for example, why exon 1
cannot simply diffuse away after its cleavage from the intron–exon 2.
Indeed, it has been demonstrated that a specific component of the splice-
osome hSLu7 binds tightly to exon 1 and holds it in close proximity to
the AG of the correct 3′ splice site so allowing selection of the correct 3′
splice site to occur (Chua and Reed, 1999).

In addition to the U RNAs and the proteins associated with them in the
UsnRNPs, the splicesosome also contains other proteins which are not
directly associated with the U RNAs. The most intensively studied of these
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Involvement of snRNP particles bearing different U RNAs in RNA splicing.
Splicing is initiated by binding of the U1 particle to the 5′ splice site (panel a)
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the U5 particle having moved from the upstream exon to a position within the
intron.



are a series of proteins which are rich in serine and arginine residues and
which are therefore known as SR proteins (S = serine, R = arginine in the
one letter code for amino acids) (for reviews see Manley and Tacke, 1996;
Tollervey and Caceres, 2000).

These proteins are believed to serve both in recruiting the snRNPs to
the RNA to be spliced and in determining which splice sites are joined to
one another. As the vast majority of RNAs contain multiple exons and
introns (rather than the simple two exon, one intron model we have been
considering) this is obviously highly critical in order to ensure that the
correct exons are joined to one another so that exon I is joined to exon
II which in turn is joined to exon III, rather than, for example, exon I
being joined to exon III, resulting in exon II being missing from the mRNA
and therefore producing a protein lacking a particular region. As will be
described in Section 5.2 this process can be regulated so that different
combinations of exons are joined to one another in different situations in
a process known as alternative splicing and it appears that the SR proteins
play a critical role in the regulation of this process.

Coupling of transcription and RNA processing within the nucleus

Although we have so far discussed transcription, capping, polyadenylation
and splicing as if they were entirely separate processes, it is clear that they
are in fact tightly coupled together within the nucleus (for reviews see
Orphanides and Reinberg, 2002; Calvo and Manley, 2003). The first
evidence that this was the case was the finding that deletion of the C-
terminal domain (CTD) of RNA polymerase II (see Section 3.2) not only
reduces transcription but also interferes with post-transcriptional
processes such as capping, splicing and polyadenylation indicating that
RNA polymerase II is also involved in these events.

As described in Section 3.2, phosphorylation of the CTD of RNA poly-
merase II leads to the polymerase together with TFIIF initiating
transcription and moving off down the gene, leaving behind the other
basal transcription factors such as TFIIB and TFIID. Interestingly, these
basal factors are then progressively replaced by factors which are involved
in capping, splicing and polyadenylation and which bind specifically to
the phosphorylated form of the RNA polymerase II CTD.

Thus, as soon as transcription begins, capping enzymes bind to the CTD
of RNA polymerase II allowing the 5′ end of the RNA to be capped as
described above (Fig. 3.23b). Subsequently, the SR proteins and other
components of the splicing complex (see above) bind to the CTD allow-
ing splicing to occur (Fig. 3.23c). Finally, components of the
polyadenylation complex (see above) interact with the transcribing
complex and polyadenylate the RNA (Fig. 3.23d).

Interestingly, the recruitment of these various factors is closely
coupled to the phosphorylation of the CTD of RNA polymerase II. Thus,
as noted in Section 3.2, this region contains multiple copies of the amino
acid sequence Tyr-Ser-Pro-Thr-Ser-Pro-Ser. It has been shown that phos-
phorylation of serine 5 in this sequence is essential for recruitment of
capping factors (Mandal et al., 2004) whilst subsequent phosphorylation
of serine 2 is necessary for recruitment of factors involved in 3′ end
processing and polyadenylation (Ahn et al., 2004; Meinhard and Cramer,
2004) (Fig. 3.23).
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Hence, the dual role of CTD phosphorylation in transcriptional elon-
gation and processing of the RNA transcript couples the two events
ensuring that the elongating transcript is correctly processed (for discus-
sion see Ni et al., 2004; Sims et al., 2004). Indeed, this linkage provides the
explanation for the relationship between capping and transcriptional
elongation which was discussed above. Thus, following phosphorylation
of the CTD on serine 5 by the kinase activity of TFIIH, capping of the RNA
transcript occurs and this stimulates phosphorylation of the CTD on serine
2 by pTEF-b, allowing not only the recruitment of 3′ processing factors
but also stimulating transcriptional elongation itself (for review see
Orphanides and Reinberg, 2002) (Fig. 3.24).

Hence, the transcription complex, as it moves down the gene, attracts
the factors which are needed to modify the RNA post-transcriptionally and
this occurs whilst the RNA is being transcribed, paralleling the translation
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of the RNA whilst it is being transcribed which occurs in prokaryotes (see
Section 3.1). Once the coupled processes of transcription, capping, splic-
ing and polyadenylation have taken place, the RNA is fully mature and
ready to be transported to the cytoplasm.

RNA transport

Although the processes of capping, polyadenylation and RNA splicing take
place in the nucleus, the process of translation whereby the mature mRNA
is converted into protein takes place in the cytoplasm. Thus the RNA must
be transported through the nuclear membrane from the nucleus to the
cytoplasm before it can be translated into protein (for reviews see Nakielny
and Dreyfuss, 2000; Dimaano and Ullman, 2004).

A number of proteins which associate with the RNA in the nucleus and
accompany it into the cytoplasm have been identified and are believed to
play a critical role in mediating the transport of the RNA from the nucleus
to the cytoplasm (for reviews see Daneholt, 2001; Dimaano and Ullman,
2004). One of these proteins, hnRNP A1, is a member of the heteroge-
neous nuclear RNP (hnRNP) proteins which associate with the primary
transcripts of protein coding genes even before splicing complexes form
on these RNAs (for review of hnRNP proteins see Dreyfuss et al., 1993).
Although some of these proteins such as hnRNP C disassociate from the
mRNA before it is transported to the cytoplasm hnRNP A1 remains asso-
ciated with the mRNA as it moves into the cytoplasm (Fig. 3.25). Indeed
in the insect Chironomus tentans hnRNP A1 can be directly visualized in
the electron microscope associated with mRNA which is passing through
the nuclear pore into the cytoplasm (Daneholt, 2001) (Fig. 3.26).
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The C-terminal domain of RNA polymerase II contains multiple copies of the
sequence Tyr-Ser-Pro-Thr-Ser-Pro-Ser. Phosphorylation of this sequence on serine
5 is essential for recruitment of the 5′ capping complex whilst phosphorylation
on serine 2 is essential for recruitment of the 3′ processing and polyadenylation
complexes.



Although hnRNP A1 is thus a candidate for a molecule mediating the
transport of the mRNA into the cytoplasm, no direct evidence exists that
it is actually essential for this process. However, such direct evidence does
exist in the case of another mRNA binding protein namely the Gle1
protein found in yeast. Thus this protein was originally identified as being
encoded by a gene whose mutation prevents the transport of polyadeny-
lated mRNA from the nucleus to the cytoplasm in yeast, indicating that
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Prior to splicing the RNA transcript binds hnRNP proteins such as hnRNP A1 and
C. Although hnRNPC is released from the RNA prior to export to the cytoplasm
hnRNPA1 moves with the RNA into the cytoplasm.

Figure 3.26

Electron micrographs (top row) and schematic diagrams (bottom row) showing
the passage of the mRNA/hnRNP particle from nucleus (NUC) to cytoplasm
(CYT) via the nuclear envelope (ne and dotted line) in the salivary glands of
Chironomus tentans. The mRNA/protein particle is shown within the nucleus (left
hand panel), approaching the nuclear envelope (second panel) and partially
unfolded particles passing through pores in the nuclear membrane are shown in
the central and right-hand panels. The scale bar indicates 100 nm. Photograph
kindly provided by Professor B. Daneholt from Visa et al., Cell 84, 253–254
(1996), by permission of Cell Press.



it is essential for this purpose. Most interestingly, the Gle1 protein
contains a short amino acid sequence known as a nuclear export signal
(NES). If this sequence is transferred to another unrelated protein, it can
direct the transfer of that protein from the nucleus to the cytoplasm. This
indicates that, following binding of the Gle1 protein to an mRNA, the NES
sequence directs the export of the protein and the associated mRNA from
the nucleus to the cytoplasm (Fig. 3.27).

A similar NES sequence has also been identified in the Rev protein of
the human immunodeficiency virus (HIV) which is involved in regulating
the transport of different HIV mRNAs from the nucleus to the cytoplasm
(see Section 5.4). Similarly, the TFIIIA transcription factor (see Section 3.2)
also contains an NES sequence. As discussed in Section 3.2, the TFIIIA
molecule binds to an internal region within the transcribed portion of the
gene encoding the 5S RNA. This region is therefore also present in the
resulting 5S RNA transcript and TFIIIA can bind to it at the RNA level also
and promote transport of the 5S RNA from the nucleus to the cytoplasm.

Hence the internal promoter characteristic of the 5S RNA genes allows
TFIIIA both to act as a transcription factor by binding to its recognition
sequence at the DNA level and also to act as a transport protein by bind-
ing to the corresponding sequence at the RNA level. As discussed in
Section 6.5 this binding of TFIIIA to both the 5S DNA and the 5S RNA is
also used to regulate the level of transcription of the 5S RNA genes in ooge-
nesis.

It is likely therefore that Gle1, Rev and TFIIIA act via similar mecha-
nisms to promote the transport to the cytoplasm of different RNA
molecules, with their action involving binding to the RNA by an RNA
binding region of the protein followed by transport of the RNA/protein
complex mediated by the NES signal sequence (Fig. 3.27).
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Proteins such as Gle1, Rev and TFIIIA bind to the RNA via an RNA binding
region and then direct its movement to the cytoplasm via the Nuclear Export
Signal (NES).



Although a variety of proteins are involved in the export of mRNAs
from the nucleus to the cytoplasm, the process by which different
proteins bind to different mRNAs is not a random one. Thus, studies in
yeast showed 1000 distinct mRNAs associated with the Ycal export
protein whilst 1150 associated with the Mex67 export protein, only 349
of which mRNAs overlap and can associate with both proteins. Moreover,
the proteins encoded by these Mex67-associated mRNAs are distinct from
those whose mRNAs associate specifically with Ycal encoding, for exam-
ple, proteins involved in the cell cycle or carbohydrate metabolism,
whilst mRNAs encoding translation factors or membrane proteins asso-
ciate specifically with Mex67 (Fig. 3.28) (for a review see Keene, 2003).
Hence, the mRNAs encoding functionally linked proteins can be exported
together, facilitating their translation in parallel and the subsequent func-
tional association of their corresponding proteins.

Evidently, only RNA that has been properly capped, spliced and
polyadenylated should be transported to the cytoplasm (for a review see
Maquat and Carmichael, 2001). This is of critical importance to prevent
the transport of unspliced RNAs containing introns which could not be
translated to produce functional protein. Just as proteins involved in cap-
ping, splicing and polyadenylation associate with the nascent RNA
transcript and process it (see above), so proteins involved in RNA export
associate with the RNA which is being processed and catalyse its export.
For example, a protein known as Aly binds to the RNA during the splic-
ing process and remains tightly associated with it (Zhou et al., 2000). As
Aly is essential for transport to the cytoplasm, this ensures that only prop-
erly spliced RNA leaves the nucleus (for reviews see Reed and Magni,
2001; Dimaano and Ullman, 2004). Interestingly, it has recently been
shown that several SR proteins involved in splicing (see above) also pro-
mote the export of the mRNA, further strengthening the link between
the processes of splicing and transport (Huang et al., 2003).
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In yeast the export proteins Ycal and Mex67 are involved in the transport of
distinct sets of mRNAs encoding proteins with distinct biological functions.



Translation

The process of translating the mRNA into protein takes place on defined
cytoplasmic organelles known as ribosomes which, in eukaryotes, consist
of a large subunit of 60S in size and a small subunit of 40S in size (for a
review of translation see Pestova et al., 2001). Each of these subunits
contains both specific RNAs and proteins. Thus the large subunit consists
of 28S, 5.8S and 5S ribosomal RNAs associated with 49 different proteins
whilst the small subunit consists of an 18S ribosomal RNA and 33 associ-
ated proteins (for reviews see Lake, 1985; Moore, 1988).

Translation is initiated by the binding of the eukaryotic initiation factor
(eIF), eIF-4E to the cap structure at the 5′ end of the mRNA (see above)
(Fig. 3.29a) (for reviews see Hentze, 1997; Dever, 1999). Subsequently
other eIF factors such as eIF-4G and eIF-4A/B bind to the 5′ end of the
RNA (Fig. 3.29b). Together eIF-4A, eIF-4E, eIF-4G form a complex which
is known as eIF-4F. The binding of the various components of eIF-4F is
followed by the binding of a complex consisting of the small 40S riboso-
mal subunit, a transfer RNA molecule (tRNA), which carries the amino
acid methionine, and the initiation factor eIF-2 (Fig. 3.29c). Subsequently,
as described above, the 40S subunit migrates down the mRNA until it finds
an AUG initiation sequence in the mRNA which is located in the appro-
priate context for the initiation of translation (Fig. 3.29d). At this point,
eIF-2 is released from the complex and the 60S large ribosomal subunit
binds to the small subunit to form the complete 80S ribosome which is
able to initiate translation (Fig. 3.29e). Several other factors, including 
eIF-5, eIF-5b and eIF-6, play an essential role in the joining of the large
and small ribosomal subunits (Pestova et al., 2000; Ceci et al., 2003).

A key role in the process of translation is played by the transfer RNA
(tRNA) molecules. These RNAs are unique in that they can bind an amino
acid at their 3′ end (Fig. 3.30) and therefore function to bring the amino
acids to the ribosome for incorporation into protein. The tRNAs are RNA
molecules from 74–95 bases in length which can fold into a highly defined
secondary structure (Fig. 3.30). In this structure one specific loop contains
the so-called anticodon. Each tRNA molecule which binds a different
amino acid has a distinct anticodon of three bases which can pair with
the complementary three bases within the mRNA (for reviews see
Normanly and Abelson, 1989; Schimmel, 1987). Thus the initiator tRNA
described above contains the anticodon sequence CAU and therefore
binds to the initiator AUG codon. This initiator tRNA carries a methion-
ine amino acid linked to it and the chain of the protein molecule thus
begins with a methionine residue (Fig. 3.31a).

Subsequently, a further tRNA molecule bearing the appropriate anti-
codon is recruited to bind to the next three base sequence in the mRNA
immediately downstream of the initiating AUG sequence. As each partic-
ular tRNA containing a specific anticodon also binds to a specific amino
acid, this tRNA will deliver a particular amino acid to the mRNA-bound
ribosome, with the nature of the amino acid being specified by the nature
of the three base codon immediately following the AUG (Fig. 3.31b).

This second tRNA is recruited to the ribosome by a specific eukaryotic
elongation factor (eEF) eEF-1. The structure of the ribosome allows two
specific sites within it to be occupied by tRNA molecules which are bound
to adjacent three base sequences in the mRNA. Once this has occurred, an
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Mechanism of translational initiation. Initial binding of eIF4E to the cap structure
(panel a) is followed by the binding of eIF4G and eIF4A (panel b). The complex
of eIF4A E and G is known as eIF4F. The eIF4F complex is then recognized by a
complex consisting of the 40S ribosomal subunit, the initiator tRNA and eIF2
(panel c). The 40S subunit then migrates along the RNA until it reaches the
initiator AUG codon (panel d). This is followed by release of eIF2 and binding of
the 60S large ribosomal subunit. Note that for clarity eIF4A, E and G are shown
as a single eIF4F complex in panel c.



enzymatic activity associated with the large ribosomal subunit forms a
peptide bond between the two amino acids which are bound to the two
adjacent tRNA molecules. In this manner, the growth of the peptide chain
of the protein molecule begins.

Subsequently, another elongation factor, eEF-2, catalyses the move of
the ribosome three more bases down the mRNA molecule (Fig. 3.31c). The
initiator tRNA is then released from the mRNA and a further tRNA 
molecule is recruited to the ribosome-bound mRNA by eEF-1 (Fig. 3.31d).
This tRNA contains an anticodon which can bind to the next three bases
in the mRNA sequence and has a specific amino acid bound to it. Once
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Cloverleaf structure of tRNA with stem structures containing paired bases and
loops containing unpaired bases. Note the unpaired bases in the anticodon
which will bind to the complementary bases in the codon of the mRNA, thereby
delivering the appropriate amino acid bound to the 3′ end of the tRNA to the
ribosome.

Figure 3.31

Translation elongation. Following the arrival of the ribosome at the initiator AUG
codon and binding of the initiator tRNA bearing a methionine amino acid to the
AUG codon (panel a, see also Fig. 3.29), a second tRNA is recruited in associa-
tion with the elongation factor eEF1 and binds to the next codon via its
corresponding anticodon (panel b). Note that this codon may have any
sequence depending on the next amino acid to be incorporated into the
protein, a CUG codon which recruits tRNA with the anticodon sequence CAG
and bearing a leucine amino acid is shown as an example. Subsequently a
peptide bond is formed between the methionine and the next amino acid
(leucine in this case) with translocation of the methionine to bond with the
leucine residue. The elongation factor eEF1 then initiates translocation of the
ribosome three bases along the mRNA and the first tRNA is released (panel c).
The cycle then repeats itself with a new tRNA being recruited to the next three
bases (panel d) with consequent peptide bond formation producing a three
amino acid peptide.
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again, a peptide bond is formed between the two amino acid chain and
this third amino acid, with the resulting three amino acid peptide being
transferred to the new tRNA.

In this manner, the amino acid chain of the protein is gradually built
up (Fig. 3.31) (for a review see Wilson and Noller, 1998). As each tRNA
with a particular anticodon binds a specific amino acid, amino acids are
added to the chain in accordance with the anticodon of the tRNA which
is recruited. In turn this is determined by the codon present in the mRNA
and so the information in the mRNA is gradually translated into protein
in accordance with the genetic code (Table 3.2). Ultimately, the moving
ribosome encounters one of the three stop codons which are not recog-
nized by a specific tRNA and a single release factor catalyses the release of
the completed polypeptide from the ribosome.

The production of the final protein molecule thus completes the process
which began with the transcription of the gene and results in the genetic
information encoded in the DNA and subsequently in the RNA being
converted into a functional protein molecule.

3.4 Conclusions

The multi-step process which has been described in this chapter and
results in the conversion of the genetic information in the DNA into
protein, clearly offers numerous opportunities for the regulation of gene
expression. The data leading to the conclusion that, in fact, the primary
regulation of gene expression occurs at the level of transcription are
described in the next chapter. The cases of regulation at other levels, such
as RNA splicing, RNA transport, RNA stability and translation into protein,
are described in Chapter 5.
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Table 3.2 The genetic code

Base 1 Base 2

A C G U

A AAA Lys ACA Thr AGA Arg AUA Ile
AAC Asn ACC Thr AGC Ser AUC Ile
AAG Lys ACG Thr AGG Arg AUG Met
AAU Asn ACU Thr AGU Ser AUU Ile

C CAA Gln CCA Pro CGA Arg CUA Leu
CAC His CCC Pro CGC Arg CUC Leu
CAG Gln CCG Pro CGC Arg CUG Leu
CAU His CCU Pro CGU Arg CUU Leu

G GAA Glu GCA Ala GGA Gly GUA Val
GAC Asp GCC Ala GGC Gly GUC Val
GAG Glu GCG Ala GGG Gly GUG Val
GAU Asp GCU Ala GGU Gly GUU Val

U UAA Stop UCA Ser UGA Stop UUA Leu
UAC Tyr UCC Ser UGC Cys UUC Phe
UAG Stop UCG Ser UGG Trp UUG Leu
UAU Tyr UCU Ser UGU Cys UUU Phe
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Regulation at
transcription 4

SUMMARY

● Gene expression is primarily controlled at the level of transcription by
regulating which genes should be copied into RNA in any situation.

● The major control point is at transcriptional initiation when the DNA
begins to be copied into RNA.

● An increasing number of cases of regulation at transcriptional elonga-
tion also exist however, indicating that this is also an important control
point.

4.1 Introduction

The existence of the many different potential regulatory stages discussed
in the previous chapter has led to many studies to determine which of
these are used in any particular situation. In general, such studies have
shown that in higher eukaryotes, as in bacteria, the primary control of
gene expression is at the level of transcription, and the evidence showing
that this is the case is discussed in this chapter. A number of cases of post-
transcriptional regulation do exist, however, and these are discussed in
Chapter 5.

4.2 Evidence for transcriptional regulation

The evidence for the regulation of gene transcription comes from several
types of study, which will be considered in turn.

Evidence from studies of nuclear RNA

If regulation of gene expression takes place at the level of transcription,
the differences in the cytoplasmic levels of particular mRNAs which occur
between different tissues should be paralleled by similar differences in the
levels of these RNAs within the nuclei of different tissues. In contrast, regu-
latory processes in which a gene was transcribed in all tissues and the
resulting transcript either spliced or transported to the cytoplasm in a
minority of tissues would result in cases where differences in mRNA
content occurred without any corresponding difference in the nuclear
RNA (Fig. 4.1). Hence a study of the level of particular RNA species in the
nuclear RNA of individual tissues or cell types serves as an initial test to
distinguish transcriptional and post-transcriptional regulation.



The earliest studies in this area focused on the highly abundant RNA
species produced during terminal differentiation, which could be readily
studied simply because of their abundance. Thus, even before the discov-
ery of intervening sequences revealed the possibility of regulation at the
level of RNA splicing, Gilmour et al. (1974) studied the processes regulat-
ing the accumulation of globin which occur when Friend erythroleukemia
cells are treated with an inducer of globin production, dimethyl sulfox-
ide. In this system, the accumulation of cytoplasmic globin RNA, which
produces the increase in synthesis of globin protein, was paralleled by
increasing accumulation of globin RNA within the nucleus, suggesting
that the primary effect of the inducer was at the level of globin gene tran-
scription. Similarly, in the experiments of Groudine et al. (1974)
globin-specific RNA was readily detectable in the nuclei of globin-synthe-
sizing erythroblasts but not in the nuclear RNA of fibroblasts or muscle
cells, hence indicating the involvement of transcriptional control in regu-
lating the abundant production of globin RNA only in the red blood cell
lineage and not in other cell types.

Subsequently, the use of Northern blotting (see Section 1.3) allowed the
separation of different species within nuclear RNA by size, and their visu-
alization by hybridization to an appropriate probe. In the case of genes
with many intervening sequences, such as that encoding the egg protein
ovalbumin, many different RNA species could be observed in the nucleus,
including not only the primary transcript and the fully spliced RNA prior
to transport to the cytoplasm but also a series of intermediate-sized RNAs
from which some of the intervening sequences had still to be removed
(Roop et al., 1978; Fig. 4.2).

The identification of such potential precursors of the mature mRNA
allowed a study of their expression in tissues either producing or not
producing ovalbumin mRNA and protein. Thus cytoplasmic ovalbumin
mRNA and protein are present only in the oviduct following stimulation
with estrogen, and disappear when estrogen is withdrawn. Similarly, the
mRNA and protein are absent in other tissues, such as the liver, and cannot
be induced by treatment with the hormone in these tissues. Studies of the
distribution of both the fully spliced nuclear RNA and the larger precur-
sors (Roop et al., 1978) showed that these species could only be detected
in the nuclear RNA of the oviduct following estrogen stimulation and were
absent in the liver nuclear RNA, or in oviduct nuclear RNA following estro-
gen withdrawal (Fig. 4.3). Hence the distribution of these precursors in the
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Consequences of transcriptional or post-transcriptional regulation on the level of
a specific nuclear RNA in a tissue that expresses the corresponding cytoplasmic
mRNA (tissue 1) and one that does not (tissue 2).
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Figure 4.2

Northern blot showing that unspliced
and partially spliced precursors (a–g)
to the ovalbumin mRNA (mRNAOV)
are detectable in the nuclear RNA
(nRNA) of estrogen-stimulated
oviduct tissue. Photograph kindly
provided by Professor B.W. O’Malley,
from Roop et al., Cell 15, 671–685
(1978), by permission of Cell Press.

Figure 4.3

Northern blot showing that the nuclear precursors to ovalbumin mRNA (seen in
Fig. 4.2) are detectable in the nuclear RNA of estrogen-stimulated oviduct
(RNAs) but are absent in the nuclear RNA of estrogen-withdrawn oviduct (RNAw)
and of liver (RNAL). Moreover, ovalbumin mRNA mixed with withdrawn oviduct
(RNAw + mRNA) or liver (RNAL + mRNA) nuclear RNA is not degraded, showing
that the absence of RNA for ovalbumin in these nuclear RNAs is not due to a
nuclease specifically degrading the ovalbumin RNA. Photographs kindly
provided by Professor B.W. O’Malley, from Roop et al., Cell 15, 671–685 (1978),
by permission of Cell Press.



nucleus exactly parallels that of the cytoplasmic mRNA, a finding entirely
consistent with the transcriptional induction of the ovalbumin gene in
the oviduct in response to estrogen. These observations are difficult to
reconcile, however, with a model in which the hormone acts to relieve a
block in RNA splicing or transport, which exists in untreated oviduct and
other tissues, since such models would predict an accumulation of
unspliced or untransported RNA for ovalbumin within the nucleus.

These early studies have now been abundantly supplemented by many
others measuring the nuclear RNA levels of other specific genes whose
expression changes in particular situations, such as those encoding a
number of highly abundant mRNAs present only in the soya bean embryo
(Goldberg et al., 1981) or that encoding the developmentally regulated
mammalian liver protein, α-fetoprotein (Latchman et al., 1984). In
general, such studies have led to the conclusion that in most cases alter-
ations in specific mRNA levels in the cytoplasm are accompanied by
parallel changes in the levels of the corresponding nuclear RNA species.

Interestingly, such studies carried out with cloned DNA probes for indi-
vidual RNA species of relatively high abundance are in contrast to reports
using R0t curve analysis (see Section 1.3) to study variations in the total
nuclear RNA population in different tissues. Such experiments, which
examine mainly low-abundance RNAs, have suggested that in some organ-
isms, such as sea urchins (Wold et al., 1978) and tobacco plants (Kamaly
and Goldberg, 1980), the nuclear RNA is a highly complex mixture of differ-
ent RNAs, some of which can be retained in the nucleus in one tissue and
transported to the cytoplasm in other tissues. These studies, which are
indicative of post-transcriptional control in these organisms, are discussed
in Section 5.1. It is noteworthy, however, that in mammals a different situ-
ation exists. Thus, in these organisms the increased number of different
sequences in nuclear, compared with cytoplasmic, RNA can be accounted
for by the presence of intervening sequences, which are transcribed but not
transported to the cytoplasm, without the need to postulate the existence
of whole transcripts which are confined to the nucleus in specific tissues.

Hence it appears from these studies that, at least in mammals and other
higher eukaryotes, the regulation of transcription, resulting in parallel
changes in nuclear and cytoplasmic RNA levels, is the primary means of
regulating gene expression. However, the studies described so far suffer
from the defect that they measure only steady-state levels of specific
nuclear RNAs. It could be argued that the gene is being transcribed in the
non-expressing tissue but that the transcript is degraded within the
nucleus at such a rate that it cannot be detected in assays of steady-state
RNA levels (Fig. 4.4). This degradation in the non-expressing tissue but
not in the expressing tissue could be produced directly by specific regula-
tion of the rate of turnover of a particular RNA in the different tissues,
producing rapid degradation only in the non-expressing tissue.
Alternatively, it might result from a block to splicing or transport of the
RNA in the non-expressing tissue, followed by the rapid degradation of
this unspliced or untransported RNA, which in the expressing tissue would
be processed or transported before it could be degraded. These considera-
tions necessitate the direct measurement of gene transcription itself in the
different tissues in order to establish unequivocally the existence of tran-
scriptional regulation. Methods to do this have been devised and these
will now be discussed (Methods Box 4.1).
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Figure 4.4

Model in which lack of expression of genes in particular tissues is caused by
rapid degradation of their RNA transcripts.

METHODS BOX 4.1

Measurement of transcription rates

(a) Pulse labeling to measure transcription (Fig. 4.5)
● Add radioactively labeled nucleotides to cells.
● After 5–10 min harvest cells and isolate RNA (including 

radioactively labeled newly synthesized RNA).
● Hybridize labeled RNA to dot blot containing DNA from genes

whose transcription is being measured.
(b) Nuclear run on to measure transcription (Fig. 4.7)

● Isolate nuclei from cells.
● Add radioactively labeled nucleotide to the isolated nuclei.
● After 1–2 h isolate RNA from nuclei (including labeled RNA

produced by transcribing polymerase “running on” to the end of
the gene).

● Hybridize labeled RNA to dot blot containing DNA from genes
whose transcription is being measured.

Measure
counts bound

Gene A
Transcription in
the presence of
radioactive
nucleotide

Incorporation
into nascent
RNA chains

Hybridization to
DNA of gene A

Gene B Gene C

Figure 4.5

Pulse-labeling assay to assess the transcription rate of a specific gene (gene A)
by measuring the amount of radioactivity (dots) incorporated into nascent tran-
scripts.



Evidence from pulse-labeling studies

The synthesis of RNA from DNA by the enzyme RNA polymerase involves
the incorporation of ribonucleotides into an RNA chain. Therefore the
synthesis of any particular RNA can be measured by adding a radioactive
ribonucleotide (usually uridine labeled with tritium) to the cells and meas-
uring how much radioactivity is incorporated into RNA specific for the
gene of interest. Clearly, if the degradation mechanisms discussed in the
last section do exist, they will, given time, degrade the radioactive RNA
molecule produced in this way and drastically reduce the amount of
labeled RNA detected. In order to prevent this, the rate of transcription is
measured by exposing cells briefly to the labeled uridine in a process
referred to as pulse labeling. The labeled uridine is incorporated into
nascent RNA chains that are being made at this time and, even before a
complete transcript has had time to form, the cells are lysed and total RNA
is isolated from them. This RNA, which contains labeled partial transcripts
from genes active in the tissue used, is then hybridized to a piece of DNA
derived from the gene of interest, the number of radioactive counts that
bind providing a measure of the incorporation of labeled precursor into
its corresponding RNA (Fig. 4.5) (see Methods Box 4.1, Section a).

This method provides the most direct means of measuring transcription
and has been used, for example, to show that the induction of globin
production which occurs in Friend erythroleukemia cells in response to
treatment with dimethyl sulphoxide is mediated by increased transcrip-
tion of the globin gene (Lowenhaupt et al., 1978). This increased
transcription produces the increased levels of globin-specific RNA in the
nucleus and cytoplasm of the treated cells, which was discussed earlier in
this chapter.

Although pulse labeling provides a very direct measure of transcription
rates, the requirement to use very short labeling times to minimize any
effects of RNA degradation limits its applicability. Thus in the experiments
of Lowenhaupt et al. (1978) it was possible to measure the amount of
radioactivity incorporated into globin RNA in the very brief labeling times
used (5 or 10 min) only because of the enormous abundance of globin
RNA and the very high rate of transcription of the globin gene. With other
RNA species, the rates of transcription are insufficient to provide measur-
able incorporation of label in the short pulse time. More label will, of
course, be incorporated if longer pulse times are used, but such pulse times
allow the possibility of RNA turnover and are therefore subject to the same
objections as the measurement of stable RNA levels.

Hence, although pulse labeling can be used to establish unequivocally
that transcriptional control is responsible for the massive synthesis of the
highly abundant RNA species present in terminally differentiated cells, it
cannot be used to demonstrate the generality of transcriptional control
processes and, in particular, their applicability to RNAs which, although
regulated in different tissues, never become highly abundant.

This limitation of the pulse-labeling method is especially relevant in
view of the existence of the Davidson and Britten model for gene regula-
tion (Davidson and Britten, 1979) which specifically postulates that highly
abundant RNA species will be regulated in a different manner to the bulk
of RNA species, which are of moderate or low abundance. Thus, in this
model (Fig. 4.6) all genes are postulated to be transcribed in all tissues at
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a low basal rate and regulation takes place at a post-transcriptional level
by deciding which transcripts are processed to functional mRNA and
which are degraded. In the case of most genes the level of RNA and protein
required in any particular tissue would be met by processing correctly all
of the primary transcript produced by this low basal rate of transcription.
The level of the abundant RNA species would be such, however, that they
could not be produced with this low rate of gene transcription, even by
correctly processing all of the primary transcript. Hence, for the genes
encoding these RNA species, a special mechanism would operate and their
transcription would be dramatically increased in some tissues, as observed
by pulse labeling.

This theory postulates that the regulation of gene expression by changes
in transcription is confined to the few genes encoding highly abundant
RNA species, and that post-transcriptional control processes will regulate
the expression of less abundant RNAs whose genes will be transcribed even
in tissues where no mRNA is synthesized. In order to test this theory it is
necessary to use a method of measuring transcription which, although less
direct than pulse labeling, is more sensitive and hence can be applied to
a wider variety of cases, including non-highly abundant mRNAs. This
method is discussed in the next section.

Evidence from nuclear run-on assays

The primary limitation on the sensitivity of pulse labeling is the existence
within the cell of a large pool of non-radioactive ribonucleotides, which
are normally used by the cell to synthesize RNA. When labeled ribonu-
cleotide is added to the cell, it is considerably diluted in this pool of
unlabeled precursor. The amount of label incorporated into RNA in the
labeling period is therefore very small, since the majority of ribonu-
cleotides incorporated are unlabeled. The sensitivity of this method is
thus severely reduced, resulting in its observed applicability only to genes
with very high rates of transcription. Interestingly, however, although
transcription takes place in the nucleus, most of the pool of precursor
ribonucleotides is present in the cytoplasm. Hence it is possible, by

Regulation at transcription 85

Transcription

Tissue 2Tissue 1

Processing

A B C D A B C D
Basal level

of transcription
of all genes
in all tissues

Massive
increase in
transcription of
gene for
abundant RNA
in one tissue

Gene

Figure 4.6

Davidson and Britten model of post-transcriptional regulation, in which all genes
are transcribed at a low basal rate and regulation is achieved by controling
whether the resulting transcript is processed to mature mRNA. Transcriptional
control is confined to genes (such as gene D) where the level of RNA required
cannot be achieved by processing all the primary transcript produced by the
low basal rate of transcription.



removing the cytoplasm and isolating nuclei, to remove much of the pool
of unlabeled ribonucleotide. When this occurs the RNA polymerase ceases
transcribing due to lack of ribonucleotide but remains associated with the
DNA (Fig. 4.7). Labeled ribonucleotides can then be added directly to the
isolated nuclei in a test-tube and the RNA polymerase resumes transcrib-
ing and runs on to the end of the gene incorporating labeled
ribonucleotide into the RNA transcript. Because the labeled ribonu-
cleotides are not diluted in the unlabeled cytoplasmic pool, considerably
more label is incorporated into any particular RNA transcript than is
observed in pulse-labeling experiments. The label incorporated into any
particular transcript is detected by hybridization to its corresponding
DNA exactly as in pulse-labeling experiments (see Methods Box 4.1,
Section b).

This method, which is known as a nuclear run-on assay, is therefore
much more widely applicable than pulse labeling, and can be used to
quantify the transcription of genes that are never transcribed at levels
detectable by pulse labeling. Moreover, very many studies have now estab-
lished that the RNA synthesized by isolated nuclei in the test-tube is
similar to that made by intact whole cells, and that the method is there-
fore not only sensitive but also provides an accurate measure of
transcription, free from artefact.

In initial studies, nuclear run-on assays were used to measure the tran-
scription of highly abundant RNA species. Thus, for example, nuclei
isolated from the erythrocytes of adult chickens (which, unlike the equiv-
alent cells in mammals, do not lose their nuclei) were shown to transcribe
the gene encoding the adult β-globin protein, whereas nuclei prepared
from similar cells isolated from embryonic chickens failed to transcribe
this gene and instead transcribed the gene encoding the form of β-globin
made in the embryo (Groudine et al., 1981). Such a finding parallels the
observation discussed earlier that the RNA specific for the adult form of
β-globin is present only in adult and not in embryronic erythroid cell
nuclei (see above) and indicates that the developmentally regulated
production of different forms of globin protein is under transcriptional
control.

A similar parallelism between the results of nuclear RNA studies and
nuclear run-on assays of transcription is also found in the case of the
ovalbumin gene. Thus the presence of ovalbumin-specific RNA only in the
nuclear RNA of hormonally stimulated oviduct tissue is paralleled by the
ability of nuclei prepared from stimulated oviduct cell nuclei to transcribe
the ovalbumin gene at high levels in run-on assays. In contrast, nuclei
from other tissues or unstimulated oviduct cells failed to transcribe this
gene, paralleling the observed absence of ovalbumin RNA in the nuclei
and cytoplasm of these tissues (Swaneck et al., 1979). Hence the observed
increase in nuclear and cytoplasmic RNA for ovalbumin in response to
estrogen is indeed caused by increased transcription of the ovalbumin
gene. Interestingly, in this study the incorporation of label into ovalbu-
min RNA in the run-on assay was observed to peak after 15 min and did
not decrease at longer labeling times of up to 1 h. This suggested that,
unlike intact cells, isolated nuclei do not degrade or process the RNA that
they synthesize, and hence allowed the use of longer labeling times,
further increasing the sensitivity of this technique (see Methods Box 4.1
and compare Section a with Section b).
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Figure 4.7

Nuclear run-on assay. Following isolation of nuclei, RNA polymerase ceases 
transcribing due to lack of ribonucleotides but remains associated with the DNA.
When radioactively labeled ribonucleotide is added, the polymerase resumes
transcription and runs on to the end of the gene incorporating the labeled
ribonucleotide into the RNA transcript. The labeled RNA made in this way in
different tissues can then be used to probe filters containing DNA from genes
whose transcription is to be measured in the different tissues.



This increased sensitivity has allowed the use of nuclear run-on assays
to demonstrate that transcriptional control of many genes encoding
specific proteins is responsible for the previously observed differences in
the levels of these proteins in different situations. Cases where such tran-
scriptional control has been demonstrated in this manner are far too
numerous to mention individually but involve a range of different tissues
and organisms, such as the synthesis of α-fetoprotein in fetal, but not
adult, mammalian liver, production of insulin in the mammalian
pancreas, the expression of the Drosophila melanogaster yolk protein genes
only in ovarian follicle cells, the expression of aggregation stage-specific
genes in the slime mould Dictyostelium discoideum, and the expression of
soya bean seed proteins such as glycinin in embryonic, but not adult,
tissues.

These studies on individual genes for particular proteins have been
supplemented by the more general studies of Darnell and colleagues
(Derman et al., 1981; Powell et al., 1984). In these experiments the authors
studied 12 different genes whose corresponding mRNAs were present in
mouse liver cytoplasm but were absent in brain cytoplasm. These included
both genes encoding previously isolated liver-specific proteins, such as
albumin or transferrin, and those which had been isolated simply on the
basis of the presence of their corresponding cytoplasmic RNA in the liver
and not in other tissues and for which the protein product had not yet
been identified. Measurement of the transcription rate of these genes in
nuclei isolated from brain or liver showed that such transcription was
detectable only in the liver nuclei (Fig. 4.8), indicating that the difference
in cytoplasmic mRNA level was produced by a corresponding difference
in gene transcription. In these experiments the rate of transcription of the
12 genes was also measured in nuclei prepared from kidney tissue. In this
tissue mRNAs corresponding to two of the genes were present at a consid-
erably lower level than that observed in the liver, while RNA
corresponding to the other 10 genes was undetectable. As with the brain
nuclei, the level of transcription detectable in the kidney nuclei exactly
paralleled the level of RNA present. Thus, only the two genes producing
cytoplasmic mRNA in the kidney were detectably transcribed in this tissue
and the level of transcription of these genes was much lower than that
seen in the liver nuclei.

These studies on a relatively large number of different liver RNAs of
different abundances, when taken together with the studies of many genes
encoding specific proteins, indicate that for genes expressed in one or a
few cell types, increased levels of RNA and protein in a particular cell type
are brought about primarily by increases in gene transcription and that,
at least in mammals, post-transcriptional control mechanisms, such as
that postulated by Davidson and Britten (1979), are not the primary means
of regulating gene expression, although they may be more important in
other animals, such as the sea urchin (see Section 5.1).

Evidence from polytene chromosomes

Although pulse-labeling and nuclear run-on studies of many genes have
conclusively established the existence of transcriptional regulation, it is
necessary to discuss another means of demonstrating such regulation, in
which increased transcription can be directly visualized. As described in
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Section 2.3, the chromosomal DNA in the salivary glands of Drosophila is
amplified many times, resulting in a giant polytene chromosome. Such
chromosomes exhibit along their length areas known as puffs in which
the DNA has decondensed into a more open state, resulting in the expan-
sion of the chromosome (Fig. 4.9). If cells are allowed to incorporate
labeled ribonucleotides into RNA and the resulting RNA is then hybridized
back to the polytene chromosomes, it localizes primarily to the positions
of the puffs. Hence these puffs represent sites of intense transcriptional
activity which, because of the large size of the polytene chromosomes, can
be directly visualized.

Most interestingly, many procedures which, in Drosophila, result in the
production of new proteins, such as exposure to elevated temperature
(heat shock) or treatment with the steroid hormone ecdysone, also result
in the production of new puffs at specific sites on the polytene chromo-
somes, each treatment producing a different specific pattern of puffs. This
suggests that these sites contain the genes encoding the proteins whose
synthesis is increased by the treatment, and that this increased synthesis
is mediated via increased transcription of these genes, which can be visu-
alized in the puffs. In the case of ecdysone treatment this has been
confirmed directly by showing that the radioactive RNA synthesized
immediately after ecdysone treatment hybridizes strongly to the ecdysone-
induced puffs but not to a puff which regresses upon hormone treatment.
In contrast, RNA prepared from cells prior to ecdysone treatment
hybridizes only to the hormone-repressed puff and not to the hormone-
induced puffs (Fig. 4.10; Bonner and Pardue, 1977). Similarly, RNA labeled
after heat shock hybridizes intensely to puff 87C, which appears follow-
ing exposure to elevated temperature and is now known to contain the
gene encoding the 70 kDa heat-shock protein (hsp70) which is the major
protein made in Drosophila following heat shock (Spradling et al., 1975).
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Nuclear run-on assay to measure the transcription rates of genes encoding liver-
specific mRNAs and of control genes expressed in all tissues. Note that the
liver-specific genes are not transcribed at all in brain, while in the kidney the
only two of these genes to be transcribed are those that are known to produce
a low level of mRNA in the kidney.



Thus the large size of polytene chromosomes allows a direct visualiza-
tion of the transcriptional process and indicates that, as in other
situations, gene activity in the salivary gland is regulated at the level of
transcription.
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Figure 4.9

Transcriptionally active puff (arrowed) in a polytene chromosome of Drosophila
melanogaster. The puff appears in response to treatment with the steroid
hormone ecdysone (E) and is not present prior to hormone treatment (O).
Photograph kindly provided by Dr M. Ashburner.
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The newly synthesized RNA made following ecdysone stimulation can be labeled
with 3H uridine and shown to hybridize to the puffs that form following
ecdysone treatment. Conversely, a puff that regresses after hormone treatment
binds only the labeled RNA synthesized before addition of the hormone.



4.3 Regulation at transcriptional elongation

Initiation of transcription

In the majority of cases where increased transcription of a particular gene
has been demonstrated, it is likely that such increased transcription is
mediated by an increased rate of initiation of transcription by RNA poly-
merase which occurs at the region of the gene known as the promoter (see
Section 3.2). Hence in a tissue in which a gene is being transcribed actively,
a large number of polymerase molecules will be moving along the gene at
any particular time, resulting in the production of a large number of tran-
scripts. Such a series of nascent transcripts being produced from a single
transcription unit can be visualized in the lampbrush chromosomes of
amphibian oocytes, the nascent transcripts associated with each RNA
polymerase molecule increasing in length the further the polymerase has
proceeded along the gene, resulting in the characteristic nested appear-
ance (Fig. 4.11).

By contrast, in tissues where a gene is transcribed at very low levels,
initiation of transcription will be a rare event and only one or a very few
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Figure 4.11

Electron micrograph (A) and summary diagram (B) of a lampbrush chromosome in amphibian
oocytes, showing the characteristic nested appearance produced by the nascent mRNA chains
attached to transcribing RNA polymerase molecules. The bar indicates 1 µm. Photograph kindly
provided by Dr R.S. Hill, from Hill and Macgregor, J. Cell Sci. 44, 87–101 (1980), by permission of
the Company of Biologists Ltd.



polymerase molecules will be transcribing a gene at any particular time.
Similarly, the absence of transcription of a particular gene in some tissues
will result from a failure of RNA polymerase to initiate transcription in
that tissue (Fig. 4.12). A large number of sequences upstream of the point
at which initiation occurs and which are involved in its regulation have
now been described, and these will be discussed in Chapter 7.

Transcriptional elongation

Although the majority of cases of transcriptional regulation are likely to
occur at the level of initiation, some cases have been described where regu-
lation occurs following the initiation of transcription by RNA polymerase
and the production of a truncated RNA of less than full length. In such
cases, transcriptional control may operate by releasing a block to elonga-
tion of the nascent transcript (for reviews see Conaway et al., 2000; Arndt
and Kane, 2003; Sims et al., 2004).

This form of regulation is responsible, for example, for the tenfold
decline in mRNA levels encoding the cellular oncogene c-myc (for discus-
sion of cellular oncogenes see Chapter 9) which occurs when the human
pro-myeloid cell line HL-60 is induced to differentiate into a granulocyte
type cell. If nuclear run-on assays are carried out using nuclei from undif-
ferentiated or differentiated HL-60 cells, the results obtained vary
depending on the region of the c-myc gene whose transcription is being
measured. Thus the c-myc gene consists of three exons, which appear in
the messenger RNA and which are separated by intervening sequences that
are removed from the primary transcript by RNA splicing. If the labeled
products of the nuclear run-on procedure are hybridized to the DNA of
the second exon, the levels of transcription observed are approximately
tenfold higher in nuclei derived from undifferentiated cells than in nuclei
from differentiated cells. Hence the observed differences in c-myc RNA
levels in these cell types are indeed produced by differences in transcrip-
tion rates. However, if the same labeled products are hybridized to DNA
from the first exon of the c-myc gene, virtually no difference in the level
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Regulation of transcriptional initiation results in differences in the number of
RNA polymerase molecules transcribing a gene and therefore in the number of
transcripts produced.



of transcription of this region in the differentiated compared with the
undifferentiated cells is observed.

Comparison of the rates of transcription of the first and second exons
in undifferentiated and differentiated cells indicates that regulation takes
place at the level of transcriptional elongation, rather than initiation.
Thus, although similar numbers of polymerase molecules initiate tran-
scription of the c-myc gene in both cell types, the majority terminate in
differentiated cells near the end of exon 1, do not transcribe the remain-
der of the gene, and hence do not produce a functional RNA. In contrast,
in undifferentiated cells most polymerase molecules that initiate tran-
scription, transcribe the whole gene and produce a functional RNA. Hence
the fall in c-myc RNA in differentiated cells is regulated by means of a block
to elongation of nascent transcripts (Fig. 4.13). A 180 bp sequence from
the 3′ end of the first exon of c-myc has been shown to mediate this effect
and to block transcriptional elongation if placed within the transcribed
region of another gene (Wright and Bishop, 1989). Interestingly, the rapid
inhibition of transcriptional elongation following differentiation is
supplemented, several days after differentiation, by an inhibition of c-myc
transcription at the level of initiation.

Similar effects on transcriptional elongation have been seen in several
other cellular oncogenes such as c-myb, c-fos and c-mos, indicating that
this mechanism is not confined to a single oncogene and may be quite
widespread.

Interestingly, a protein affecting the rate of transcriptional elongation
has been identified in the case of the human immunodeficiency virus
(HIV-1). Thus early in infection with this virus, a low level of transcrip-
tion occurs from the HIV-1 promoter and many of the transcripts
terminate very close to the promoter producing very short RNAs.
Subsequently the viral Tat protein binds to these RNAs at a region known
as Tar, which is located at +19 to +42 relative to the start site of tran-
scription at nucleotide +1. This binding produces two effects. Firstly, there
is a large increase in transcriptional initiation leading to many more RNA
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Regulation of transcriptional elongation in the c-myc gene. A block to elongation
at the end of exon 1 results in most transcripts terminating at this point in
differentiated HL-60 cells.



transcripts being initiated. In addition, however, Tat also overcomes the
block to elongation leading to the production of a greater proportion of
long transcripts which can encode the viral proteins.

Hence Tat produces a large increase in the production of HIV transcripts
able to encode viral proteins both by stimulating transcriptional initiation
and by overcoming a block to transcriptional elongation close to the
promoter (Fig. 4.14). As well as the viral Tat protein, cellular proteins
which can stimulate transcriptional elongation have also been identified.
Indeed such an effect is involved in the increased expression of the gene
encoding the heat inducible hsp70 protein that occurs following exposure
of cells to elevated temperature and which results from the binding of the
heat-shock transcription factor (HSF) to the promoter of this gene (see
Sections 4.2 and 7.2) (for a review see Lis and Wu, 1993) and other tran-
scriptional activators have also been shown to act by stimulating both
transcriptional initiation and elongation (Yankulov et al., 1994).

A key target for factors which regulate transcriptional elongation is the
phosphorylation of the C-terminal domain (CTD) of RNA polymerase II.
Thus, as described in Section 3.2, such phosphorylation of the CTD is a
key event required for the RNA polymerase II transcription complex to
move off down the gene allowing transcriptional elongation to occur.
Interestingly, the HIV Tat protein has been shown to be able to interact
with a kinase protein that can phosphorylate the CTD. Hence, Tat attracts
this kinase to the HIV promoters ensuring phosphorylation of RNA poly-
merase II and producing transcriptional elongation (for a review see
Conaway et al., 2000).

As well as regulating transcriptional elongation, phosphorylation of the
CTD of RNA polymerase II is also linked to the recruitment of factors
involved in capping, splicing and polyadenylation of the transcript,

94 Gene Regulation

Paused polymerase

RNAP

RNAP RNAP

Tat

Start

Start

–Tat

+Tat

Enhanced elongationEnhanced initiation

TAR

TAR

RNA

RNA

Figure 4.14

The HIV Tat protein acts both by enhancing the rate of transcriptional initiation by
RNA polymerase (RNAP) and by enhancing the rate of elongation by overcoming
polymerase pausing close to the promoter. Both these effects are achieved by the
Tat protein binding to a specific region (TAR) of the nascent RNA.



thereby ensuring that the elongating transcript is correctly processed (see
Section 3.3). This linkage is seen also in the HIV/Tat case. Thus, recent
studies have shown that phosphorylation of the CTD of RNA polymerase
II on serine 5 by the Tat-regulated cellular kinase also stimulates the
capping of the HIV RNA (Zhou et al., 2003). Similarly, the P-TEFb cellular
kinase has been shown to stimulate 3′ end processing as well as tran-
scriptional elongation in the case of the heat-shock genes by
phosphorylating serine 2 of the CTD (Ni et al., 2004).

The involvement of CTD phosphorylation in regulating transcriptional
elongation is also seen in the case of the zebrafish protein, Foggy (Guo et
al., 2000). Thus, the Foggy protein interacts with the non-phosphorylated
form of RNA polymerase II to block transcriptional elongation. However,
when RNA polymerase II is phosphorylated it is no longer inhibited by
Foggy allowing transcriptional elongation to proceed (Fig. 4.15). When
this activity of Foggy is inactivated by mutation, the resulting zebrafish
fail to produce the correct number of dopamine synthesizing neurones
during development. This indicates that the regulation of transcriptional
elongation by Foggy is likely to be critical for the correct expression of
genes involved in the production of this cell type and more generally
demonstrates that regulation at the level of transcriptional elongation can
play a key role in controling gene expression during development.

The viral Tat protein and the cellular Foggy protein illustrate that regu-
lators of transcriptional elongation can act either to stimulate or inhibit this
process. Indeed, in yeast a pair of antagonistic regulators of transcriptional
elongation have been identified. Thus, the Fkh2p factor stimulates tran-
scriptional elongation and processing of the RNA, by enhancing
phosphorylation of the CTD of RNA polymerase II on serine 2 and serine
5, whilst Fkhlp inhibits such phosphorylation and thereby inhibits tran-
scriptional elongation and RNA processing (Morillon et al., 2003) (Fig. 4.16).

Regulation at transcription 95

RNA
pol II

Foggy

Foggy

(a)

(b)
P

+1
I E

RNA
pol II

+1
I E

Figure 4.15
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Hence, transcriptional elongation appears to be regulated by the balance
between factors which stimulate this process and those which inhibit it.
As many of these factors regulate transcriptional elongation by control-
ling the phosphorylation of the CTD of RNA polymerase II, they also
regulate post-transcriptional processes which are regulated by such phos-
phorylation, thereby linking RNA transcript production with its proper
processing.

Such regulation of transcriptional elongation is therefore likely to be of
importance in a number of different situations. It is clear, however, that
in most cases transcription is regulated at the level of initiation with
specific regulatory processes acting to enhance the rate at which RNA poly-
merases initiate transcription of the DNA into RNA.

4.4 Conclusions

The experiments described in this chapter provide conclusive evidence
that control of transcriptional initiation is the major means used to regu-
late gene expression in eukaryotic organisms. The mechanism by which
such transcriptional control is achieved will be discussed in Chapters 6, 7
and 8. Some cases of post-transcriptional control have been described,
however, and these will be discussed in the next chapter.
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Post-transcriptional
regulation 5

SUMMARY

● Although transcriptional control is the predominant means of regulat-
ing gene expression, post-transcriptional control processes also occur,
often as a supplement to transcriptional control.

● Such post-transcriptional control can occur at a number of different
points between initial transcription and protein synthesis.

● Alternative splicing and RNA editing are post-transcriptional processes
which are often used as a supplement to transcriptional control to
produce distinct but related proteins from a single gene.

● Regulation of RNA stability or of translation are often used as supple-
ments to transcriptional control in situations where a rapid change in
protein levels is required.

● Post-transcriptional regulation frequently occurs for the genes encod-
ing transcription factors ensuring that the proteins which regulate
transcription are not themselves regulated at this level.

5.1 Regulation after transcription?

Although the evidence discussed in the preceding chapter indicates that,
in mammals at least, the primary control of gene expression lies at the
level of transcription, a number of cases exist where changes in the rate
of synthesis of a particular protein occur without a change in the tran-
scription rate of the corresponding gene. Indeed, in some lower organisms
post-transcriptional regulation may constitute the predominant form of
regulation of gene expression.

In the sea urchin, for example, the nuclear RNA contains many more
different RNA species than are found in the cytoplasmic messenger RNA.
Hence a large proportion of the genes transcribed give rise to RNA prod-
ucts that are not transported to the cytoplasm and do not function as a
messenger RNA. Interestingly, however, this process is regulated differ-
ently in different tissues; an RNA species which is confined to the nucleus
in one tissue being transported to the cytoplasm and functioning as a
messenger RNA in another tissue. Thus, up to 80% of the cytoplasmic
mRNAs found in the embryonic blastula are absent from the cytoplasmic
RNA of adult tissues, such as the intestine, but are found in the nuclear
RNA of such tissues (Wold et al., 1978).

Although post-transcriptional regulation in mammals does not appear
to be as generalized as in the sea urchin, some cases exist where changes



in cytoplasmic mRNA levels occur without alterations in the rate of gene
transcription. Such post-transcriptional regulation may be more important
in controlling variations in the level of mRNA species expressed in all
tissues than in the regulation of mRNA species that are expressed in only
one or a few tissues. For example, in the experiments of Darnell and
colleagues (Powell et al., 1984), which demonstrated the importance of
transcriptional control in the regulation of liver-specific mRNAs (see
Section 4.2), tissue-specific differences in the levels of the mRNAs encod-
ing actin and tubulin (which are expressed in all cell types) were observed
in the absence of differences in transcription rates. Clearly, these and other
cases where mRNA levels alter in the absence of changes in transcription
rates indicate the existence of post-transcriptional control processes and
require an understanding of their mechanisms.

In principle, such post-transcriptional regulation could operate at any
of the many stages between gene transcription and the translation of the
corresponding mRNA in the cytoplasm. Indeed, the available evidence
indicates that in different cases regulation can occur at any one of these
levels. Each of these will now be discussed in turn.

5.2 Regulation of RNA splicing

RNA splicing

The finding that the protein-coding regions of eukaryotic genes are split
by intervening sequences (introns) which must be removed from the
initial transcript by RNA splicing of the protein-coding exons (see Section
3.3) led to much speculation that this process might provide a major site
of gene regulation. Thus, in theory, an RNA species transcribed in several
tissues might be correctly spliced to yield functional RNA in one tissue
and remain unspliced in another tissue. An unspliced RNA would either
be degraded within the nucleus or, if transported to the cytoplasm, would
be unable to produce a functional protein due to the interruption of the
protein-coding regions (Fig. 5.1). Several cases of such processing versus
discard decisions have now been described in Drosophila and a similar
pathway in which unspliced RNAs are specifically degraded within the
nucleus has been characterized in yeast (Bousquet-Antonelli et al., 2000).
Hence, in lower organisms, there appear to be regulatory pathways in
which a particular transcript is spliced to produce a functional mRNA in
one situation whilst remaining unspliced and then being degraded within
the nucleus in another situation.

Alternative RNA splicing

Although such processing versus discard decisions are not widespread in
mammals, numerous cases of alternative RNA splicing have been
described, both in mammals and other organisms. In this process (for
reviews see Black, 2000; Graveley, 2001) a single gene is transcribed in
several different tissues, the transcripts from this gene being processed
differentially to yield different functional messenger RNAs in the differ-
ent tissues (Fig. 5.2). In many cases these RNAs are translated to yield
different protein products. It is noteworthy that this mechanism of gene
regulation involves not only regulation of processing but also regulation
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of transcription, in that the alternatively processed RNAs are transcribed
in only a restricted range of cell types and not in many other cells.

Cases of alternative RNA processing occur in the genes involved in a
wide variety of different cellular processes, ranging from genes which regu-
late embryonic development or sex determination in Drosophila to those
involved in muscular contraction or neuronal function in mammals.
Indeed, a recent survey of the whole human genome concluded that at
least 74% of human genes with multiple exons are alternatively spliced
(Johnson et al., 2003). A representative selection of such cases is given in
Table 5.1.

For convenience, cases of alternative RNA processing can be divided into
three groups (Leff et al., 1986): (a) situations where the 5′ end of the differ-
entially processed transcripts is different, (b) situations where the 3′ end
of the differentially processed transcripts is different, and (c) situations
where both the 5′ and 3′ ends of the differentially processed transcripts
are identical.
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The absence of RNA splicing of a transcript in a particular tissue results in a lack
of production of the corresponding protein.
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Alternative splicing of the same primary transcript in two different ways results
in two different mRNA molecules.



Situations where the 5′ end of the transcripts is different

In these cases, two alternative primary transcripts are produced by tran-
scription from different promoter elements and these are then processed
differentially (for review of the use of different promoters in the same gene
see Landry et al., 2003). In several situations, such as the mouse α-amylase
gene (Fig. 5.3), differential splicing is controlled simply by the presence
or absence of a particular exon in the primary transcript. Thus in the sali-
vary gland, where transcription takes place from an upstream promoter,
the exon adjacent to this promoter is included in the processed RNA and
a downstream exon is omitted. In the liver, where the transcripts are initi-
ated 2.8 kb downstream and do not contain the upstream exon, the
processed RNA includes the downstream exon. However, other cases of
this type, for example that of the myosin light chain gene (Fig. 5.4), are
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Table 5.1 Cases of alternative splicing which are regulated developmentally or tissue specifically

Protein Species Nature of transcripts which Cell types carrying out 
undergo alternative splicing alternative splicing 

(a) Immune system
Immunoglobulin Mouse 3′ end differs B cells

heavy-chain IgD.
IgE, IgG, IgM
Lyt-2 Mouse Same transcript T cells

(b) Enzymes
Alcohol Drosophila 5′ end differs Larva and adult

dehydrogenase
Aldolase A Rat 5′ end differs Muscle and liver
α-Amylase Mouse 5′ end differs Liver and salivary gland
(2’5′) Oligo A Human 3′ end differs B cells and monocytes

synthetase
(c) Muscle
Myosin light Rat/mouse/human/ 5′ end differs Cardiac and smooth 

chain chicken muscle
Myosin heavy Drosophila 3′ end differs Larval and adult muscle

chain
Tropomyosin Mouse/rat/human/ Same transcript Different muscle cell

Drosophila types
Troponin T Rat/quail/chicken Same transcript Different muscle cell 

types
(d) Nerve cells
Calcitonin/CGRP Rat/human 3′ end differs Thyroid C cells or 

neural tissue
Myelin basic Mouse Same transcript Different glial cells

protein
Neural cell adhesion Chicken Same transcript Neural development

molecule
Preprotachykinin Bovine Same transcript Different neurones
(e) Others
Fibronectin Rat/human Same transcript Fibroblasts and 

hepatocytes
Early retinoic acid- Mouse Same transcript Stages of embryonic 

induced gene 1 cell differentiation
Thyroid hormone Rat Same transcript Different tissues

receptor



more complex with each of the alternative primary transcripts containing
both the alternatively spliced exons. In such cases it is assumed that the
different primary transcripts fold into different secondary structures which
favour the different splicing events. Whether this is the case or not, it is
clear that cases of alternative splicing arising from differences in the site
of transcriptional initiation represent further examples of transcriptional
regulation in which the variation in RNA splicing is secondary to the selec-
tion of the different promoters in the different tissues. This is not so for
the remaining two categories of alternative processing event.

Situations where the 3′ end of the transcripts is different

After the primary transcript has been produced, it is rapidly cleaved and
a poly(A) tail is added (see Section 3.3). In many genes the process of cleav-
age and polyadenylation occurs at a different position within the primary
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Alternative splicing at the 5′ end of α-amylase transcripts in the liver and salivary
gland. The two alternative start sites for transcription are indicated (TATAA)
together with the 5′ region of the mRNAs produced in each tissue.
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transcript in different tissues, and the different transcripts are then differ-
entially spliced.

The best-defined example of this process occurs in the genes encoding
the immunoglobulin heavy chain of the antibody molecule, and plays an
important role in the regulation of the antibody response to infection.
Thus, early in the immune response, the antibody producing B cell synthe-
sizes membrane-bound immunoglobulin molecules whose interaction
with antigen triggers proliferation of the B cell and results in the produc-
tion of more antibody-synthesizing cells. The immunoglobulin produced
by these cells is secreted, however, and can interact with antigen in tissue
fluids, triggering the activation of other cells in the immune system. The
production of membrane-bound and secreted immunoglobin molecules is
controlled by the alternative splicing of different RNA molecules differing
in their 3′ ends (Fig. 5.5). The longer of these two molecules contains two
exons encoding the portion of the protein that anchors it in the
membrane. When this molecule is spliced, both these two exons are
included, but a region encoding the last 20 amino acids of the secreted
form is omitted. In the shorter RNA, the two transmembrane domain-
encoding exons are absent and the region specific to the secreted form is
included in the final messenger RNA.

If the polyadenylation site used in the production of the shorter
immunoglobulin RNA is artificially removed, preventing its use (Danner
and Leder, 1985), the expected decrease in the production of secreted
immunoglobulin is paralleled by a corresponding increase in the synthe-
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Alternative splicing of the immunoglobulin heavy chain transcript at different
stages of B-cell development. The two unspliced RNAs produced by use of the
two alternative polyadenylation sites in the gene are shown, together with the
spliced mRNAs produced from them.



sis of the membrane-bound form of the protein (Fig. 5.6a). This indicates
that the choice of splicing pattern is controlled by which polyadenylation
site is used; removal of the upstream site resulting in increased use of the
downstream site and increased production of the messenger RNA encod-
ing the membrane-bound form.

This switch in the polyadenylation site is dependent on an increase in
concentration of one of the subunits of the polyadenylation factor CstF
(see Section 3.3) which occurs during B-cell development (Takagaki et al.,
1996). Thus CstF binds preferentially to the poly(A) site of the mRNA
encoding the membrane form compared with that of the secreted form.
Hence, early in B-cell development when CstF levels are low, it binds to
the poly(A) site for the membrane form and so this mRNA is produced.
As the levels of CstF rise binding and cleavage occurs at the poly(A) site
for the secreted mRNA (Fig. 5.7).

This finding indicates that, in at least some cases of this type, the
primary regulatory event is that determining the site of cleavage and
polyadenylation, and that, as with cases of differential promoter usage,
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Effect of deleting the more upstream of the two polyadenylation sites in the
immunoglobulin heavy chain (a) and calcitonin/CGRP genes (b) on the produc-
tion of the alternatively spliced RNAs derived from each of these genes.



alternative RNA splicing is regulated by differences in the structure of the
transcript produced in different tissues.

Not all cases of alternative RNA splicing, where the 3′ end of the alter-
natively spliced RNAs varies, are of this type, however. This conclusion
has emerged from the intensive study of the gene encoding the calcium
regulatory protein, calcitonin, carried out by Rosenfeld and colleagues.
When the gene encoding the calcitonin protein (which is a small peptide
of 32 amino acids) was isolated it was found that it had the potential to
produce an RNA encoding an entirely different peptide of 36 amino acids,
which was named calcitonin-gene-related peptide (CGRP). Unlike calci-
tonin, which is produced in the thyroid gland, CGRP is produced in
specific neurons within the brain and peripheral nervous system. These
two peptides are produced (Fig. 5.8) by alternative splicing of two distinct
transcripts differing in their 3′ ends.

This case differs from that of the immunoglobulin heavy chain,
however, in that deletion of the polyadenylation site used in the shorter,
calcitonin-encoding RNA does not result in an increase in CGRP expres-
sion in cells normally expressing calcitonin. Instead, large unspliced
transcripts utilizing the downstream (CGRP) polyadenylation site accu-
mulate in these cells (Fig. 5.6b). Although in CGRP-producing cells such
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Role of the polyadenylation factor CstF in the resulted polyadenylation of the
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site leading to loss of exons M1 and M2 by cleavage of the mRNA.



transcripts would normally be spliced to yield CGRP messenger RNA, this
does not occur in these experiments in cells normally producing calci-
tonin, and hence these unspliced precursors accumulate. This suggests
that in the calcitonin/CGRP gene the use of different polyadenylation sites
is secondary to the difference in RNA splicing, suggesting the existence of
tissue-specific splicing factors, whose presence or absence in a specific
tissue determines the pattern of calcitonin/CGRP RNA splicing.

Situations where both the 5’ and 3’ ends of the differently processed tran-
scripts are identical

The existence of tissue-specific splicing factors which regulate alternative
splicing is also indicated by the existence of cases where a transcript with
identical 5′ and 3′ ends is spliced differently in different tissues, and which
therefore cannot be explained by differential usage of promoters or
polyadenylation sites.

Although the initial reports of such cases were confined to the eukary-
otic DNA viruses, such as SV40 and adenovirus, many cases involving the
cellular genes of higher eukaryotes were described subsequently. In one
such case (Fig. 5.9) involving the skeletal muscle troponin T gene
(Breitbart et al., 1987) the same RNA can be spliced in up to 64 different
ways in different muscle cell types. The existence of tissue-specific splic-
ing factors acting on this gene is indicated by the finding that the artificial
introduction and expression of this gene in non-muscle cells or myoblasts
results in the complete removal of exons 4–8, whereas in muscle cells

Post-transcriptional regulation 107

Primary transcript

Exon

mRNA

Protein

Processed
peptide

1

Thyroid Brain

11

Poly (A)
site

Calcitonin CGRP

Poly (A)
site

2 3 4 5 6

2 3 4 2 3 5 6

Figure 5.8

Alternative splicing of the calcitonin/CGRP gene in brain and thyroid cells.
Alternative splicing followed by proteolytic cleavage of the protein produced in
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(myotubes) the correct pattern of alternative splicing seen with the
endogenous gene is reproduced faithfully.

It should be noted, however, that the 64 possible mRNAs produced in
this case, is certainly not the most dramatic example of multiple mRNAs
being produced by alternative splicing. Thus, the vast number of different
alternative exons found in the Dscam gene of Drosophila could result in
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over 38 000 different mRNAs being produced, which is greater than the
number of different genes in this organism! (for review see Black, 2000;
Graveley, 2001). This illustrates the extraordinary power of alternative
splicing to produce multiple mRNAs encoding related but distinct proteins
from a single gene.

Mechanism of alternative RNA splicing

RNA sequences involved in alternative splicing

The idea that certain factors are necessary for each particular pattern of
splicing in genes such as calcitonin/CGRP or troponin, clearly begs the
question of how such factors act. It is likely that these factors recognize
cis-acting sequences within the RNA transcript itself. Clearly, the interac-
tion of these factors with such sequences could produce alternative
splicing either by promoting splicing at the site of the cis-acting sequence
at the expense of the alternative splice site (Fig. 5.10a) or by inhibiting
splicing at the site of binding and thereby promoting the use of the alter-
native splice site (Fig. 5.10b).

Both of these types of mechanism appear to be used in different cases.
Indeed, examples of each of these mechanisms can be seen in the hier-
archy of alternatively spliced genes which regulates sex determination
in Drosophila (for review see Baker, 1989). In this hierarchy each gene
product controls the alternative splicing of the next gene in the path-
way resulting in different protein products in males and females. In turn
these products differentially regulate the splicing of the next gene in the
hierarchy leading ultimately to the production of a male or female fly
(Fig. 5.11).

Thus the Sxl gene is differentially spliced in males and females, with the
product of the female-specific mRNA not only controlling the splicing of
the next gene in the hierarchy, tra, but also promoting its own female-
specific splicing. Mutations which affect this autocatalytic function of Sxl
on its own RNA map in the intron between exon 2 and the male-specific
exon 3, indicating that the Sxl protein acts by inhibiting the male-specific
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splicing of exons 2 and 3. Similarly Sxl prevents the use of the male-
specific exon 2 in the tra gene by binding within intron 1 and preventing
the binding of the constitutive splicing factor U2AF which in turn recruits
the U2snRNP particle which is essential for removal of all introns (see
Section 3.3) (Valcarcel et al., 1993).

In contrast, the action of the tra and tra-2 gene products on the splic-
ing of the dsx transcript appears to be mediated by promoting the use of
the female-specific splice rather than the constitutive male-specific splic-
ing event. In this case, mutations in dsx which affect its splicing map in
the intron between exon 3 and the female-specific exon 4, indicating that
the alternative splicing factor promotes the splicing of exons 3 and 4 (see
below).

As well as responding to the presence or absence of a specific factor,
specific RNA sequences can also regulate the pattern of alternative splic-
ing in response to cellular signaling pathways. Thus, when the
calcium/calmodulin-dependent protein kinase type IV (CaMKIV signaling)
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Schematic diagram (not to scale) of the hierarchy of alternatively spliced genes
which controls sex determination in Drosophila. Female-specific splicing of the
Sxl transcript produces a protein which promotes the female-specific splicing of
its own RNA and that of the tra gene. In turn, the protein produced by the tra
female-specific transcript in conjunction with the tra-2 gene product promotes
the female-specific splicing of the dsx transcript. The sites of mutations in the Sxl
and dsx genes which affect their sex-specific splicing are indicated. Modified
from Baker (1989).



is activated, inclusion of a specific exon (STREX) in transcripts from the
BK potassium channel gene is repressed and the exon is spliced out
whereas in the absence of active CaMKIV, this exon is included in the
RNA (Fig. 5.12a). This effect is mediated by a 54 bp sequence from the 3′
splice site upstream of the regulated STREX exon (Xie and Black, 2001).
Thus, mutation of this sequence abolishes regulation of splicing by
CaMKIV whilst transferring it to a constitutionally spliced exon renders it
sensitive to CaMKIV regulation (Fig. 5.12b). This sequence thus acts as a
CaMKIV responsive RNA element (CaRRE) regulating splicing of the
STREX exon in response to CaMKIV activation (for review see O’Donovan
and Darnell, 2001).

Nature of alternative splicing factors

The evidence for the existence of alternative splicing factors and the iden-
tification of cis-acting sequences with which they interact have led to
many attempts to identify these factors, (for reviews see Wang and
Manley, 1997; Smith and Valcárcel, 2000).

In Drosophila, which is genetically very well characterized, the main
approach to this problem has been a genetic one. Thus as discussed above,
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genes such as Sxl and tra, originally identified by the fact that mutations
within them disrupted the process of sex determination, are now known
to act by controlling alternative splicing. The products of these genes are
alternative splicing factors and their study allows a unique insight into
the nature of such factors.

The sequencing of the Sxl and tra-2 genes has revealed that the proteins
they encode contain one or more copies of a ribonucleoprotein (RNP)
consensus sequence that is found in a wide variety of RNA binding
proteins, such as those of the mammalian spliceosome, and constitutes an
RNA binding domain (for reviews see Bandziulis et al., 1989; Burd and
Dreyfuss, 1994). Indeed, structural analysis of Sxl bound to the tra mRNA
has shown that the RNA binds to a V-shaped cleft within the Sxl protein
(Handa et al., 1999) (color plate 8). Hence Sxl and Tra-2 influence alter-
native splicing by binding directly to cis-acting sequences in the spliced
RNAs discussed above.

Hence specific factors have been identified in Drosophila which are
expressed only in a particular situation and which regulate specific alter-
native splicing events. Interestingly, however, in vertebrates it appears
that many tissue-specific splicing events depend on quantitative variations
in the levels of splicing factors which are present in all tissues. Thus the
SF2 factor is a member of the SR proteins family discussed in Section 3.3
which is present in all cells and is essential for the basic process of splic-
ing itself (for review of SR proteins see Manley and Tacke, 1996). However,
its concentration has been shown to influence which of two competing
upstream splice sites is joined to a downstream site. Thus high concen-
trations of SF2 favor the more proximal of the two sites whilst low
concentrations favor the more distal site (Fig. 5.13; for review see Smith
and Valcárcel, 2000). Interestingly the constitutively expressed factor
hnRNPA1 which binds to RNA before it is spliced (see Section 3.3) has the
opposite effect, favoring the use of the more distal site. Hence, in this situ-
ation, the outcome of a specific alternative splicing event could be
different in two different tissues, depending on the relative concentration
of SF2 and hnRNPA1 in each tissue, even though both factors were pres-
ent in both tissues (Fig. 5.13).

Such a system, in which the different outcome of alternative splicing
events in each tissue is controlled by quantitative differences in the rela-
tive levels of constitutively expressed factors, can readily be fitted into the
mechanistic models illustrated in Fig. 5.10 simply by suggesting that the
two factors have opposite effects on the relative strengths of the two
competing splice sites. Indeed it is likely that SR proteins such as SF2, can
influence splice site selection in two ways, both involving the recruitment
of the UsnRNP particles which are essential for splicing to occur (see
Section 3.3). Thus SR proteins can bind to the 5′ splice site and promote
the binding of the UlsnRNP to this site (Fig. 5.14a). In addition, they can
also bind to sequences known as splicing enhancers within the exon
downstream of the regulated splice site and stimulate the binding of the
U2AF protein to the branch point, thereby recruiting the U2 snRNP parti-
cle (see Section 3.3) (for reviews see Wang and Manley, 1997; Blencowe,
2000) (Fig. 5.14b).

Thus both tissue-specific factors and variations in constitutively
expressed factors can regulate alternative splicing. Indeed, as described
above, both Sxl and SR proteins, such as SF2, can act by regulating the

112 Gene Regulation



Post-transcriptional regulation 113

High SF2
low hnRNPAI

Low SF2
high RNPAI

1

1 1

1

2

2 2

3

3

3

3

31 2

Figure 5.13

The pattern of splicing can be regulated by the balance in levels between the
constitutively expressed SF2 and hnRNPA1 proteins. A high ratio of SF2 to
hnRNPA1 favors use of the proximal exon (2) whilst a low ratio favors the distal
exon (3).

5' splice site

5' splice site

(a)

(b)

Exon Exon

SR

Exon

SR Ulsn
RNP

Exon

Branch point
A

Branch point
A

U2snRNP

U2AF

Recruitment of U2AF/U2 snRNP

Exon Exon

SR

Exon

SR

Exon

Figure 5.14

SR proteins, such as SF2, can stimulate the use of a particular splice site either
by binding to the 5′ splice site and promoting binding of the U1snRNP to this
site (panel a) or by binding to the downstream exon sequence and promoting
recruitment of U2AF and hence of the U2 snRNP to the branch point (panel b).



recruitment of U2AF. It is not surprising therefore that some cases of alter-
native splicing are regulated by the interaction of SR proteins with
specifically expressed factors. Thus in the case of the dsx gene, the splic-
ing of exon 3 to the female-specific exon 4 does not occur in the absence
of the female-specific proteins Tra and Tra-2 (Fig. 5.12). This is because
U2AF binds only weakly to the branch point of this intron and the bind-
ing site of SR proteins in exon 4 is weak and too far away for SR to enhance
U2AF binding (Fig. 5.15). In the presence of Tra and Tra-2 however, the
interaction of SR with the exon 4 sequence is stabilized, allowing SR in
turn to promote binding of U2AF and splicing of exon 3 to exon 4 (Lynch
and Maniatis, 1995, Fig. 5.15). The SR proteins and tra/tra-2 contain both
an RNA binding domain found in many RNA binding proteins with differ-
ent functions (for a review see Burd and Dreyfuss, 1994) and a domain
rich in serine (S) and arginine (R) residues which gives the SR proteins
their name (for a review see Manley and Tacke, 1996).

Interestingly, as well as controlling specific splicing decisions, SR
proteins can also determine the overall rate of splicing. Thus, during mito-
sis or when cells are exposed to elevated temperature or other stressful
conditions, splicing is generally inhibited. This is dependent upon an SR
protein known as SRp38. Thus, in mitotic cells or following exposure to
elevated temperature, SRp38 is phosphorylated to produce its active form
which interacts with the UlsnRNP (see Section 3.3) and inhibits 5′ splice
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site selection (Fig. 5.16) (Shin et al., 2004). In the absence of SRp38, cells
show reduced survival when exposed to elevated temperature and have a
defect in mitosis indicating the functional importance of this effect.

In summary, alternative splicing is controlled by a series of proteins with
similar functional domains, some of which are expressed in a highly
specific manner whilst others are expressed at different levels in all cell
types.

Generality of alternative RNA splicing

The cases discussed above indicate the use of alternative splicing in a wide
variety of biological processes. In mammals such splicing has been shown
to regulate the immune system’s production of antibodies, the production
of neuropeptides such as CGRP and the tachykinins, substance P and
substance K, as well as the synthesis of the different forms of several of
the major sarcomere muscle proteins. As noted above, around three-quar-
ters of genes with multiple exons appear to be alternatively spliced in
humans (Johnson et al., 2003). Similarly, in Drosophila much of the poste-
rior body plan is determined by developmentally regulated differential
splicing of the ultrabithorax gene, while sex determination is also
controlled by differential splicing of a hierarchy of genes in males and
females (see above; for a review see Baker, 1989).

The widespread use of alternative splicing in mammals does not refute
the initial conclusion that gene regulation occurs primarily at the level of
transcription, however. Thus, alternative splicing represents a response to
a requirement for the production of related but different forms of a gene
product in different tissues. It therefore supplements the regulation of
transcription of the gene responsible for producing the different forms.
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Thus the immunoglobulin heavy chain gene, which produces both
membrane-bound and secreted forms of the protein at different stages of
B-cell development, is transcribed only in B cells and not in other cell
types, while the transcription of the troponin T gene, which produces
multiple different isoforms in different muscle cell types, is confined to
differentiated muscle cells.

Indeed, a genome wide analysis of the proteins produced by alternative
splicing in species as diverse as humans and Drosophila indicated that such
alternate splicing inserts or deletes whole functional domains of proteins
more often than would be expected by chance (Kriventseva et al., 2003).
This general analysis reinforces the specific examples such as troponin and
the immunoglobulins and indicates the key role of alternative splicing in
producing distinct but related proteins.

Interestingly, alternative splicing is particularly common in non-divid-
ing cells such as muscle cells and nerve cells (for a review see Grabowski,
1998). As discussed in Chapter 6, the reprogramming of cellular commit-
ment and gene transcription often requires a cell division event allowing
alterations in the chromatin structure of the DNA and its associated
proteins to occur. Hence alternative splicing may represent a means of
conveniently changing the pattern of protein production in cells where
such reprogramming cannot be achieved by cell division.

5.3 RNA editing

The finding that two different protein products can be produced from the
same RNA by alternative splicing has been supplemented by the observa-
tion that a similar result can be achieved by a post-transcriptional
sequence change in the messenger RNA (for reviews see Reenan, 2001;
Samuel, 2003). Thus apolipoprotein B, which plays an important role in
lipid transport, is known to exist in two closely related forms. A large
protein of 512 kDa known as apo-B100 is synthesized by the liver, while
a smaller protein apo-B48 is made by the intestine. The smaller protein is
identical to the amino-terminal portion of the larger protein. Analysis of
the mRNA encoding these proteins revealed a 14.5 kb RNA in both tissues.
These two RNAs were identical with the exception of a single base at posi-
tion 6666, which is a cytosine in the liver transcript and a uracil in the
intestinal transcript (Fig. 5.17). This change has the effect of replacing a
CAA codon, which directs the insertion of a glutamine residue, with a UAA
stop codon, which causes termination of translation of the intestine RNA
and hence results in the smaller protein being made.

Only one gene encoding these proteins is present in the genome, and
it is not alternatively spliced. In both intestinal and liver DNA this gene
has a cytosine residue at position 6666. Hence the uracil in the intestinal
transcript must be introduced by a post-transcriptional RNA editing mech-
anism.

Indeed a cytidine deaminase enzyme has been identified and shown to
bind to the apoB mRNA at sequences adjacent to the edited site. This
enzyme removes an amine (NH2) group from the cytosine residue gener-
ating a uracil. This enzyme is expressed in the intestine where editing of
the apoB mRNA occurs, but not in the liver, where editing does not occur.
Interestingly, however, it is also present in other tissues such as the testis,
ovary and spleen, where apoB mRNA is not expressed indicating that this
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enzyme is likely to edit other transcripts expressed in these tissues. Indeed,
several other transcripts which undergo C to U editing have now been
identified (for a review see Blanc and Davidson, 2003) and a number of
different cytidine deaminase enzymes capable of carrying out this form of
editing have been characterized (Wedekind et al., 2003).

As well as C to U editing by cytidine deaminase, an adenosine deaminase
enzyme also exists in mammalian cells which removes an amino residue
from adenine to produce an inosine base which is read as a guanine residue
by the translation apparatus (for reviews see Reenan, 2001; Maas et al., 2003).
This form of editing was first identified in the gene encoding a receptor for
the excitatory amino acid glutamate which is expressed in neuronal cells.
The editing of an A residue to an I (G) residue in the transcript of this gene
results in it encoding an arginine rather than the glutamine found in other
related receptors and alters its properties so that it is permeable to calcium.
Interestingly, this editing of the glutamate receptor mRNA is essential for
the survival of the animal. Thus, mice lacking the adenosine deaminase
enzyme (ADAR2) which carries out this editing are prone to seizures and
die young. However, their survival can be restored to normal by inserting
a glutamate receptor gene in which the alteration produced by editing has
been carried out at the DNA level, removing the need for editing at the RNA
level (Higuchi et al., 2000).

Although the glutamate receptor is thus a critical target for RNA edit-
ing, editing by adenosine deamination is prevalent, especially in the
nervous system, and also occurs in other neuronally expressed receptors
such as the kainate receptors and the serotonin receptor (for reviews see
Reenan, 2001; Maas et al., 2003). Indeed, a recent comprehensive search
for edited transcripts in Drosophila identified 16 previously unidentified
targets for A to I editing (Hoopengardner et al., 2003). All of these were
involved in electrical or chemical neurotransmission and the editing event
targeted a functionally important residue. Hence, A to I editing plays a
critical role in the nervous system in producing different functional vari-
ants of molecules involved in neuronal signaling.

As well as affecting the nature of the protein produced from a particu-
lar mRNA, A to I editing by adenosine deaminase enzymes can also affect
the splicing of the edited RNA. This is seen in the case of the gene encod-
ing the ADAR2 adenosine deaminase enzyme itself. Thus, the ADAR2
transcript contains an AA sequence 47 bases upstream of the AG sequence
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which is normally used as a 3′ splice site. Editing of the AA sequence to
AI (which mimics AG) creates a new 3′ splice site which is used for splic-
ing, resulting in the 47 base sequence being retained in the mRNA (Fig.
5.18) (Rueter et al., 1999).

This case is of particular interest in that the editing event is regulated
so that it occurs frequently in the brain and lung where ADAR2 transcripts
predominantly contain the 47 base extra exon and much less frequently
in the heart where this exon is therefore absent from the mRNA. Moreover,
it demonstrates that editing by adenosine deaminase can affect RNA splic-
ing as well as altering the encoded protein and that it can affect the RNA
encoding the adenosine deaminase itself as well as RNAs encoding other
proteins such as the glutamate receptor.

The existence of two distinct types of editing enzymes (adenosine deam-
inase and cytidine deaminase) in mammalian cells, each with multiple
substrates, indicates that this represents a widely used mechanism which,
like alternative splicing, can produce related but distinct proteins from the
same transcript. As with alternative splicing, however, this is likely to act as
a supplement to transcriptional control, the apoB gene, for example, being
transcribed in the liver and the intestine but not in other tissues, whilst
many of the targets for A to I editing are transcribed only in the nervous
system. Interestingly, as well as these similarities in the role/outcome of RNA
editing and alternative splicing, there is evidence that the two processes may
occur in parallel. Thus, it has recently been shown that the adenosine deam-
inase enzyme is found in large ribonucleoprotein particles, which also
contain Sm and SR splicing factors (Raitskin et al., 2001).

5.4 Regulation of RNA transport

Transport from nucleus to cytoplasm

The process of RNA splicing takes place within the nucleus, whereas the
machinery for translating the spliced RNA is found in the cytoplasm.
Hence the spliced mRNA must be transported to the cytoplasm if it is to
direct protein synthesis (see Section 3.3). The first example of regulation
at this level was described in the human immunodeficiency virus (HIV-1)
(for a review see Sandri-Goldin, 2004).

Thus early in infection of cells with HIV, the virus produces a high level
of very short non-functional transcripts and a small amount of full length
functional RNA (see Section 4.3). The full length RNA is spliced with the
removal of two introns so that the predominant transcript which appears
in the cytoplasm is a fully spliced mRNA (Fig. 5.18; for a review see Cullen.
1991). This transcript encodes the regulatory proteins Tat and Rev. As
discussed in Section 4.3, the Tat protein acts greatly to increase the rate
of transcription of the viral genome, as well as promoting transcriptional
elongation so that predominantly full length RNAs are produced in the
nucleus. However, at this second stage of infection most of the mRNAs
that appear in the cytoplasm are either unspliced or have had only the
first intron removed (Fig. 5.19). As these transcripts encode the viral struc-
tural proteins, this allows the high level production of viral particles which
is necessary late in infection.

This change in the nature of the HIV RNA in the cytoplasm is depend-
ent on the action of the Rev protein which is made early in infection (for
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In the ADAR2 RNA, splicing normally occurs using an AG sequence as the 3′
splice site (a). RNA editing alters an AA sequence 47 bases upstream to AI. As AI
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bases being retained in the final mRNA (b).

Enhanced transcriptional
initiation and elongation

Low level transcriptional
initiation and elongation

LTR LTR

Virus production

Splicing/transport

Splicing/transport

Tat Rev

Gag Pol Env

Figure 5.19
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RNA which encodes the viral Tat and Rev proteins. When these proteins are
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unspliced and singly spliced RNAs encoding the viral structural proteins (Gag,
env) and the reverse transcriptase (pol) accumulate.



review see Cullen and Malim, 1991). Most interestingly, Rev does not
affect the amounts of the different RNAs in the nucleus. Rather it is an
RNA binding protein and binds to a specific site (the Rev response
element) in the second intron of the HIV transcripts. This binding
promotes the transport of these RNAs to the cytoplasm (Fig. 5.20). As the
fully spliced RNA lacks the Rev binding site, its transport is not acceler-
ated and so the proportion of unspliced or singly spliced RNA in the
cytoplasm increases. Hence Rev acts at the level of RNA transport, the first
regulatory protein to do so.

As noted in Section 3.3 the Rev protein resembles several cellular RNA
transport proteins in containing a nuclear export signal (NES) which
promotes transport of the RNA to which it has bound from the nucleus
to the cytoplasm (for a review see Gerace, 1995). Moreover, Rev has been
shown to bind to a cellular protein Rip 1 which is localized in the pores
of the nuclear membrane and this interaction is likely to play a key role
in its ability to mediate export of the HIV RNA (Fig. 5.21).These findings
indicate that Rev mediates RNA export via a cellular pathway, involving
the NES signal which it shares with cellular RNA transport proteins. It is
likely therefore that, as well as the examples of constitutive RNA transport
mediated by this system (see Section 3.3), there also exist situations in
which this system is used to regulate the transport of specific cellular
mRNAs in different tissues or in response to specific stimuli. This would,
for example, provide a convenient explanation of the existence of RNA
species that are confined to the nucleus in specific tissues of the sea urchin
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(Section 5.1). Similarly, a mechanism which prevented the transport of
unspliced RNA in genes regulated by processing versus discard decisions
(see Section 5.2) would represent a means of preventing wasteful transla-
tion of RNA species containing interruptions in the protein-coding
sequence.

Transport within the cytoplasm

As well as controlling the transport of mRNA from the nucleus to the cyto-
plasm (Fig. 5.22A) it is also possible for regulatory processes to control the
location of an mRNA species within the cytoplasm of a polarized cell,
resulting in the corresponding protein being made only in certain parts
of the cell (Fig. 5.22B) (for reviews see Hazelrigg, 1998; Mohr and Richter,
2001). This process is observed, for example, within the oocyte (egg) result-
ing in different proteins being localized in different regions of the egg.
Following fertilization, this differential distribution of proteins in turn
controls embryonic development so that different regions of the embryo
develop from different regions of the fertilized egg. Thus, for example, in
Drosophila the bicoid mRNA is located at the anterior end of the egg whilst
the nanos mRNA is localized to the posterior end. The resulting opposite
gradients of the Bicoid and Nanos proteins in turn control the polarity of
the head, thorax and abdomen of the embryo so that different regions of
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the nuclear pore and promotes the export of the RNA/protein complex to the
cytoplasm.



the body are produced depending on the relative concentrations of the
two proteins. (Fig. 5.23).

In some cases, such as the bicoid mRNA, specific sequences have been
localized in the 3′ untranslated region of the mRNA which are essential
for correct localization and which can confer the bicoid pattern of local-
ization on a non-localized mRNA. These sequences in the 3′ untranslated
region of the bicoid mRNA are essential for it to bind the staufen protein,
to form a ribonucleoprotein complex. In turn, recruitment of the staufen
protein is essential for movement of the bicoid mRNA to the anterior end
of the egg (Fig. 5.24a). Interestingly, the staufen protein is also expressed
in mammalian neurones and appears to play a critical role in directing
specific mRNAs to the multiple dendritic processes of the neurone and
excluding them from the single axon (Fig. 5.24b) (for a review see Roegiers
and Jan, 2000). Hence staufen plays a key role in directing specific mRNAs
to particular parts of the cell in very different cell types in widely differ-
ent organisms.

As with the bicoid mRNA, initial studies also identified the 3′ untrans-
lated region of the oskar mRNA as being important for its localization in
the egg, although the oskar mRNA localizes to the posterior rather than
the anterior region. However, a more recent study has shown that correct
localization of the oskar mRNA in the cytoplasm is also dependent on the
splicing of the first two exons of the oskar transcript in the nucleus
(Hachet and Ephrussi, 2004). Thus an artificial RNA with the first two
exons already joined together (so that splicing is not required) is not
correctly localized even though the mRNA is indistinguishable from one
produced by splicing and contains the 3′ untranslated region (Fig. 5.25).

This is likely to be explained by the findings described in Section 3.3,
that RNA transport factors become associated with the RNA during the
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splicing process and one of these is presumably necessary for correct local-
ization of the oskar mRNA. In agreement with this idea, the translation
initiation factor eIF-4AIII has recently been shown to associate with the
oskar mRNA during splicing and to be essential for its correct localization
in the cytoplasm (Palacios et al., 2004). Hence, as well as its role in trans-
lation of mRNA into protein, this factor is also involved in the nuclear
splicing process and in correct cytoplasmic localization of the spliced
mRNA.

5.5 Regulation of RNA stability

Cases of regulation by alterations in RNA stability

Once the mRNA has entered the cytoplasm, the number of times that it
is translated, and hence the amount of protein it produces, will be deter-
mined by its stability. The more rapidly degraded an RNA is, the less
protein it will produce. Indeed, it is now clear that the rate of turnover of
an mRNA plays an important role in determining its level in the cell (for
reviews see Khodursky and Bernstein, 2003; Wickens and Goldstrohm,
2003; Wilusz and Wilusz, 2004).

Hence an effective means of gene regulation could be achieved by
changing the stability of an RNA species in response to some regulating
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embryo.



signal. A number of situations where the stability of a specific RNA species
is changed in this way have been described (for reviews of this topic see
Sachs, 1993; Ross, 1996; Bashirullah et al., 2001). Thus, for example, the
mRNA for the milk protein, casein, turns over with a half-life of around
1 h in untreated mammary gland cells. Following stimulation with the

124 Gene Regulation

(a)

(b)

Anterior Posterior

Bicoid mRNA

Staufen protein

Axon

Dendrites

Figure 5.24

The Staufen protein plays a key role in localizing the bicoid mRNA to the ante-
rior end of the Drosophila embryo (a) and in directing specific mRNAs to the
dendrites and not the axon of mammalian neurones (b).

(a)

Transport to posterior
pole of the egg

Ex1

Ex1

(b)

Incorrect localization

Nucleus

Splicing

Cytoplasm

Ex2

Ex2 Ex1 Ex2

Figure 5.25

Correct localization of the oskar mRNA in the cytoplasm is dependent on the
splicing of exons 1 and 2 in the nucleus (panel a). If exons 1 and 2 are joined
together in an artificial RNA transcript so that splicing is not required, the mRNA
does not correctly localize in the cytoplasm (panel b).



hormone prolactin, the half-life increases to over 40 h (Guyette et al.,
1979), resulting in increased accumulation of casein mRNA and protein
production in response to the hormone (Fig. 5.26). Similarly, the increased
production of the DNA-associated histone proteins in the S (DNA synthe-
sis) phase of the cell cycle is regulated in part by a fivefold increase in
histone mRNA stability that occurs in this phase of the cell cycle (for
reviews of the regulation of histone gene expression see Marzluff, 1992;
Stein et al., 1992).

Interestingly, a recent genome-wide survey of all cellular mRNAs in
yeast demonstrated that regulation at the level of mRNA stability was
frequently observed for mRNAs whose corresponding proteins are
involved in rRNA synthesis and ribosome production (Grigull et al., 2004).
Hence, this form of regulation may be particularly frequent for genes-
encoding proteins involved in the process of protein synthesis itself. A
representative selection of cases where mRNA stability is altered in a partic-
ular situation is given in Table 5.2.

Mechanisms of stability regulation

The first stage in defining the mechanism of changes in RNA stability is
to identify the sequences within the RNA that are involved in mediating
the observed alterations. This can be achieved by transferring parts of the
gene encoding the RNA under study to another gene and observing the
effect on the stability of the RNA expressed from the resulting hybrid gene.
In a number of cases, short regions have been identified which can confer
the pattern of stability regulation of the donor gene upon a recipient gene
that is not normally regulated in this manner.

In many cases such regions are located in the 3′ untranslated region of
the mRNA, downstream of the stop codon that terminates production of
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the protein (for review see Wickens et al., 1997). Thus the cell-cycle-
dependent regulation of histone H3 mRNA stability is controlled by a 30
nucleotide sequence at the extreme 3′ end of the molecule. Similarly, the
destabilization of the mRNA encoding the transferrin receptor in response
to the presence of iron can be abolished by deletion of a 60 nucleotide
sequence within the 3′ untranslated region (for reviews see Hentze and
Kuhn, 1996; Aisen et al., 2001). Both of these sequences have the poten-
tial to form stem-loop structures by intra-molecular base pairing (Fig.
5.27), suggesting that changes in stability might be brought about by alter-
ations in the folding of this region of the RNA in response to a specific
signal (see Section 3.3).

The localization of sequences involved in the regulated degradation of
specific mRNA species to the 3′ untranslated region is in agreement with
the important role of this region in determining the differences in stabil-
ity observed between different RNA species. Such sequences may act either
by promoting endonucleolytic cleavage within the RNA transcript or by
promoting loss of the poly (A) tail, opening up the RNA to exonucleolytic
attack via its free 3′ end (see Section 3.3) (for a review see Parker and Song,
2004). This suggests that differences in RNA stability, whether between
different RNA species or in a single RNA in different situations, may be
controlled primarily by this region.

Despite this, cases where other regions of the RNA mediate the observed
alterations in stability have also been described. The most extensively
studied of such cases concerns the auto-regulation of the mRNA encoding
the microtubule protein, β-tubulin, in response to free tubulin monomers
(Pachter et al., 1987; Yen et al., 1988). This auto-regulation prevents the
wasteful synthesis of tubulin when excess free tubulin, not polymerized
into microtubules, is present, and is caused by a destabilization of the
tubulin mRNA. A short sequence, only 13 bases in length, from the 5′ end
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Table 5.2 Regulation of RNA stability

mRNA Cell type Regulatory event Increase or decrease 
in half-life

Cellular oncogene Friend erythroleukemia Differentiation in response Decrease from 35 to 
c-myc cells to dimethyl sulphoxide less than 10 min

c-myc B cells Interferon treatment Decreased
c-myc Chinese hamster lung Growth stimulation Increased

fibroblasts
Epidermal growth Epidermal carcinoma Epidermal growth factor Increased

factor receptor cells
Casein Mammary gland Prolactin Increased from 1 to 40 h
Vitellogenin Liver Estrogen Increased 30-fold
Type I pro-collagen Skin fibroblasts Cortisol Decreased
Type I pro-collagen Skin fibroblasts Transforming growth Increased

factor β
Histone HeLa Cessation of DNA Decreased from 40 to 

synthesis 80 min
Tubulin CHO Accumulation of free Decreased 10-fold

tubulin subunits



of the β-tubulin mRNA is responsible for this destabilization, and can
confer the response on an unrelated mRNA. Most interestingly, these bases
actually encode the first four amino acids of the tubulin protein, raising
the possibility that the trigger for degradation of the tubulin mRNA might
be the recognition of these amino acids in the tubulin protein, rather than
the corresponding nucleotides in the tubulin RNA. In an elegant series of
studies, Cleveland and colleagues (Yen et al., 1988) showed that this was
indeed the case. Thus changing the translational reading frame of this
region, such that the identical nucleotide sequence encoded a different
amino acid sequence, abolished the auto-regulatory response (Fig. 5.28a),
whereas changing the nucleotide sequence in a manner which did not
alter the encoded amino acids (due to the degeneracy of the genetic code)
left the response intact (Fig. 5.28b).

Hence, stability of the RNA transcript can be regulated by sequences in
different parts of the RNA, which can be recognized at the level of the
RNA itself or the protein which it encodes.

Role of stability changes in regulation of gene expression

A consideration of the situations where changes in the stability of a partic-
ular RNA occur (see Table 5.2) suggests that the majority have two features
in common. Firstly, changes in stability of a particular mRNA are very often
accompanied by parallel alterations in the transcription rate of the corre-
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sponding gene. Thus prolactin treatment of mammary gland cells results
in a two- to fourfold increase in casein gene transcription, and the increased
stability of histone mRNA in the S phase of the cell cycle is accompanied
by a three- to fivefold increase in transcription of the histone genes.

Second, cases where RNA stability is regulated are very often those where
a rapid and transient change in the synthesis of a particular protein is
required. Thus synthesis of the histone proteins is necessary only at one
particular phase of the cell cycle, when DNA is being synthesized.
Following cessation of DNA synthesis a rapid shut-off in the synthesis of
unnecessary histone proteins is required. Similarly, following the cessa-
tion of hormonal stimulation it would be highly wasteful to continue the
synthesis of hormonally dependent proteins such as casein or vitellogenin.
In the case of the cellular oncogene c-myc, whose RNA stability is tran-
siently increased when cells are stimulated to grow, such continued
synthesis would not only be highly wasteful but is also potentially danger-
ous to the cell. Thus this growth-regulatory protein is only required for a
short period when cells are entering the growth phase, its continued inap-
propriate synthesis at other times carrying the risk of disrupting cellular
growth regulatory mechanisms, possibly resulting in transition to a
cancerous state (see Chapter 9).

These considerations suggest that alterations in RNA stability are used
as a significant supplement to transcriptional control in cases where rapid
changes in the synthesis of a particular protein are required. Thus, if tran-
scription is shut off in response to withdrawal of a particular signal,
inappropriate and metabolically expensive protein synthesis will continue
for some time from pre-existing mRNA, unless that RNA is degraded
rapidly. Similarly, rapid onset of the expression of a particular gene can
be achieved by having a relatively high basal level of transcription with
high RNA turnover in the absence of stimulation, allowing rapid onset of
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translation from pre-existing RNA following stimulation. Hence, as with
alternative RNA processing, cases where RNA stability is regulated repre-
sent an adaptation to the requirements of a particular situation and do
not affect the conclusion that regulation of gene expression occurs prima-
rily at the level of transcription.

5.6 Regulation of translation

Cases of translational control

The final stage in the expression of a gene is the translation of its messen-
ger RNA into protein (see Section 3.3). In theory, therefore, the regulation
of gene expression could be achieved by producing all possible mRNA
species in every cell and selecting which were translated into protein in
each individual cell type. The evidence that different cell types have very
different cytoplasmic RNA populations (see Chapter 1) indicates, however,
that this extreme model is incorrect. Nonetheless, the regulation of trans-
lation, such that a particular mRNA is translated into protein in one
situation and not another, does occur in some special cases (for reviews
see Curtis et al., 1995; Hentze, 1995; Pain, 1996).

The most prominent of such cases is that of fertilization. In the unfer-
tilized egg protein synthesis is slow, but upon fertilization of the egg by a
sperm a tremendous increase in the rate of protein synthesis occurs. This
increase does not require the production of new mRNAs after fertilization.
Rather, it is mediated by pre-existing maternal RNAs which are present in
the unfertilized egg but are only translated after fertilization. Although in
many species such translational control produces only quantitative
changes in protein synthesis, in others it can affect the nature as well as
the quantity of the proteins being made before and after fertilization. Thus
in the clam Spisula solidissima some new proteins appear after fertilization,
while others which are synthesized in large amounts before fertilization
are repressed thereafter. However, the RNA populations present before and
after fertilization are identical (Fig. 5.29), indicating that translational
control processes are operating. Translational control also operates in the
egg to ensure that mRNAs which are localized to particular regions of the
egg cytoplasm (see Section 5.4) are not translated prior to their arrival at
the correct region of the cell.

As well as producing parallel changes in the translation of many RNA
species, translational control processes may also operate on individual
RNAs in a particular cell type. Thus, for example, the rate of translation
of the globin RNA in reticulocytes is regulated in response to the avail-
ability of the heme co-factor which is required for the production of
hemoglobin. Similarly, the translation of the RNA encoding the iron-bind-
ing protein, ferritin, is regulated in response to the availability of iron.

Mechanism of translational control

In principle, translational regulation could operate via modifications in
the cellular translational apparatus affecting the efficiency of translation
of particular RNAs, or by modifications in the RNA itself which affect the
way in which it is translated by the ribosome. Evidence is available indi-
cating that both these types of mechanism are used in different cases.
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Thus, in the absence of heme a cellular protein kinase in the reticulo-
cyte becomes active and phosphorylates the protein initiation factor eIF-2
(see Section 3.3) resulting in its inactivation. Since this factor is required
for the initiation of protein synthesis, translation of the globin RNA ceases
until heme is available. However, the use of such a mechanism, in which
total inactivation of the cellular translational apparatus is used to regulate
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Figure 5.29

Translational control in the clam Spisula solidissima. Different proteins are synthe-
sized in vivo before fertilization (track 1) and after fertilization (track 2). If,
however, RNA is isolated either before (track 3) or after fertilization (track 4) and
translated in vitro in a cell-free system, identical patterns of proteins are
produced. Hence the difference in the proteins produced in vivo from identical
RNA populations must be due to translational control. Photograph kindly
provided by Dr N. Standart and Dr T. Hunt, from Standart, Semin. Dev. Biol. 
3, 367–380 (1992).



the translation of a single RNA, is possible only in the reticulocyte, where
the globin protein constitutes virtually the only translation product.

In other cell types, where a large number of different RNA species are
expressed, such a mechanism is normally used only where large-scale
repression of many different RNA species occurs. Thus phosphorylation of
eIF-2 (produced by a different kinase from that activated by the absence
of heme) also occurs following exposure of cells to stress, when the trans-
lation of most cellular mRNAs is repressed (for a review see Silverman and
Williams, 1999).

Interestingly, following exposure to specific stresses, some mRNAs
continue to be translated since their protein products are required to medi-
ate response to the stress. Thus, for example, the mRNAs encoding the
heat-shock proteins are translated even following exposure of cells to
elevated temperature and these proteins then produce a protective effect
against the damaging effects of stress. This evidently raises the question
as to how such translation can occur when general translation initiation
factors have been inactivated.

A mechanism by which this is achieved has been elucidated in the case
of the cationic amino acid transporter gene (Cat-1) whose mRNA contin-
ues to be translated following amino acid starvation in yeast. The Cat-1
mRNA contains an internal ribosome entry site (IRES) which allows the
ribosome to bind to the mRNA internally and translate it rather than bind-
ing to the 5′ cap as normally occurs (see Section 3.3). Such IRES-mediated
translation is activated after amino acid starvation, allowing the Cat-1
protein to carry out its function of mediating enhanced amino acid uptake
(Fig. 5.30).

Recent studies have determined the mechanism by which translation
via the IRES is induced after amino acid starvation (Yaman et al., 2003).
Thus, prior to amino acid starvation, the structure of the RNA does not
allow the ribosome access to the IRES. However, following amino acid star-
vation, a short upstream open reading frame is translated into a small
peptide of 48 amino acids and the ribosome reading through this region
has the effect of changing the structure of the RNA, thereby exposing the
IRES (Fig. 5.31). Moreover, unlike Cap-dependent translation, the IRES in
the Cat-1 mRNA actually requires phosphorylated eIF-2 for its activity and
is therefore stimulated by the phosphorylation of this factor during
stresses such as amino acid starvation (Fig. 5.31).

IRES sequences are not confined to yeast, and have been found in a vari-
ety of viral and cellular mRNAs, including a number of mammalian
mRNAs. It appears that in many of these mRNAs, as in the Cat-1 case, the
IRES may have a role in allowing the RNA to continue to be translated
when Cap-dependent translation is inhibited, for example during mitosis
or following stress (for reviews see Hellen and Sarnow, 2001; Stoneley and
Willis, 2004).

As well as widespread repression of translation, regulation of translation
via initiation factors can also produce translational control of specific
mRNAs by acting in conjunction with sequences within the mRNA itself
which are often located within the 5′ untranslated region upstream of the
translational start site (for a review see Jackson and Wickens, 1997). This
is seen in the case of specific mRNAs whose translation is activated by
treatment of cells with insulin or several growth factors (for a review see
Gingras et al., 2001). In this case, in the absence of insulin or growth factor
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the cap binding translational initiation factor eIF-4E (see Section 3.3) is
associated with another protein eIF-4E binding protein (eIF-4Ebp). This
association prevents the other initiation factors eIF-4G and eIF-4A from
binding to the RNA. Such binding is particularly necessary for the trans-
lation of these insulin-regulated mRNAs since they have a high degree of
secondary structure in their 5′ region which must be unwound by the heli-
case activity of eIF-4A before translation can begin. Following insulin or
growth factor treatment, eIF-4Ebp is phosphorylated, releasing it from eIF-
4E and allowing the other factors to bind and unwind the mRNA so that
translation can occur (Fig. 5.32).

Interestingly, the mRNA encoding insulin-like growth factor II itself
exists in two different forms which are 4.8 kb and 6.0 kb long. The longer
mRNA contains sequences upstream of the AUG initiator codon which
render it dependent on the helicase activity of eIF-4A and its translation
is therefore regulated by this pathway. In contrast, the 4.8 kb mRNA lacks
these 5′ sequences and is hence translated in an insulin/growth factor
independent manner (Nielsen et al., 1995). Hence in this case, alternative
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splicing generates two different mRNAs which encode the same protein
but are subject to distinct translational regulation.

Several other cases where translational regulation of particular mRNA
species is mediated by sequences in their 5′ untranslated region have been
defined. Thus, the enhanced translation of the ferritin mRNA in response
to iron is mediated by a sequence in this region which can fold into a
stem-loop structure (for reviews see Hentze and Kuhn, 1996; Aisen et al.,
2001). The structure of this stem-loop is very similar to that found in the
3′ untranslated region of the transferrin receptor mRNA, whose stability
is negatively regulated by the presence of iron (see Fig. 5.27 and Table 5.3).

Post-transcriptional regulation 133

5'

5'

3'

3'

ORF

ORF

ORF

IRES

IRES

IRES

Translation of upstream ORF

Translation

Phosphorylation of eIF2

5' +

elF2 elF2

P

3'

Cat-1
protein

Figure 5.31

Prior to amino acid starvation, the IRES in the cat-1 mRNA is inaccessible.
Following amino acid starvation, however, a small upstream open reading frame
(ORF) is translated into protein and this changes the structure of the mRNA so
exposing the IRES. Moreover, the activity of the IRES is stimulated by the phos-
phorylation of eIF-2 which also occurs after stresses such as amino acid
starvation.

Table 5.3 Regulation of the transferrin receptor and ferritin genes

Effect of iron on Mechanism Position of stem-loop 
protein production structure

Ferritin Increased Increased mRNA translation 5′ untranslated region
Transferrin receptor Decreased Decreased mRNA stability 3′ untranslated region



This has led to the suggestion that such loops may represent functionally
equivalent iron response elements whose opposite effects on gene expres-
sion are dependent upon their position (5′ or 3′) within the RNA molecule.
This idea was confirmed by transferring the transferrin receptor stem-loop
to the 5′ end of an unrelated RNA, resulting in the iron-dependent
enhancement of its translation. The identical structure is therefore capa-
ble of mediating opposite effects on RNA stability and translation,
depending on its position within the RNA molecule.

Such an apparent paradox can be explained if it is assumed that the
stem-loop structure is an iron response element (IRE) which unfolds in the
presence of iron (Fig. 5.33). In the ferritin mRNA, where the element is in
the 5′ end, this will allow the binding and movement of the 40S riboso-
mal subunit along the mRNA until it reaches the initiation codon and
translation begins. In contrast, in the transferrin receptor mRNA, where
this element is in the 3′ untranslated region, such unfolding renders the
RNA susceptible to nuclease degradation at an increased rate. In agreement
with this model, an IRE binding protein (IRE-BP) has been identified which
binds to the stem-loop element in both the ferritin and transferrin recep-
tor mRNAs. The RNA binding activity of IRE-BP increases dramatically in
cells that have been deprived of iron, suggesting that its binding normally
stabilizes the stem-loop structure.

Not all cases of translational regulation mediated by sequences in the
5′ untranslated region operate via such stem-loop structures, however.
Increased expression of the yeast transcriptional regulatory protein GCN4
in response to amino acid starvation is caused by increased translation of

134 Gene Regulation

Insulin-induced
phosphorylation
and release of
elF4Ebp

Unwinding of
secondary
structure

mRNA

mRNA
AUG

el
F4

E

el
F4

G

elF4A

elF4Ebp

elF4Ebp

mRNA
AUG

el
F4

E

el
F4

G

elF4A

mRNAmRNA
AUG

el
F4

E
Translation

Helicase

P

Figure 5.32

In the absence of insulin the translation initiation factor eIF-4E is bound by eIF-
4Ebp and translation does not occur due to the presence of secondary structure
in the mRNA. Following exposure to insulin, eIF-4Ebp is phosphorylated leading
to its release from eIF-4E, eIF-4A and G then bind to eIF-4E and the helicase
activity of eIF-4A then unwinds the RNA allowing translation to occur.



its RNA (for a review see Morris and Geballe, 2000). The translational regu-
lation of this molecule is mediated by short sequences within the 5′
untranslated region of the RNA, upstream of the start point for transla-
tion of the GCN4 protein. As in the case of the upstream ORF in the Cat-1
mRNA (see above), such sequences are capable of being translated to
produce peptides, although in this case only of two or three amino acids
(Fig. 5.34). Unlike the Cat-1 case however, translational initiation at the
second, third or fourth of these upstream sequences in GCN4 to produce
these small peptides, means that the ribosome fails to reinitiate at the
translational start point for GCN4 production and hence this protein is
not synthesized.

Following amino acid starvation, the production of these small peptides
is suppressed and production of GCN4 correspondingly increased. Once
again, this switch in initiation also involves the phosphorylation of the
eIF-2 factor which is involved in translational regulation in response to
heme or stress (see above). Thus following amino acid starvation, transfer
RNA molecules lacking a bound amino acid accumulate and this activates
an enzyme which phosphorylates eIF-2. This decreased activity of eIF-2
caused by its phosphorylation then results in the ribosome not initiating
at three of the upstream sites in the 5′ untranslated region, which allows
increased initiation at the downstream site leading to enhanced GCN4
production.

Interestingly, alternative initiation codons are also found in the genes
encoding two mammalian liver transcriptional regulatory proteins C/EBPα
and C/EBPβ. As discussed in Section 8.4, however, in this case the two
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initiation codons are used to produce two different forms of the proteins.
One of these contains an N-terminal sequence which allows it to activate
transcription, whereas the other form does not and so lacks this ability
and can therefore interfere with the stimulatory activity of the activating
form. Such alternative translation of the same mRNA thus parallels the
use of alternative splicing to produce different protein products from the
same gene.

Study of the cases of translational control where the mechanisms have
been defined thus makes it clear that, although sequences in the 5′
untranslated region of particular mRNAs are frequently involved in the
translational regulation of their expression, the mechanism by which they
do so may differ dramatically in different cases.

Although the 5′ untranslated region is an obvious location for sequences
involved in mediating translational control, cases where sequences in the
3′ untranslated region play a role in the regulation of translation have
been reported. Thus, sequences in this region are involved in modulating
the efficiency of translation of specific mRNAs which occurs upon fertil-
ization of the egg (see above) as well as in mediating the increased
translation of the mRNA encoding lipoxygenase which occurs during
erythroid differentiation (Ostareck et al., 2001). In this case, a sequence in
the 3′ untranslated region of the lipoxygenase mRNA directly controls the
ability of the 60S ribosomal subunit to bind to the mRNA. Thus, early in
erythroid differentiation, the 40S ribosomal subunit can bind to the mRNA
and, as normally occurs, it moves to the AUG translation initiation codon
(see Section 3.3). However, a silencing complex, bound within the 3′
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Presence of short open reading frames capable of producing small peptides in
the 5′ untranslated region of the yeast GCN4 RNA. Translation of the RNA to
produce these small proteins suppresses translation of the GCN4 protein. The
position of the methionine residue beginning each of the small peptides is indi-
cated together with the number of additional amino acids incorporated before a
stop codon is reached. When high amino acid levels are present, the small
proteins are made and the production of GCN4 is therefore suppressed. When
amino acid levels fall, the eIF-2 translational initiation factor is phosphorylated.
This prevents the translation of three of the four short peptides and thereby
promotes GCN4 production.



untranslated region, prevents binding of the 60S ribosomal subunit (Fig.
5.35a). Hence, translation only occurs later in erythroid differentiation
when this block is relieved and the 60S subunit can bind and initiate trans-
lation (Fig. 5.35b).

A completely different mechanism involving sequences in the 3′
untranslated region regulating translation is seen in the case of Xenopus
oocytes (for a review see Richter and Theurkauf, 2001). In this case, a
number of mRNAs are maintained in a non-translated state in dormant
oocytes which are arrested early in meiosis. When the oocyte is stimulated
to undergo meiosis, the poly (A) tail of these mRNAs is lengthened and
the mRNA is translated. Hence, in this case a connection appears to exist
between the extension of the poly (A) tail to its full length and the onset
of translation.

In the case of one of these mRNAs, encoding cyclin B, this has been
shown to occur because in the dormant oocytes the polyadenylation factor
CPSF (see Section 3.3) is not bound to the AAUAAA sequence which is
involved in polyadenylation. However, another factor CPEB is bound to
an adjacent region of the RNA together with a further protein known as
maskin (Fig. 5.36a). Maskin, in turn, appears to interact with the transla-
tion initiation factor eIF-4E and prevent binding of eIF-4G. Hence, maskin
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During erythroid differentiation, translation of the lipoxygenase mRNA is regu-
lated by an inhibitory complex (IC) which binds to the 3′ untranslated region of
the mRNA. Early in erythroid differentiation (a), the 40S ribosomal subunit can
bind to the mRNA and move to the AUG initiation codon. However, the
inhibitory complex prevents the 60S ribosomal subunit from binding and so
translation is inhibited. Later in the differentiation process (b), the negative
effect of the inhibitory complex is blocked and translation occurs.



acts exactly like the eIF-4E binding protein described above in that it
prevents translation by inhibiting binding of eIF-4G.

When the oocyte is stimulated to pass through meiosis, CPEB is phos-
phorylated, which allows it to recruit CPSF to the AAUAAA sequence and
hence polyadenylation occurs. This also results in maskin dissociating from
eIF-4E, thereby allowing eIF-4G to bind and translation to begin (Fig. 5.36b).

Hence, mechanisms involving regulation of translation by eIF-4E can
involve either a protein (eIF-4bp) which binds only to eIF-4E or one
(maskin) which is recruited by an RNA-bound protein (CPEB). Similarly,
regulation of translation via sequences located in the 3′ untranslated
region can involve different mechanisms just as occurs for processes
involving sequences near the 5′ end of the mRNA.

In summary, therefore, it is clear that cases of translational control can
be mediated by sequences in various parts of the RNA and can involve
secondary structure, use of different translation initiation codons, regula-
tion of ribosome binding or the regulation of polyadenylation.
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In Xenopus oocytes arrested early in meiosis, polyadenylation of the cyclin B
mRNA is blocked by the lack of CPSF bound to the AAUAAA polyadenylation
signal whilst its translation is blocked by the maskin protein which binds to the
translation initiation factor eIF-4E and prevents eIF-4G from binding (a)
(compare Fig. 5.31). When the oocyte is activated and moves through meiosis,
a protein known as CPEB is phosphorylated (b). This results in CPSF being able
to bind to CPEB, thereby recruiting it to the AAUAAA sequence and allowing
polyadenylation to occur. This also disrupts the association of maskin and eIF-4E,
allowing binding of eIF-4G and initiation of translation.



Significance of translational control

Many of the cases of translational control occur in situations where very
rapid responses are required. Thus, following fertilization, a very rapid acti-
vation of cellular growth processes is required. Similarly, following heat
shock it is necessary to shut down rapidly the synthesis of most enzymes
and structural proteins and begin to synthesize the protective heat-shock
proteins. Such regulation can be achieved rapidly by translational control,
supplemented by increased transcription of the genes encoding the heat-
shock proteins. Once again, as with other cases of post-transcriptional
regulation, translational control can be viewed as supplementing the regu-
lation of transcription in order to meet the requirements of particular
specialized cases. In the case of the heat-shock proteins, this combination
of transcriptional and translational control is further supplemented by an
increased stability of the heat-shock mRNAs following exposure to
elevated temperature, providing a further means of producing a rapid and
effective response.

The case of the yeast GCN4 protein provides a different aspect to trans-
lational control, however. This protein is a transcriptional regulator,
which increases the transcription of several genes encoding the enzymes
of amino acid biosynthesis in response to a lack of one or more amino
acids. In this case the synthesis of a transcriptional regulatory protein is
regulated by translational control. When taken together with the increas-
ing evidence (see Section 8.4) that many mammalian transcriptional
regulatory molecules may pre-exist in an inactive form and be activated
by protein modifications (for example, phosphorylation), this suggests
that it may be necessary for the cell to control the expression of some of
its transcriptional regulatory molecules at levels other than that of gene
transcription. Translational control may be one means by which such
regulation is achieved.

5.7 Inhibition of gene expression by small RNAs

Throughout this chapter, we have discussed cases where particular
sequences in mRNA are targeted by specific proteins to produce alterna-
tive splicing, altered transport, stability or translation or to edit the RNA.
In the last few years, however, it has become clear that post-transcriptional
regulation can also be achieved by very small RNA molecules of between
19 and 25 bases in length, which also interact with specific mRNAs to
inhibit their activity.

Such micro RNAs or small interfering RNAs are produced in a variety of
different cell types in organisms ranging from yeast to man, where they
act to inhibit gene expression (for reviews see Bartel, 2004; Mello and
Conte, 2004; Novina and Sharp, 2004). The first description of such a short
RNA was in the nematode worm, where it was shown that the lin-4 gene
produces a 22-base small single-stranded RNA. This RNA binds to comple-
mentary sequences in the 3′ untranslated region of the lin-14 RNA and
represses its translation (Fig. 5.37).

In the last few years, this initial discovery has been supplemented by
the characterization of these small RNAs as playing a critical role in a
number of situations. Thus, a micro RNA has been shown to be specifi-
cally expressed in B lymphoid cells of the mouse and its artificial
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expression in non-expressing progenitor cells results in an increase in the
number of B lymphocytes, indicating its critical role (Fig. 5.38) (Chen et
al., 2004). Similarly, a novel micro RNA has been shown to be produced
specifically in the pancreas and to play a role in regulating insulin secre-
tion (Poy et al., 2004). Moreover, micro RNAs have been found to regulate
the synthesis of numerous transcription factors in plants (see Chen, 2004),
indicating the range of species which exhibit this phenomenon and rein-
forcing our earlier conclusion (Section 5.6) that the genes encoding
transcription factors are often regulated post-transcriptionally.

Although the lin-4 RNA inhibits lin-14 by blocking translation of the
mRNA, this is not the only mechanism by which micro RNAs can act.
Thus, other micro RNAs have been shown to bind to complementary
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In the mouse, the miR-181 micro RNA is expressed specifically in B lymphocytes
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tion of B lymphocytes indicating its functional importance (panel b).



sequences in their mRNA targets and stimulate degradation of the mRNA.
Interestingly, in the plant Arabidopsis, this process has been shown to be
triggered by the loss of the cap at the 5′ end of the RNA (see Section 3.3).
Following decapping, a small inhibiting RNA is produced by copying a
portion of the decapped RNA. In turn, this partially double-stranded RNA
is recognized as a target by enzymes which degrade the RNA (Fig. 5.39)
(Gazzani et al., 2004).

Hence, different small RNAs can inhibit gene expression by two distinct
post-transcriptional mechanisms (Fig. 5.40 a,b) (for a review see Meister
and Tuschl, 2004). Indeed, it appears that other micro RNAs can also act
at the level of transcription by inducing an inactive chromatin structure
in their target gene (Fig. 5.40 c). This appears to involve the small RNA
inducing the methylation of histones which play a key role in regulating
chromatin structure (see Section 6.6).

In recent years, many laboratories have taken advantage of the phenom-
enon of RNA interference (RNAi) to probe the function of specific genes,
by introducing into cells small RNAs targeted against a particular gene
product. Although this is a valuable experimental tool which has attracted
enormous attention, it is clear that the natural phenomenon on which it
is based plays a critical role in regulating gene expression at a variety of
levels in a wide range of organisms.

5.8 Conclusions

A wide variety of cases exist in which gene expression can be regulated at
levels other than transcription. In some lower organisms such post-tran-
scriptional regulation may constitute the predominant form of gene
control. In mammals, however, it appears to represent an adaptation to
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particular situations, for example, the need to respond rapidly to the with-
drawal of hormonal stimulation or stress by the regulation of RNA stability
or translation. Similarly, post-transcriptional regulation may be the
predominant one for the proteins which themselves regulate the tran-
scription of other genes. Moreover, whole genome studies using both gene
arrays (see Section 1.3) and the very large amount of DNA sequence data
which are now available, have confirmed early studies on individual genes
and shown the importance of post-transcriptional processes in generating
multiple related proteins from one gene. Thus, up to 75% of human genes
with multiple exons are subject to alternative splicing (Johnson et al.,
2003), whilst multiple new targets for RNA editing have been identified
in this way (Hoopengardner et al., 2003).
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Transcriptional control –
chromatin structure 6

SUMMARY

● In eukaryotes gene regulation involves long-term changes which allow
a cell to become and remain committed to a particular pattern of gene
expression.

● These changes occur prior to a gene becoming active and involve an
alteration in the chromatin structure of the whole gene from the
tightly-packed solenoid structure to the more open “beads on a string”
structure.

● These changes result in the chromatin of active or potentially active
genes exhibiting:
(a) Enhanced sensitivity to digestion with DNaseI
(b) Undermethylation on specific C residues in the DNA
(c) Changes in the post-translational modifications of the histones
associated with the DNA

● At specific regulatory sites within the gene, chromatin remodeling
complexes produce greater changes in the chromatin structure result-
ing in the appearance of sites which are hypersensitive to DNaseI
digestion.

● As well as its role in global gene regulation, alterations in chromatin
structure are also involved in other biological processes such as X-chro-
mosome inactivation and genomic imprinting.

6.1 Introduction

Having established that the primary control of eukaryotic gene expression
lies at the level of transcription, it is necessary to investigate the mecha-
nisms responsible for this effect. The fact that regulation at transcription
is also responsible for the control of gene expression in bacteria suggests
that insights into these procedures obtained in these much simpler organ-
isms (for a review see Travers, 1993) may be applicable to higher
organisms. It is possible therefore that regulation of transcription in
eukaryotes might occur by means of a protein, present in all tissues, which
binds to the promoter region of a particular gene and prevents its expres-
sion. In one particular cell type, or in response to a particular signal such
as heat shock, this protein would be inactivated either directly (Fig. 6.1a)
or by binding of another factor (Fig. 6.1b), and would no longer bind to
the gene. Hence transcription would occur only in the one cell type or in
response to the signal. This mechanism is based on that regulating the



expression in the bacterium E. coli of the lac operon containing the genes
encoding proteins required for the metabolism of lactose. This operon is
normally repressed by the lac repressor protein; binding of lactose to this
protein, however, results in its inactivation and allows transcription of the
operon (for a review see Muller-Hill, 1996).

Alternatively, the fact that most eukaryotic genes are inactive in most
tissues, and become active only in one tissue or in response to a particu-
lar signal, suggests that it may be more economical to have a system in
which the gene is constitutively inactive in most tissues, without any
repressor being required. Activation of the gene would then require a
particular factor binding to its promoter. The specific expression pattern
of the gene would be controlled by the presence of this factor only in the
expressing cell type (Fig. 6.2a) or, alternatively, by the factor’s requirement
for a co-factor such as a steroid hormone to convert it to an active form
(Fig. 6.2b). This mechanism is based on the regulation of the ara operon
in E. coli in which binding of the substrate arabinose to the regulatory
araC protein allows it to induce transcription of the genes required for the
metabolism of arabinose (for a review see Raibaud and Schwartz, 1984).

Hence, based on the known mechanisms of gene regulation in bacteria,
it is possible to produce models of how gene regulation might operate in
eukaryotes. Indeed, a considerable amount of evidence indicates that
many cases of gene regulation do use the activation type mechanisms seen
in the arabinose operon. Thus, as will be discussed in Chapters 7 and 8,
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Model for the activation of gene expression in a particular tissue by inactivation
(a) or binding out (b) of a repressor present in all tissues.



the effects of glucocorticoid and other steroid hormones on gene expres-
sion are mediated by the binding of the steroid to a receptor protein. This
activated complex then binds to particular sequences upstream of steroid-
responsive genes and activates their transcription.

Even in the case of steroid hormones, however, such mechanisms
cannot account entirely for the regulation of gene expression. In the
chicken, administration of the steroid hormone estrogen results in the
transcriptional activation in oviduct tissue of the gene encoding ovalbu-
min, as discussed in Chapter 4. In the liver of the same organism, however,
estrogen treatment has no effect on the ovalbumin gene but instead results
in the activation of a completely different gene, encoding the protein
vitellogenin. Such tissue-specific differences in the response to a particu-
lar treatment are, of course, entirely absent in single-celled bacteria and
cannot be explained simply on the basis of the activation of a single DNA-
binding protein by the hormone.

Similarly, models of this type cannot explain the data obtained by
Becker et al. (1987) in their studies of the regulation of the rat tyrosine
amino-transferase gene. All the protein factors binding to the regulatory
regions of this gene were detectable in both the liver, where the gene is
expressed, and in other tissues, where no expression is observed.
Moreover, the proteins isolated from these tissues were equally active in
binding to the appropriate region of the gene in deproteinized DNA. Only
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in the liver, however, was actual binding of these factors to the DNA of
the gene within its normal chromosomal structure detectable. Once again,
these data cannot be explained solely on the basis of models in which
proteins stimulate or inhibit gene expression by binding to appropriate
DNA sequences. Rather, an understanding of eukaryotic gene regulation
will require a knowledge of the ways in which the relatively short-term
regulatory processes mediated by the binding of proteins to specific DNA
sequences in this manner interact with the much longer-term regulatory
processes, which establish and maintain the differences between particu-
lar tissues and also control their response to treatment with effectors such
as steroids. This baseline regulation of chromatin structure thus renders
eukaryotic gene regulation fundamentally different from prokaryotic gene
regulation where this does not occur (for a review see Struhl, 1999). The
long-term control processes which regulate chromatin structure will be
discussed in this chapter, and the DNA sequences and proteins which actu-
ally regulate transcription in response to particular signals will be
discussed in Chapters 7 and 8.

6.2 Commitment to the differentiated state and its stability

It is evident that the existence of different tissues and cell types in higher
eukaryotes requires mechanisms that establish and maintain such differ-
ences, and that these mechanisms must be stable in the long term. Thus,
despite some exceptions (see Section 2.2), tissues or cells of one type do
not, in general, change spontaneously into another cell type. Inspection
of mammalian brain tissue does not reveal the presence of cells typical of
liver or kidney, and antibody-producing B cells do not spontaneously
change into muscle cells when cultured in the laboratory. Hence, cells
must be capable of maintaining their differentiated state, either within a
tissue or during prolonged periods in culture.

Indeed, the long-term control processes that achieve this effect must
regulate not only the ability to maintain the differentiated state more or
less indefinitely but also the observed ability of cells to remember their
particular cell type, even under conditions when they cannot express the
characteristic features of that cell type. Thus in the experiments of Coon
(1966) it was possible to regulate the behavior of cartilage-producing cells
in culture according to the medium in which they were placed. In one
medium the cells were capable of expressing their differentiated pheno-
type and produced cartilage-forming colonies synthesizing an extracellular
matrix containing chondroitin sulfate. By contrast, in a medium favoring
rapid division the cells did not form such colonies and, instead, divided
rapidly and lost all the specific characteristics of cartilage cells, becoming
indistinguishable from undifferentiated fibroblast-like cells in appearance.
Nonetheless, even after 20 generations in this rapid growth medium the
cells could resume the appearance of cartilage cells and synthesis of chon-
droitin sulfate if returned to the appropriate medium. This process did not
occur if other cell types or undifferentiated fibroblast cells were placed in
an identical medium. Hence the cartilage cells were capable not only of
maintaining their differentiated cell type in a particular medium supply-
ing appropriate signals, but also of remembering it in the absence of such
signals and returning to the correct differentiated state when placed in the
appropriate medium.
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These experiments lead to the idea that cells belong to a particular lin-
eage and that mechanisms exist to maintain the commitment of cells to
a particular lineage, even in the absence of the characteristics of the differ-
entiated phenotype. A variety of evidence exists to suggest that cells
become committed to a particular differentiated stage or lineage well
before they express any features characteristic of that lineage, and that
such commitment can be maintained through many cell generations.

Perhaps the most dramatic example of this effect occurs in the fruit fly,
Drosophila melanogaster. In this organism, the larva contains many disks
consisting of undifferentiated cells located at intervals along the length of
the body and indistinguishable from each other in appearance. Eventually,
these imaginal disks (Hadorn, 1968) will form the structures of the adult,
the most anterior pair producing the antennae and others producing the
wings, legs, etc. In order to do this, however, the disks must pass through
the intermediate pupal state where they receive the appropriate signals to
differentiate into the adult structures. If they are removed from the larva
and placed directly in the body cavity of the adult, they will remain in an
undifferentiated state, since the signals inducing differentiation will not
be received (Fig. 6.3).

This process can be continued for many generations. Thus the disk
removed from the adult can be split in two, one half being used to prop-
agate the cells by being placed directly in another adult and the other half
being tested to see what it will produce when placed in a larva that is
allowed to proceed to an adult through the pupal state. When this is done,
it is found that a disk which would have given rise to an antenna can still
do so when placed in a larva after many generations of passage through
adult organisms in an undifferentiated state. This is the case even if the
disk is placed at a position within the larva very different from that
normally occupied by the imaginal disk producing the antenna. The cells
of the imaginal disk within the normal larva must therefore have under-
gone a commitment event to the eventual production of a particular
differentiated state, which they can maintain for many generations, prior
to having ever expressed any features characteristic of that differentiated
state (Fig. 6.3).

These examples of the stability of the differentiated state and commit-
ment to it imply the existence of long-term regulatory processes capable
of maintaining such stability. However, the existence of cases where such
stability breaks down, either artificially following nuclear transplantation
or more naturally as in lens regeneration (see Section 2.2), indicates that
such processes, although stable, cannot be irreversible. Indeed, even in the
imaginal disks of Drosophila the stability of the committed state can be
broken down by culture for long periods in adults, the disks giving rise
eventually to tissues other than the one intended originally when placed
in the larva. This breakdown of the committed state is not a random
process but proceeds in a highly characteristic manner. Wing cells are the
first abnormal cells produced by a disk that should produce an eye, with
other cell types being produced only subsequently. Similarly, a disk that
should produce a leg never produces genitalia, although it can produce
other cell types. The various transitions that can occur in this system are
summarized in Fig. 6.4. Most interestingly, these various transitions are
precisely those observed in the homeotic mutations in Drosophila (see
Section 8.2) which convert one adult body part into another. Hence each
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The use of larval imaginal discs to demonstrate the stability of the committed
state. The disc cells maintain their commitment to produce a specific adult
structure even after prolonged growth in an undifferentiated state in successive
adults. Redrawn from J.B. Gurdon, Control of Gene Expression in Animal
Development (1974), Oxford University Press, Oxford, by permission of Professor
J.B. Gurdon and Oxford University Press.
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Structures that arise from specific imaginal disks of Drosophila following the
breakdown of commitment. Redrawn from D.J. Cove, Genetics (1971),
Cambridge University Press, by permission of Professor D.J. Cove and Cambridge
University Press.



of these transitions is likely to be controlled by a specific gene whose activ-
ity changes when commitment breaks down.

These examples and the other experiments discussed in Section 2.2 elim-
inate irreversible mechanisms such as DNA loss as a means of explaining
the process of commitment to the differentiated state. Rather, the semi-
stability of this process and its propagation through many cell generations
is due to the establishment of a particular pattern of association of the
DNA with specific proteins. The structure formed by DNA and its associ-
ated proteins is known as chromatin. An understanding of how long-term
gene regulation is achieved therefore requires a knowledge of the struc-
ture of chromatin.

6.3 Chromatin structure

If the DNA in a single human individual were to exist as an extended
linear molecule, it would have a length of 5 × 1010 km and would extend
100 times the distance from the Earth to the Sun. Clearly this is not the
case. Rather, the DNA is compacted by folding in a complex with specific
nuclear proteins into the structure known as chromatin (for a review see
Wolffe, 1995). Of central importance in this process are the five types of
histone proteins (Table 6.1) whose high proportion of positively charged
amino acids neutralizes the net negative change on the DNA and allows
folding to occur. The basic unit of this folded structure is the nucleosome
(for reviews see Kornberg and Lorch, 1999; Bradbury, 2002;
Khorasanizadeh, 2004), in which approximately 200 base pairs of DNA are
associated with a histone octamer containing two molecules of each of
the four core histones, H2A, H2B, H3, and H4 (Fig. 6.5). In this structure
approximately 146 base pairs of DNA make almost two full turns around
the histone octamer, and the remainder serves as a linker DNA, joining
one nucleosome to another.

The detailed arrangement of the histones and the DNA within the
nucleosome has been confirmed by high resolution structural analysis
using X-ray crystallography (Luger et al., 1997; Rhodes, 1997; Richmond
and Davey, 2003) (color plate 9). This demonstrates that the histones form
H2A-H2B and H3-H4 heterodimers which then associate to form the
histone octamer with the DNA wrapped around the surface of the octamer.
Interestingly, the amino-terminal tails of the histones extend beyond the
surface of the nucleosome particle and are likely to be involved in inter-
actions between nucleosomes. This is of particular interest since these
amino-terminal histone tails are subject to specific modifications which
are known to alter chromatin structure (see Section 6.6) and these modi-
fications may thus act by affecting the nucleosome–nucleosome
interactions which are mediated via these regions of the histone molecule.
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Table 6.1 The histones

Histone Type Molecular weight Molar ratio

H1 Lysine rich 23000 1
H2A Slightly lysine rich 13960 2
H2B Slightly lysine rich 13744 2
H3 Arginine rich 15342 2
H4 Arginine rich 11282 2



Within the nucleosome, the linker DNA is more accessible than the
highly protected DNA tightly wrapped around the octamer and is there-
fore preferentially cleaved when chromatin is digested with small amounts
of the DNA-digesting enzyme, micrococcal nuclease. Thus, if DNA is
isolated following such mild digestion of chromatin, on gel electrophore-
sis it produces a ladder of DNA fragments of multiples of 200 base pairs,
representing the results of cleavage in some but not all linker regions (Fig.
6.6a, track T). This can be correlated with the properties of nucleosomes
isolated from the digested chromatin. Thus a partially digested chromatin
preparation can be fractionated into individual nucleosomes associated
with 200 bases of DNA (Fig. 6.6a, track D), dinucleosomes associated with
400 bases of DNA (Fig. 6.6a, track C), and so on (Finch et al., 1975). The
individual mononucleosomes, dinucleosomes, or larger complexes in each
of these fractions can be observed readily in the electron microscope (Fig.
6.6b). These experiments provide direct evidence for the organization of
DNA into nucleosomes within the cell.

This organization of DNA into nucleosomes, which can be directly
visualized in the electron microscope as the beads on a string structure
of chromatin (Fig. 6.7, page 156), constitutes the first stage in the pack-
aging of DNA. Subsequently this structure is folded upon itself into a
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(a) Separation of mononucleosomes (D), dinucleosomes (C), trinucleosomes (B), and tetranucleo-
somes (A) by sucrose gradient centrifugation. The upper panel shows the peaks of absorbance
produced by the individual fractions of the gradient, the lower panel shows the DNA associated with
each fraction separated by gel electrophoresis. Track T shows the DNA ladder produced from a
preparation containing all the individual nucleosome fractions.
(b) Electron microscopic analysis of the fractions separated in panel (a). Mononucleosomes are
clearly visible in fraction D, dinucleosomes in fraction C, and so on. Photographs kindly provided by
Dr J.T. Finch, from Finch et al., PNAS 72, 3320–3322 (1975).



much more compact structure, known as the solenoid (Fig. 6.8). In the
formation of this structure histone H1 plays a critical role. As will be
seen from Table 6.1, this histone is present at half the level of the other
histones and is not part of the core histone octamer. Instead, one mole-
cule of histone H1 seals the two turns which the DNA makes around
the core octamer of the other histones. In the solenoid structure, these
single histone H1 molecules associate with one another, resulting in
tight packing of the individual nucleosomes into a 30 nm fiber (for
reviews see Felsenfeld and McGhee, 1986; van Holde and Zlatanova,
1995; Mohd-Sarip and Verrijzer, 2004). This 30 nm fiber is the basic
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Figure 6.7

Beads on a string structure of chromatin visualized in the electron microscope in
the presence (a) or absence (b) of histone H1. The bar indicates 0.5 µm.
Photograph kindly provided by Dr F. Thoma, from Thoma et al., J. Cell. Biol. 83,
403–427 (1979), by permission of Rockefeller Press.



structure of chromatin in cells not undergoing division, although
during cell division the DNA is further compacted by extensive loop-
ing of the 30 nm fiber to form the readily visible chromosomes. In this
further compacted structure the fiber loops are linked at their bases, via
specific DNA sequences known as matrix attachment regions (MAR), to
a protein scaffold known as the nuclear matrix (for a review see Horn
and Peterson, 2002) (Fig. 6.9, page 158).

6.4 Changes in chromatin structure in active or potentially
active genes

Active DNA is organized in a nucleosomal structure

Having established that the bulk of cellular DNA is associated with histone
molecules in a nucleosomal structure, an obvious question is whether
genes which are either being transcribed or are about to be transcribed in
a particular tissue are also organized in this manner or whether they exist
as naked, nucleosome-free DNA.
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Figure 6.8

The solenoid structure of chromatin. Photograph kindly provided by 
Dr J. McGhee, from McGhee et al., Cell 33, 831–841 (1983), by permission of
Cell Press.



Two main lines of evidence suggest that such genes are organized into
nucleosomes. Firstly, if DNA that is being transcribed is examined in the
electron microscope, in most cases, the characteristic beads on a string
structure (see Section 6.3) is observed, with nucleosomes visible both
behind and in front of the RNA polymerase molecules transcribing the
gene (Fig. 6.10; McKnight et al., 1978). Thus, although this structure may
break down in genes which are being extremely actively transcribed, such
as occurs for the genes encoding ribosomal RNA during oogenesis, it is
maintained in most transcribed genes.

Second, if DNA organized into nucleosomes is isolated as a ladder of
characteristically sized fragments following mild digestion with micro-
coccal nuclease (see Fig. 6.6), the DNA from active genes is found in
these fragments in the same proportion as in total DNA (Lacey and Axel,
1975). Similarly, no enrichment or depletion in the amount of a partic-
ular gene found in these fragments is observed when the DNA isolated
from a tissue actively transcribing the gene is compared with DNA
isolated from a tissue that does not transcribe it. The ovalbumin gene,
for example, is found in nucleosome-sized fragments of DNA in these
experiments, regardless of whether chromatin from hormonally stimu-
lated oviduct tissue or from liver tissue is used. This is in agreement with
the idea that transcribed DNA is still found in a nucleosomal structure
rather than as naked DNA, which would be rapidly digested by micro-
coccal nuclease and hence would not appear in the ladder of
nucleosome-sized DNA fragments.

Sensitivity of active chromatin to DNaseI digestion

In order to probe for other differences that may exist between transcribed
and non-transcribed DNA, many workers have studied the sensitivity of
these different regions to digestion with the pancreatic enzyme deoxyri-
bonuclease I (DNaseI). Although this enzyme will eventually digest all the
DNA in a cell, if it is applied to chromatin in small amounts for a short
period, only a small amount of the DNA will be digested. The proportion
of transcribed or non-transcribed genes present in the relatively resistant
undigested DNA in a given tissue compared with the proportion in total
DNA can therefore be used to detect the presence of differences between

158 Gene Regulation

Attachment
to scaffold

30 nM
fiber

20–80 000 bases

Figure 6.9

Folding of specific regions of the 30 nM solenoid
fiber to form a loop which is attached to the
nuclear scaffold.



active and inactive DNA in their sensitivity to digestion with this enzyme.
The fate of an individual gene in this procedure can be followed simply
by cutting the DNA surviving digestion with an appropriate restriction
enzyme and carrying out the standard Southern blotting procedure
(Methods Box 2.1) with a labelled probe derived from the gene of inter-
est. The presence or absence of the appropriate band derived from the gene
in the digested DNA provides a measure of the resistance of the gene to
DNaseI digestion (Fig. 6.11; Methods Box 6.1).
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Figure 6.10

Electron micrograph of chromatin from a Drosophila embryo. Note the identical
“beads on a string” structure of the chromatin that is not being transcribed
(NT) and the chromatin that is being transcribed (T) into the readily visible
ribonucleoprotein fibrils. Photograph kindly provided by Professor O.L. Miller,
from McKnight et al., Cold Spring Harbor Symposium 42, 741 (1978), by permis-
sion of Cold Spring Harbor Laboratory.

METHODS BOX 6.1

Probing chromatin structure with DNaseI (Fig. 6.11)

● Isolate chromatin (DNA and associated histones and other proteins).
● Partially digest chromatin with DNaseI.
● Purify partially digested DNA by removing protein.
● Digest with restriction enzyme and carry out Southern blotting with

probe for gene of interest (see Methods Box 2.1).
● Monitor disappearance of band for DNA of interest in samples where

increasing amounts of DNaseI have been used to digest chromatin.



This procedure has been used to demonstrate that a very wide range of
genes that are active in a particular tissue exhibit a heightened sensitivity
to DNaseI, which extends over the whole of the transcribed gene and for
some distance upstream and downstream of the transcribed region. For
example, when chromatin from chick oviduct tissue is digested, the active
ovalbumin gene is rapidly digested and its characteristic band disappears
from the Southern blot under digestion conditions which leave the DNA
from the inactive globin gene undigested. This difference between the
globin and ovalbumin genes is dependent upon their different activity in
oviduct tissue rather than any inherent difference in the resistance of the
genes themselves to digestion. Thus, if the digestion is carried out with
chromatin isolated from red blood cell precursors in which the globin gene
is active and that encoding ovalbumin is inactive, the reverse result to that
seen in the oviduct is obtained, with the globin DNA exhibiting prefer-
ential sensitivity to digestion and the ovalbumin DNA being resistant to
such digestion.

It is clear, therefore, that actively transcribed genes, though packaged
into nucleosomes, are in a more open chromatin structure than that found
for non-transcribed genes, and are hence more accessible to digestion with
DNaseI. This altered chromatin structure is not confined to the very active
genes such as globin and ovalbumin but appears to be a general charac-
teristic of all transcribed genes, whatever their rate of transcription. Thus,
if chromatin is digested using conditions that degrade less than 10% of
the total DNA, over 90% of transcriptionally active DNA is digested, the
DNA of genes encoding rare mRNAs being as sensitive as those encoding
abundant mRNAs. Hence, the altered chromatin structure of active genes
does not appear to be dependent upon the act of transcription itself, since
the genes encoding rare mRNAs will be transcribed only very rarely.
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Preferential sensitivity of chromatin containing active genes to digestion with
DNaseI, as assayed by Southern blotting with specific probes.



In agreement with this idea, the altered DNaseI sensitivity of previously
active genes persists even after transcription has ceased. For example, the
ovalbumin gene remains preferentially sensitive to the enzyme when
chromatin is isolated from the oviduct after withdrawal of estrogen when,
as we have previously seen, transcription of the gene ceases (see Section
4.2). A similar preferential sensitivity to DNaseI is also observed for the
genes encoding the fetal forms of globin, which are not transcribed in
adult sheep cells, and for the adult globin genes in mature (14-day)
chicken erythrocytes, following the switching off of transcription.

As well as being detectable after transcription has ceased permanently,
such increased sensitivity can also be detected in genes about to become
active, prior to the onset of transcription. As discussed previously (see
Section 4.2), the transcription of the globin gene in Friend
erythroleukemia cells only occurs following treatment of the cells with
dimethyl sulfoxide. Increased sensitivity to DNaseI digestion is observed,
however, in both the treated cells, which transcribe the gene at high levels
and in the unstimulated cells which do not.

The altered, more open, chromatin structure detected by increased
DNaseI sensitivity does not therefore reflect the act of transcription itself.
Rather, it appears to reflect the ability to be transcribed in a particular
tissue or cell type. Hence, in cells that have become committed to a partic-
ular lineage expressing particular genes, such commitment will be
reflected in an altered chromatin structure which will arise prior to the
onset of transcription and will persist after transcription has ceased. The
ability of imaginal disk cells in Drosophila to maintain their commitment
to give rise to a particular cell type in the absence of overt differentiation
(see Section 6.2) is likely, therefore, to be due to the genes required in that
cell type having already assumed an open chromatin structure. Moreover,
a breakdown in this process resulting in a change in the chromatin struc-
ture of a particular regulatory gene would result in a change in the
commitment of the disk cells, as illustrated in Fig. 6.4. Similarly, the
altered chromatin structure of the genes required in cartilage cells would
be retained in cells cultured in media not supporting expression of these
genes, allowing the restoration of the differentiated cartilage phenotype
when the cells are transferred to an appropriate medium (see Section 6.2).

As described in Section 6.4, active or potentially active DNA is still
organized in the “beads on a string structure”. However, its enhanced
DNaseI sensitivity reflects the fact that it does not form the much more
tightly packed solenoid structure (Section 6.3) which is formed by the bulk
of DNA that is not about to be or being transcribed. Hence, commitment
to a particular pattern of gene expression involves a move from the tightly
packed solenoid structure to the more open “beads on a string” structure
(Fig. 6.12). As the DNA in this structure is more accessible, it is therefore
more readily digested by DNaseI.

Although the greater accessibility to DNaseI of active or potentially
active DNA simply represents an experimental tool for dissecting its chro-
matin structure, the alteration of chromatin to a more open structure in
committed cells is likely to be a necessary prerequisite for gene expression
and hence of major biological significance. Thus, it will allow the trans-
acting factors, which actually activate transcription of the gene, access to
their appropriate DNA target sequences within it. Hence the different
structure of potentially active genes can explain why a particular steroid
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hormone, such as estrogen, can induce activity of one particular gene in
one tissue and another gene in a different tissue (see Section 6.1). Thus
the ovalbumin gene in the oviduct would be in an open configuration,
allowing induction to occur, whereas the more closed configuration of the
vitellogenin gene would not allow access to the complex of hormone and
receptor, and induction would not occur. The reverse situation would
apply in liver tissue, allowing induction of the vitellogenin and not the
ovalbumin gene.

Therefore, the changes in chromatin structure detected by DNaseI diges-
tion play an important role in establishing the commitment to express
the specific genes characteristic of a particular lineage. As well as this
change in chromatin structure a variety of biochemical changes have been
observed in DNA or its associated proteins in areas which are about to be
or are being transcribed. These biochemical changes in turn lead to the
alterations in chromatin structure, detected by DNaseI digestion and they
are discussed in the next two sections.

6.5 Alterations in DNA methylation in active or potentially
active genes

Nature of DNA methylation

Although DNA consists of the four bases adenine, guanine, cytosine and
thymine, it has been known for many years that these bases can exist in
modified forms bearing additional methyl groups. The most common of
these in eukaryotic DNA is 5-methyl cytosine (Fig. 6.13), between 2 and
7% of the cytosine in mammalian DNA being modified in this way (for
reviews see Bestor and Coxon, 1993; Colot and Rossignol, 1999; Jones and
Takai, 2001).

Approximately 90% of this methylated C occurs in the dinucleotide,
CG, where the methylated C is followed on its 3′ side by a G residue.
Conveniently, this sequence forms part of the recognition sequence
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Active or potentially active DNA is in the beads on a string chromatin structure
whereas transcriptionally inactive DNA is in the more tightly packed solenoid
structure.



(CCGG) for two restriction enzymes, MspI and HpaII, which differ in their
ability to cut at this sequence when the central C is methylated. Thus MspI
will cut whether or not the C is methylated and HpaII will only do so if
the C is unmethylated. This characteristic allows the use of these enzymes
to probe the methylation state of the fraction of CG dinucleotides that is
within cleavage sites for these enzymes. Hence, if DNA is digested with
either HpaII or MspI, both enzymes will give the same pattern of bands
only if all the C residues within the recognition sites are unmethylated.
In contrast, if any sites are methylated, larger bands will be obtained in
the HpaII digest, reflecting the failure of the enzyme to cut at particular
sites (Fig. 6.14). If this procedure is used in conjunction with Southern
blot hybridization using a probe derived from a particular gene, the
methylation pattern of the HpaII/MspI sites within the gene can be deter-
mined.

When this is done it is found that although some CG sites are always
unmethylated and others are always methylated, a number of sites
exhibit a tissue-specific methylation pattern, being methylated in some
tissues but not in others. Such sites within a particular gene are unmethy-
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Structure of 5-methyl cytosine.
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Detection of differences in DNA methylation between different tissues, using the
restriction enzymes MspI and HpaII.



lated in tissues where the gene is active or potentially active and methy-
lated in other tissues (for a review see Ng and Bird, 1999). For example,
a particular site within the chicken globin gene is methylated in a wide
variety of tissues and is therefore not digested with HpaI, but is unmethy-
lated and therefore susceptible to digestion in DNA prepared from
erythrocytes (Fig. 6.15). Similarly, the tyrosine amino-transferase gene,
which is expressed only in the liver (Section 6.1), is undermethylated in
this tissue when compared with other tissues where it is not expressed.
The possibility suggested by this finding that the trans-acting factors,
which regulate the expression of this gene and are detectable in all tissues,
may be inhibited from binding to the gene in tissues where it is methy-
lated, is confirmed by the observation that artificial methylation of the
gene prevents the binding of at least one of these factors. Interestingly,
clusters of unmethylated CG sites, known as CpG islands, are also
observed in constitutively expressed genes, although such sites remain
unmethylated in all tissues consistent with the activity of the gene in all
cell types.

In the case of tissue-specific genes which exhibit changes in methyla-
tion pattern, undermethylation, like DNaseI sensitivity, is observed prior
to the onset of transcription and persists after its cessation. For example,
the undermethylation of the chicken globin gene persists in mature
erythrocytes, where the gene is not being transcribed but is still sensitive
to DNaseI digestion. Most interestingly, the region in which unmethy-
lated C residues are found correlates with that exhibiting heightened
DNaseI sensitivity and is also depleted of histone H1. As with DNaseI sensi-
tivity, therefore, undermethylation is a consequence of commitment to a
particular pattern of gene expression, and is associated with the change
in chromatin structure observed in active or potentially active genes.

Evidence that DNA methylation plays a role in regulating
chromatin structure

Although undermethylation is therefore associated with the more open
chromatin structure of active DNA, this association does not prove that it
has a key role in creating this structure. Two lines of evidence suggest,
however, that this is indeed the case and that alterations in DNA methy-
lation can affect chromatin structure and gene expression.
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Tissue-specific methylation of MspI/HpaII sites in the chicken globin gene results
in the methylation-sensitive enzyme, HpaII, producing a band in red blood cell
DNA that is identical to that produced by the methylation-insensitive MspI, but
producing a larger band in brain DNA. Redrawn from Weintraub et al., Cell 24,
333–344 (1981), by permission of Professor H. Weintraub and Cell Press.



Introduction of methylated DNA into cells

A number of experiments have shown that if DNA containing 5-methyl
cytosine is introduced into cells it is not expressed, whereas the same DNA
which has been demethylated is expressed. These experiments have been
carried out using both eukaryotic viruses and cellular genes, such as those
encoding β- and γ-globin, cloned into plasmid vectors. In these experi-
ments the methylated DNA adopts a DNaseI-insensitive structure typical
of inactive genes whereas unmethylated DNA adopts the DNaseI-sensitive
structure typical of active genes (Fig. 6.16), providing direct evidence for
the role of methylation differences in regulating the generation of differ-
ent forms of chromatin structure.

Effect of artificially induced demethylation

If methylation differences play a crucial role in the regulation of differ-
entiation, it should be possible to change gene expression by
demethylating DNA. This has been achieved in a number of cases by treat-
ing cells with the cytidine analog, 5-azacytidine, which is incorporated
into DNA but cannot be methylated, having a nitrogen atom instead of a
carbon atom at position 5 of the pyrimidine ring. In the most dramatic
of these cases, treatment of an undifferentiated fibroblast cell line with
this compound results in the activation of key regulatory loci and the cells
differentiate into multinucleate, twitching, striated muscle cells
(Constantinides et al., 1977) (see also Section 8.2). In other cases, although
not actually producing altered gene expression, demethylation may facil-
itate it. Thus, if HeLa cells are treated with 5-azacytidine no dramatic
effects are observed. If such cells are fused with muscle cells, however,
muscle-specific genes are switched on in the treated HeLa cells, a phenom-
enon which is not observed when untreated HeLa cells are fused with
mouse muscle cells (Chiu and Blau, 1985). Hence, treatment of the HeLa
cells has altered their muscle-specific genes in such a way as to allow them
to respond to trans-acting factors present in the mouse muscle cells. This
type of regulatory process is exactly what would be predicted if methyla-
tion has a role in the alteration of chromatin structure and thereby in
facilitating interactions with trans-acting regulatory factors.

Thus, the available evidence indicates that DNA methylation plays a
central role in the regulation of gene expression, at least in mammals. This

Transcriptional control – chromatin structure 165

DNase I

4.4 kb

4.4 kb

Methylated
globin

Non-methylated
globin

Figure 6.16

Unmethylated DNA introduced into cells adopts an open DNaseI-sensitive
configuration, whereas the same DNA when methylated and then introduced
into cells adopts a more tightly packed DNaseI-insensitive form. Redrawn from
Keshet et al., Cell 44, 535–543 (1986), by permission of Professor H. Cedar and
Cell Press.



conclusion is reinforced by the finding that several different DNA methyl-
transferase enzymes which methylate DNA are essential for normal
embryonic development, with the inactivation of any one of these result-
ing in mice which are non-viable (see Okano et al., 1999). Hence in
mammals DNA methylation is essential for normal embryonic develop-
ment. Moreover, although originally thought to be absent in Drosophila,
5-methyl cytosine has also been detected in this organism and shown to
be regulated during embryonic development (Lyko et al., 2000) further
supporting a key role for this process.

Mechanism by which DNA methylation affects chromatin
structure

The evidence suggesting an important role for DNA methylation in modu-
lating the difference in chromatin structure between inactive and active
genes raises the question of how this is achieved. It is clearly possible for
the methylation differences between inactive or potentially active genes
to be recognized by proteins since the proteinaceous enzyme Hpa II digests
only unmethylated DNA (see above). Evidently, undermethylation could
promote the binding of proteins which produce a more open chromatin
structure (Fig. 6.17a). Alternatively, an inhibitory protein could bind to
methylated DNA and promote a closed chromatin structure (Fig. 6.17b).

Although both these mechanisms may be used, current evidence
supports the second mechanism. Thus, a number of different proteins able
to bind specifically to methyl-CpG have been characterized and shown to
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The transition from an inactive (wavy line) to an active state (straight line) of the
DNA could take place via an activating protein which binds specifically to
unmethylated DNA thereby activating it (panel a) or via an inhibiting protein
which binds specifically to methylated DNA thereby repressing it (panel b).



play critical roles in the regulation of gene expression (for a review see
Hendrich and Tweedie, 2003). For example, a specific protein MeCP2 has
been shown to bind directly to methylated CG but not to unmethylated
CG and its binding results in the production of a closed chromatin struc-
ture and transcriptional repression (for a review see Bird and Wolffe,
1999).

Moreover, such binding has been shown to regulate the expression of
a specific gene, encoding the neurotrophic factor BDNF in neuronal cells.
Prior to induction of BDNF gene expression, the BDNF gene is methylated
and MeCP2 is bound to it, repressing gene expression. Activation of the
gene is achieved by two mechanisms involving MeCP2. Thus, the BDNF
gene becomes demethylated which decreases binding by MeCP2.
Moreover, MeCP2 itself becomes modified by phosphorylation resulting
in it binding less well to DNA. These two processes together result in
displacement of MeCP2 from the DNA, opening the chromatin structure
and allowing transcription to occur (Fig. 6.18) (for a review see Klose and
Bird, 2003).

Hence, MeCP2 is able to recognize methyl CG dinucleotides and induce
the formation of a closed chromatin structure, thereby regulating gene
expression. The importance of this process is demonstrated by the find-
ing that humans with mutant forms of MeCP2, which are unable to
recognize meCG, exhibit Rett syndrome which is a severe developmental
disorder leading to mental retardation (for a review see Tucker, 2001). Mice
lacking another methyl CG binding protein, MBD1 also show defects in
the nervous system, indicating that several methyl CG binding proteins
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Binding of MeCP2 to methylated CG residues produces an inactive chromatin
structure and prevents transcription of the BDNF gene. Activation of the gene is
achieved by demethylation of the gene and phosphorylation of MeCP2, both of
which reduce its ability to bind to the BDNF gene.



are required for proper functioning of the nervous system (Zhao et al.,
2003). Interestingly, binding of MeCP2 to meCG results in the recruitment
of a multi-protein complex which includes a histone deacetylase (for a
review see Bird and Wolffe, 1999) that can induce the removal of acetyl
groups from histones (Fig. 6.19). As deacetylation of histones is known to
be associated with transcriptionally inactive DNA, this illustrates the close
link between modification of DNA and modification of histones in deter-
mining the structure of chromatin. This link is further strengthened by
the observations that mice with a defective MeCP2 protein demonstrate
enhanced acetylation of histone H3 (Shahbazian et al., 2002). Similarly,
both MeCP2 and MBD1 associate with histone methylase enzymes result-
ing in enhanced methylation of histone H3, indicating that DNA
methylation can regulate more than one histone modification (Fuks et al.,
2003; Sarraf and Stancheva, 2004). Therefore, DNA methylation may exert
its effects on chromatin structure by altering histone modification. The
various histone modifications associated with changes in chromatin struc-
ture are discussed in the next section.

6.6 Modification of histones in the chromatin of active or
potentially active genes

Given the essential role of histones in chromatin structure, it is possible
that potentially active chromatin might be marked in some way by alter-
ation of the histones within it. Interestingly, several variant forms of
specific histones encoded by distinct genes have been described. Two of
these, the histone H2 variant, H2A.Z and the histone H3 variant, H3.3,
have been shown to be preferentially localized in active genes (for reviews
see Henikoff et al., 2004; van Leeuwen and Gottschling, 2003; Workman
and Abmayr, 2004). Similarly, the histone H1 variant, H1b, cooperates
with the Msx 1 transcription factor to inhibit transcription of muscle-
specific genes (Lee et al., 2004). Hence, variant forms of the histones do
appear to be involved in the regulation of chromatin structure and gene
expression.

However, much more extensive studies have demonstrated a critical role
for modified forms of the standard histones in determining whether
specific regions of chromatin are active or inactive. A number of such
modifications of these proteins (involving, for example, acetylation, ubiq-
uitination, phosphorylation and methylation) have been reported (for
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Binding of the MeCP2 protein to methyl CG leads to the recruitment of other
proteins including a histone deacetylase (see Section 6.6) and leads to the chro-
matin forming a tightly packed inactive configuration (wavy line).



reviews see Goll and Bestor, 2002; Felsenfeld and Groudine, 2003;
Jaskelioff and Peterson, 2003; Khorasanizadeh, 2004). These will be
discussed in turn.

Acetylation

In the process of acetylation, the free amino group on specific lysine
residues at the N-terminus of the histone molecule are modified by one
of the hydrogen atoms in the amino group being substituted by an acetyl
group (COCH3). This modification reduces the net positive charge on the
histone molecule and occurs primarily for histones H3 and H4.
Hyperacetylated forms of these histones, containing several such acetyl
groups, have been shown to be localized preferentially in active genes
exhibiting DNaseI sensitivity whilst under-acetylation of the histones is
characteristic of transcriptionally inactive regions (see, for example,
Schubeler et al., 2004). Furthermore, treatment of cells with sodium
butyrate, which inhibits a cellular deacetylase activity and hence increases
histone acetylation, has been shown to result in DNaseI sensitivity of some
regions of chromatin and to activate the expression of some previously
silent cellular genes. Hence, as with DNA methylation, there is direct
evidence that hyperacetylation of histones plays a role in opening the
chromatin structure of active or potentially active genes.

Further evidence in favor of a role for histone acetylation in the reg-
ulation of gene expression has been obtained by the identification of
several histone acetyl transferase (HAT) enzymes capable of adding
acetyl groups to histone molecules (for reviews see Brown et al., 2000;
Carrozza, et al., 2003). Most importantly, it has been shown that the
CBP transcriptional co-activator which plays a key role in the activation
of genes in response to cyclic AMP and other stimuli (see Section 8.4)
has histone acetyl transferase activity directly linking this enzymatic
activity with the ability to stimulate transcription. Similarly the
TAFII250 subunit of the TFIID transcription factor which is critical for
basal transcription of a wide range of genes (see Section 3.2) has been
shown to have histone acetyl transferase activity, as has the ATF-2 tran-
scription factor (Kawasaki et al., 2000).

The opposite effect has been observed in the case of the nuclear recep-
tor co-repressor which mediates the inhibiting effect of the thyroid
hormone receptor on transcription when thyroid hormone is absent (see
Section 8.3). Thus this factor has been shown to associate with the
Sin3/RPD3 protein complex which has the ability to deacetylate histones
(for reviews see Ayer, 1999; Ahringer, 2000; Ng and Bird, 2000). The
inhibiting effect of the nuclear receptor co-repressor is therefore likely to
involve the deacetylation of histones, thereby producing a more tightly
packed chromatin structure incompatible with transcription. Hence acti-
vating factors can direct the acetylation of histones, thereby opening up
the chromatin (Fig. 6.20a) whilst inhibiting factors can direct histone
deacetylation thereby directing a more tightly packed chromatin structure
(Fig. 6.20b).

These findings therefore link the study of transcription factors (see
Chapter 8) with studies on chromatin structure and suggest that the regu-
lation of histone acetylation/deacetylation and thereby of chromatin
structure by specific factors plays a key role in the regulation of gene
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expression. Similarly, as noted above (Section 6.5) a protein which binds
specifically to methyl CG dinucleotides can recruit a histone deacetylase
activity, thereby linking histone deacetylation to the repressive effect of
DNA methylation.

Interestingly, as well as activators recruiting acetylases and repressors
recruiting deacetylases, there is evidence that the acetylase/deacetylase
enzymes can themselves be regulated (for a review see Stewart and
Crabtree, 2000). This is seen in muscle differentiation where in myoblasts
the transcriptional activator MEF2 is associated with histone deacetylases.
When differentiation from myoblasts to mature myotubes occurs, the
histone deacetylase is induced to move to the cytoplasm, thereby freeing
MEF2 which can now activate transcription (Fig. 6.21).
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(a) An activating molecule (A) can direct the acetylation of histones (H) thereby
resulting in a change in chromatin structure from a closed (wavy line) to an open
(solid line) configuration. (b) An inhibiting molecule can direct the deacetylation
of histones thereby having the opposite effect on chromatin structure.
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In myoblasts, the MEF2 transcriptional activator is associated with a histone
deacetylase (HDA) and transcription of myotube-specific genes is repressed.
When differentiation is induced, the histone deacetylase moves into the cyto-
plasm, allowing MEF2 to activate the transcription of myotube-specific genes.



As discussed in Section 6.3, the amino terminal ends of the histone
proteins, which are modified by acetylation, project beyond the nucleo-
some core and could therefore potentially interact with the amino
terminal ends of histones in adjacent nucleosomes or with other non-
histone proteins. The effects of histone acetylation on chromatin structure
may therefore operate in one of two possible ways (Fig. 6.22). Firstly, such
changes might act by affecting the association of the histones with each
other. In turn this would result in improved access to the DNA for factors
which can stimulate transcription (Fig. 6.22a). Some evidence for this
model has been provided in the case of histone acetylation where the
binding to DNA of the Xenopus transcription factor TFIIIA was greatly
enhanced when the nucleosomes contained hyperacetylated histone H3
and H4 compared with when these proteins were not acetylated.

An alternative possibility is that these modifications affect the pro-
tein–protein interaction of the histones with other regulatory molecules.
This would parallel the role proposed for methylation differences in affect-
ing the binding of positively or negatively acting factors to the DNA (see
Fig. 6.17; Section 6.5). Thus, for example, acetylated histones might be re-
cognized by a positively acting molecule leading to the destabilization of
the solenoid structure and transcriptional activation. Similarly, acetylation
could disrupt an association with an inhibitory molecule involved in main-
taining the closed chromatin structure (Fig. 6.22b).

In agreement with this model of histone–regulatory protein interaction,
it has been shown that several activating factors such as Bdf1 contain a
region known as the bromodomain that binds to histones with much
greater affinity when specific lysines in the histones are acetylated
(Kurdistani et al., 2004; for reviews see Khorasanizadeh, 2004; Loyola and
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Acetylation (A) of histones (H) may activate either by directly altering the
conformation of the histones themselves producing a more open chromatin
structure (panel a) or indirectly by disrupting their association with an inhibiting
molecule (X) (panel b).



Almouzni, 2004). Binding of these bromodomain molecules to acetylated
histones therefore results in a more open chromatin structure and tran-
scriptional activation (Fig. 6.23).

Ubiquitination and sumoylation

Ubiquitin is a small protein of only 76 amino acids, which forms a conju-
gate with histone H2A or H2B in which the C-terminal carboxyl group of
ubiquitin is joined to the free amino group on an internal lysine residue
in the histone, to form a branched molecule (Fig. 6.24; see reviews by
Freiman and Tjian, 2003; Zhang, 2003). This modification reduces the net
positive charge on the histone molecule, both by neutralizing the charged
amino group on lysine and by introducing a number of negatively charged
amino acids present in the ubiquitin molecule itself. Only a small minor-
ity of the H2A in a cell (about 5–10%) exists in this form and such
ubiquitination is associated with the repression of gene expression. Thus,
it has been shown that ubiquitination of histone H2A is involved in gene
repression by the polycomb proteins, which promote an inactive chro-
matin structure (Wang et al., 2004) (see Sections 7.4 and 8.2 for further
discussion of polycomb proteins).
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Acetylation (Ac) of histones (H) results in binding of bromodomain-containing
activator proteins (BD) resulting in an open chromatin structure and subsequent
transcription.
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Linkage of ubiquitin to histone H2A. The carboxyl terminal amino acid (76) of
ubiquitin links to the lysine at position 119 of histone H2A. AA indicates the
amino acid backbone of the molecules.



Interestingly, ubiquitination of H2B has the opposite effect to the ubiq-
uitination of H2A since it stimulates rather than inhibits gene expression
(Fig. 6.25). This is because ubiquitination of H2B promotes the methyla-
tion of histone H3 on lysines at positions 4 and 79 (Briggs et al., 2002;
Sun and Allis, 2002). As such, methylation promotes an open chromatin
structure (see Section 6.6); this provides an explanation for the stimulat-
ing effect of H2B ubiquitination on gene expression. Moreover, it indicates
that modification of one type of histone can modulate the modification
of another type of histone molecule.

As well as being modified by addition of ubiquitin, lysine residues on
histones can also be modified by addition of SUMO (small ubiquitin-
related modifier) which, as its name suggests, is related to ubiquitin.
Addition of SUMO to histones is associated with transcriptional repression
(Shilo and Eisenman, 2003; for a review see Nathan et al., 2003). Indeed,
it has been suggested that when a gene is about to be repressed, histones
are sumoylated and this results in the recruitment of enzymes which
deacetylate histones, thereby resulting in a more closed chromatin struc-
ture (Fig. 6.26). (For further discussion of the effects of histone
ubiquitination and sumoylation see Gill, 2004.)

Phosphorylation

Unlike acetylation or ubiquitination-sumoylation, phosphorylation
targets serine amino acids in the histone molecule (for a review see Nowak
and Corces, 2004). It has been shown that when cells are exposed to heat
shock, phosphorylated histone H3 is concentrated at the heat-shock gene
loci which are being actively transcribed and is depleted from other loci
which are silenced following heat shock.

Similarly, when cells are stimulated with growth factors, histone H3 is
phosphorylated on the serine residue at position 10 in the amino termi-
nus of the protein. These phosphorylated histones are localized to genes
which become transcriptionally active following growth factor stimula-
tion such as the c-fos and c-myc genes (see Section 9.4) (Fig. 6.27). Such
growth factor-induced phosphorylation of histone H3 does not occur in
human patients with Coffin–Lowry syndrome who lack the phosphoryla-
tion enzyme, known as Rsk-2, which is responsible for phosphorylating
histone H3 following growth factor stimulation. These patients suffer from
a number of defects including mental retardation as well as facial and
other abnormalities. Moreover, they show a lack of gene activation in
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Opposite effects of ubiquitination of histones H2A and H2B. Ubiquitination of
H2A represses gene expression whilst ubiquitination of H2B promotes methyla-
tion of histone H3 and therefore stimulates gene expression.
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Modification of histones (H) by sumoylation stimulates their deacetylation
promoting formation of inactive chromatin.
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Following growth factor stimulation, histone H3 becomes phosphorylated within
the nucleosomes bound to the c-myc and c-fos genes. This is associated with
their moving from an inactive closed chromatin structure (wavy line) to a more
open structure (solid line) allowing transcription to occur in response to the
growth factor.



response to growth factor stimulation indicating the importance of Rsk-
2-mediated phosphorylation of histone H3 in this process.

Interestingly, it appears that phosphorylation of serine at position 10
in histone H3 enhances the ability of histone acetyl transferases to acety-
late the lysine at position 14. This has led to the idea of a “histone code”
in which a particular pattern of histone modifications is characteristic of
active or potentially active genes (for reviews see Paro, 2000; Jenuwein and
Allis, 2001) (Fig. 6.28).

Methylation

Histones may also be modified by addition of a methyl (CH3) group to
specific lysine residues. This modification occurs particularly for histones
H3 and H4 and, like the other modifications, targets amino acids at the
N-terminus of the protein such as the lysine at position 9 of histone H3.
Unlike the other modifications, however, methylation of the histones at
particular positions such as lysine 9 or lysine 27 of histone H3 is associ-
ated with transcriptionally inactive DNA, whereas acetylation and
phosphorylation are associated with active or potentially active DNA (for
reviews see Zhang and Reinberg, 2001; Sims et al., 2003).

Moreover, there is evidence for an antagonistic interaction between
methylation on position 9 and phosphorylation/acetylation at positions
10 and 14, all of which are found in a small region at the amino-termi-
nus of the histone protein. Thus, for example, it appears that
dephosphorylation and deacetylation of positions 10 and 14 promote
methylation of the histone molecule on position 9 whilst methylation of
the histone on position 9 inhibits acetylation and phosphorylation (Rea
et al., 2000). Hence, the histone code described above can be extended to
include methylation with the histones associated with active or poten-
tially active DNA being acetylated on lysine 14 and phosphorylated on
serine 10 whilst those associated with inactive DNA are methylated 
on lysine 9 (Fig. 6.29). Indeed, it has been suggested that phosphorylation
on serine 10 and methylation on lysine 9 of histone H3 may act as a binary
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Phosphorylation of histone H3 on serine residue 10 promotes acetylation on the
adjacent lysine 14 resulting in a pattern of phosphorylation/acetylation in active
chromatin which is distinct from that of inactive chromatin.



switch promoting gene activation or repression, respectively (for discus-
sion see Fischle et al., 2003).

It should be noted, however, that not all histone methylation is asso-
ciated with inactive DNA. Thus, in contrast to methylation on position 9,
the methylation of histone H4 on the arginine at position 4 promotes a
more open chromatin structure and facilitates transcriptional activation
by nuclear hormone receptors (Wang et al., 2001) and a similar effect has
also been demonstrated for lysine 4 of histone H3 (the equivalent amino
acid to arginine 4 of histone H4) and ecdysone-dependent gene activation
in Drosophila (Sedkov et al., 2003). Moreover, in the region of DNA
containing the mating type locus in yeast, it has been shown that tran-
scriptionally active DNA contains histone H3 which is methylated on
lysine 4, whereas adjacent transcriptionally inactive regions have histone
H3 which is methylated on lysine 9 (Noma et al., 2001). A similar effect
has also been demonstrated in both the human (Liang et al., 2004) and
Drosophila (Schubeler et al., 2004) genomes. Hence, the “histone code” is
highly complex with both positive and negative effects of methylation at
different positions as well as positive effects of acetylation and phospho-
rylation. The various modifications observed at the N-terminus of histone
H3 are illustrated in Fig. 6.30.

176 Gene Regulation

H3 Inactive chromatinlys
14

lys
9

lys
9

ser
10

Active chromatinlys
14

P Ac

H3 ser
10

me

Figure 6.29

The histone H3 in inactive chromatin is modified by methylation of the lysine
residue at position 9 in the amino terminus of the protein. The transition to
active chromatin is associated with demethylation of this amino acid which is
accompanied by phosphorylation of the adjacent serine at position 10 and
acetylation of the lysine at position 14.
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The first 37 amino acids (in the one-letter amino acid code) at the N-terminus
of histone H3. The figure shows the lysine (K) and arginine (R) residues modified
by methylation (Me) together with the lysine (K) residues modified by acetyla-
tion (Ac) and the serine (S) residues modified by phosphorylation (P). Note that
modifications which produce transcriptional activation are shown above the line
and those producing repression are shown below the line.



Evidently, this complex pattern of modifications can be readily fitted
into the model shown for acetylation in Fig. 6.22. Thus, the total pattern
of methylation, phosphorylation and acetylation is likely to modify chro-
matin structure either directly by affecting the interaction of the histones
with each other to form the chromatin structure or indirectly by affecting
their interaction with other regulatory proteins. In agreement with the
latter possibility, it has been shown that methylation of histone H3 on
lysine 9 allows it to be recognized by a specific protein HP1 which cannot
recognize the unmethylated histone (Lachner et al., 2001; Bannister et al.,
2001). HP1 is known to be able to organize the chromatin into a closed
inactive structure and contains a region known as a chromodomain which
is found in many proteins that inhibit transcription. Hence, recognition
of histones methylated on lysine 9 by chromodomain containing proteins
may be a key event in organizing the tightly packed structure of inactive
chromatin (Fig. 6.31).

Interestingly, this process of histone methylation and recruitment of
HP1 can be controlled by the small inhibitory RNAs which were discussed
in Section 5.7. Thus, although such RNAs have predominantly been
shown to inhibit gene expression at the post-transcriptional level, a recent
study in Drosophila has shown that a small inhibitory RNA can stimulate
histone H3 methylation on lysine 9 and recruitment of HP1, thereby
inhibiting gene transcription by producing an inactive chromatin struc-
ture (Pal-Bhadra et al., 2004). Other small inhibitory RNAs have been
shown to stimulate both histone methylation and de novo CG methyla-
tion in species as diverse as plants (Zilberman et al., 2003) and humans
(Kawasaki and Taira, 2004) (for a review see Lippman and Martienssen,
2004). This further strengthens the link between the inhibitory processes
of histone modification and DNA methylation which was discussed in
Section 6.5. Moreover, it indicates that small inhibitory RNAs may act in
different ways and in a wide range of species to inhibit transcription by
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(a) Methylation of histone H3 promotes binding of chromodomain-containing
proteins (CD) which can induce the closed chromatin structure characteristic of
inactive DNA (wavy line). (b) In contrast, acetylation and phosphorylation
promote binding of bromodomain-containing proteins (BD) which induce the
more open chromatin structure characteristic of active or potentially active DNA.



stimulating the organization of an inactive chromatin structure, as well as
acting at different post-transcriptional levels (see Section 5.7).

The recognition of methylated histones by inhibitory chromodomain-
containing proteins contrasts with the role of acetylation in promoting
recognition of the histones by proteins containing a bromodomain which
was described in Section 6.6. This recognition of histones by bromodomain-
containing proteins is also promoted by histone phosphorylation Thus,
chromodomain-containing proteins may recognize histones methylated
on specific residues and promote the tight packing of chromatin whilst
recognition of phosphorylated/acetylated histones by bromodomain-con-
taining proteins promotes the more open chromatin structure
characteristic of active or potentially active DNA (Fig. 6.31).

It is likely, therefore, that histone modifications can affect chromatin
structure either directly by interactions with one another or indirectly via
interactions with other proteins. Regardless of the precise mechanism by
which they act, however, it is clear that such modifications do play an
important role in the changes in chromatin structure which are necessary
for gene activation to occur.

This linkage between chromatin structure and histone modification is
not confined to opening up the chromatin to allow transcriptional initi-
ation. Thus, there is evidence that histone methylation is linked to the
process of transcriptional elongation which as discussed in Sections 3.2,
3.3 and 4.3 is dependent on the phosphorylation of the C-terminal
domain (CTD) of RNA polymerase II. Interestingly, the initial phospho-
rylation of the CTD on serine 5 results in the recruitment of a protein
complex, known as Set 1, which methylates histone H3 on lysine 4.
Subsequently, the CTD is phosphorylated on serine 2 and this results in
the dissociation of Set 1 and the recruitment of a further complex, known
as Set 2. This Set 2 complex remains associated with the RNA polymerase
II as it commences transcriptional elongation and methylates histone H3
on lysine 36 in all the nucleosomes encountered by the elongating poly-
merase. Hence, the methylation of histone H3 is closely linked to
transcriptional elongation, as well as transcriptional initiation (for reviews
see Gerber and Shilatifard, 2003; Hampsey and Reinberg, 2003; Sims et al.,
2004) (Fig. 6.32).

6.7 Changes in chromatin structure in the regulatory
regions of active or potentially active genes

DNaseI hypersensitive sites

So far in this chapter we have seen that the region of chromatin contain-
ing an active or potentially active gene has a number of distinguishing
features, including undermethylation of C residues, histone modifications,
and increased sensitivity to digestion with DNaseI. Such changes can
extend over the entire region of the gene and some flanking sequences
and, in the case of DNaseI sensitivity, result in an approximately tenfold
increase in the rate at which active or potentially active genes are digested.

Following the discovery of such increased DNaseI sensitivity, many
investigators studied whether, within the region of increased sensitivity,
there might be particular sites which were even more sensitive to cutting
with the enzyme and which would therefore be cut even before the bulk
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Interaction of histone methylation and transcriptional elongation. Following
phosphorylation of RNA polymerase II on serine 5 of its C-terminal domain
(CTD), the Set 1 complex is recruited and methylates histone H3 on lysine 4.
Subsequently, following phosphorylation of polymerase II on serine 2 of the
CTD, Set 1 dissociates and Set 2 is recruited. Set 2 then methylates histone H3
on lysine 36. As Set 2 remains associated with the polymerase as transcriptional
elongation occurs, it will methylate histone H3 in all the nucleosomes encoun-
tered by the elongating polymerase.



of active DNA was digested. The technique used to look for such sites is
based on that used to look at the overall DNaseI sensitivity of a particu-
lar region of DNA (which was described in Methods Box 6.1). Chromatin
is digested with DNaseI and a restriction enzyme and then subjected to a
Southern blotting procedure using a probe derived from the gene of inter-
est. As we have seen previously, the overall sensitivity of the gene can be
monitored by observing how rapidly the specific restriction enzyme frag-
ment derived from the gene disappears with increasing amounts of the
enzyme (see Fig. 6.11).

To search for hypersensitive sites, however, much lower concentrations
of the enzyme are used and the appearance of discrete digested fragments
derived from the gene is monitored (Fig. 6.33; see Methods Box 6.2 and
compare with Methods Box 6.1). Such specific fragments have at one end
the cutting site for the restriction enzyme used and, at the other, a site at
which DNaseI has cut, producing a defined fragment. Since the position
at which the restriction enzyme cuts in the gene is known, the position
of the hypersensitive site can be mapped simply by determining the size
of the fragment produced.
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METHODS BOX 6.2

Detecting DNaseI hypersensitive sites (Fig. 6.33)

● Isolate chromatin (DNA and associated histones and other
proteins).

● Digest with very small amounts of DNaseI.
● Purify partially digested DNA by removing protein.
● Digest with restriction enzyme and carry out Southern blotting

with probe for gene of interest (see Methods Box 2.1).
● Monitor appearance of specific smaller band due to presence of

DNaseI hypersensitive site within the DNA being tested.

Using this procedure a very wide variety of genes have been shown to
contain such hypersensitive sites exhibiting a sensitivity to DNaseI diges-
tion tenfold above that of the remainder of an active gene and therefore
about one hundredfold above that seen in inactive DNA (for a review see
Gross and Garrard, 1988). A representative list of cases in which such sites
have been detected is given in Table 6.2. As with the increased sensitivity
of the gene itself, many hypersensitive sites appear only in tissues where
the gene is active. Thus, the increased sensitivity of globin DNA in erythro-
cytes to digestion is paralleled by the presence of hypersensitive sites
within the gene in erythrocyte chromatin but not in that of other tissues.
Similarly, the ovalbumin gene in hormonally treated chick oviduct also
exhibits hypersensitive sites that are not found in other tissues, including
erythrocytes (Fig. 6.34).

As with undermethylation and the sensitivity of the entire gene to diges-
tion, DNaseI hypersensitive sites appear to be related to the potential for
gene expression rather than always being associated with the act of tran-
scription itself. Thus the hypersensitive sites near the Drosophila



heat-shock genes are present in the chromatin of embryonic cells prior to
any heat-induced transcription of these genes and one of the sites in the
mouse α-fetoprotein gene persists in the chromatin of adult liver after the
transcription of the gene (which is confined to the fetal liver) has ceased.

Hence, as with DNA methylation and generally increased sensitivity to
DNaseI, the appearance of hypersensitive sites appears to be involved in
gene regulation. This idea is reinforced by the location of the hypersensi-
tive sites, which can be precisely mapped as described above. Many sites
are located at the 5′ end of the genes, in positions corresponding to DNA
sequences that are known to be important in regulating transcription. For
example, a site present at the 5′ end of the steroid-inducible tyrosine
amino-transferase gene is localized within the DNA sequence that is
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Detection of DNaseI hypersensitive sites in active genes by mild digestion of
chromatin to produce a digestion product with a restriction site at one end and
a DNaseI hypersensitive site at the other (right-hand panel). More extensive
digestion will result in the disappearance of the band (central panel) as in the
experiment illustrated in Fig. 6.11.



responsible for the steroid inducibility of the gene (see Section 7.2). Even
in cases where hypersensitive sites are located far from the site of tran-
scriptional initiation, they appear to correspond to other regulatory
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Detection of a DNaseI hypersensitive site in the ovalbumin gene in oviduct tissue
(O) but not in erythrocytes (E). Track 4 shows the detection of a lower band
caused by cleavage at a hypersensitive site when oviduct chromatin is digested
with DNaseI. Note the progressive appearance of this band as increasing
amounts of DNaseI are used to digest the oviduct chromatin (tracks 5 to 10). No
cleavage is observed when similar amounts of DNaseI are used to cut erythrocyte
chromatin (tracks 11 and 12). The hypersensitive site in oviduct chromatin is also
cleaved, however, with micrococcal nuclease (tracks 2 to 3). Track 1 shows the
pattern produced by micrococcal nuclease cleavage of naked DNA (N).
Photograph kindly provided by Professor P. Chambon, from Kaye et al., EMBO
Journal 3, 1137–1144 (1984), by permission of Oxford University Press.

Table 6.2 Examples of genes containing DNasel hypersensitive sites

(a) Tissue-specific genes

Immune system Immunoglobulin, complement C4
Red blood cells α-, β- and ε-globin
Liver α-fetoprotein, serum albumin
Nervous system Acetylcholine receptor
Pancreas Preproinsulin, elastase
Connective tissue Collagen
Pituitary gland Prolactin
Salivary gland Drosophila glue proteins
Silk gland Silk moth fibroin

(b) Inducible genes
Steroid hormones Ovalbumin, vitellogenin, tyrosine aminotransferase
Stress Heat-shock proteins
Viral infection β-interferon
Amino acid starvation Yeast HIS 3 gene
Carbon source Yeast GAL genes, yeast ADH II gene

(c) Others
Histones, ribosomal RNA, 5S RNA, transfer RNA, cellular oncogenes
c-myc and c-ras, glucose-6-phosphate dehydrogenase, dihydrofolate
reductase, cysteine protease, etc.



sequences, such as enhancers, which can act over large distances (see
Section 7.3).

In the case of the Drosophila gene encoding the glue protein Sgs4, the
fortuitous existence of a mutant strain of fly has indicated the functional
importance of hypersensitive sites. In normal flies this gene contains two
hypersensitive sites, 405 and 480 bases upstream of the start of transcrip-
tion. In the mutant, both sites are removed by a small DNA deletion of
100 base pairs. Despite the fact that this gene still has the start site of tran-
scription and 350 bases of upstream sequences, no transcription occurs
(Fig. 6.35), indicating the regulatory importance of the region containing
the hypersensitive sites.

It is clear, therefore, that hypersensitive sites represent another marker
for active or potentially active chromatin and are a feature likely to be of
particular importance in gene regulation, being associated with many
DNA sequences that regulate gene expression. It is therefore necessary to
consider the nature and significance of these sites.

In some cases, these sites are likely to be formed where DNA is entirely
free of nucleosomes and is therefore highly sensitive to DNaseI digestion
This is seen, for example, in the case of the DNaseI hypersensitive sites
within the enhancer element that regulates transcription of the eukary-
otic virus SV40. Thus, when this virus enters cells, its DNA, which is
circular and only 5000 bases in size, becomes associated with histones in
a typical nucleosomal structure, which can be visualized in the electron
microscope as a mini-chromosome. When this is done, however, the
region containing the hypersensitive sites remains nucleosome-free and is
seen as naked DNA (Fig. 6.36). A similar lack of nucleosomes in the region
of hypersensitive sites is also found in the chicken β-globin gene, the 5′
hypersensitive site of this gene being excisable as a 115 bp restriction frag-
ment lacking any associated nucleosome.

Although such cases indicate that hypersensitive sites can be produced
by the complete loss of nucleosomes in a particular region, other cases
exist where such sites are produced by an alteration in the structure of a
nucleosome rather than its complete displacement (Fig. 6.37). It is clear,
however, that whether caused by nucleosome displacement or structural
alterations, the changes occurring in hypersensitive sites facilitate the
entry of transcription factors or the RNA polymerase itself and hence allow
the onset of transcription (Fig. 6.37). In view of the critical role played by
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Deletion of a region containing the two hypersensitive sites upstream of the
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the changes in nucleosomes which occur at hypersensitive sites, it is neces-
sary therefore to consider the proteins which produce such alterations in
nucleosome positioning or structure.

Chromatin remodeling by proteins capable of displacing
nucleosomes or altering their structure

In a number of cases protein factors have been identified which can
displace nucleosomes or alter their structure, thereby facilitating the subse-
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Figure 6.36

Electron micrograph of the SV40 mini-chromosome consisting of DNA and asso-
ciated histones. Note the region of the enhancer and hypersensitive sites, which
appears as a thin filament of DNA free of associated proteins. Photograph kindly
provided by Professor M. Yaniv, from Saragosti et al., Cell 20, 65–73 (1980), by
permission of Cell Press.
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A hypersensitive site (HS) can be created either by displacement of a nucleo-
some or by alteration of its structure. In either case such an alteration allows a
transcriptional activator (A) to bind to its binding site (X) and activate transcrip-
tion.



quent binding of molecules which stimulate transcription (for reviews see
Kingston and Narlikar, 1999; Jones and Kadonaga, 2000). Thus, in the case
of the heat-shock genes whose transcription is induced by elevated
temperature (see Section 4.2), hypersensitive sites are produced by the
binding of the GAGA protein factor to its upstream DNA binding sites in
the gene promoter which results in the displacement of a nucleosome (Fig.
6.38) (for a review see Lehmann, 2004). This binding of the GAGA factor
occurs in cells prior to heat treatment and hence hypersensitive sites are
present prior to heat treatment. Following heat treatment, a protein factor,
known as the heat-shock factor (HSF), binds to this region of DNA and
transcription is stimulated (see Section 7.2). In this case, HSF is only capa-
ble of binding following heat shock and hence stimulation of transcription
only occurs following such treatment (Fig. 6.39a).

In other cases, however, where the necessary transcription factors are
present in all tissues, transcription may follow immediately the nucleo-
some-free region is generated, allowing these factors access. Thus, in the
case of glucocorticoid-responsive genes, the critical regulatory event is the
binding of the glucocorticoid receptor/steroid complex to a particular
DNA sequence (the GRE or glucocorticoid response element), which
displaces a nucleosome or alters its structure and generates a DNaseI hyper-
sensitive site. Ubiquitous transcription factors present in all tissues, such
as NFI and the TATA box binding factor TBP (see Section 3.2), immedi-
ately bind to this region and transcription begins (Fig. 6.39b) (for further
details of the glucocorticoid receptor and its mode of action see Sections
7.2, 8.2 and 8.4).

Although these two situations appear different in terms of the time at
which the hypersensitive site appears relative to the onset of transcrip-
tion, they illustrate the basic role of hypersensitive sites, namely the
displacement of nucleosomes or alteration of their structure and the gener-
ation of a site of access for regulatory proteins.
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The binding of the GAGA factor to its binding site in the heat-shock genes
displaces a nucleosome (N) thereby exposing the HSE binding site for the heat-
shock factor (HSF). HSF then binds and activates transcription.



Interestingly, the glucocorticoid receptor/steroid complex does not
directly alter nucleosomal structure. Rather it acts by recruiting a multi-
protein complex known as the SWI/SNF complex which is able to
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Two mechanisms for transcriptional activation. (a) The heat-shock transcription
factor (HSF) is activated by heat and binds to a pre-existing nucleosome-free
region. (b) The receptor–steroid complex displaces a nucleosome, creating a hyper-
sensitive site, and allowing an active transcription factor to bind. X indicates the
position of a hypersensitive site. Note that although the figure shows the displace-
ment of a nucleosome, it is also possible that generation of the hypersensitive site
may involve the alteration of nucleosome structure as illustrated in Fig. 6.37.



hydrolyze ATP and use this energy to alter nucleosomal structure, so facil-
itating the subsequent binding of activator molecules (for reviews see Aalfs
and Kingston, 2000; Sudarsanam and Winston, 2000).

The role of the SWI/SNF complex is not confined to steroid-responsive
genes and it appears that it can be recruited to a wide variety of different
genes by regulatory proteins which bind to these genes. The SWI/SNF
complex then acts to alter the chromatin structure of these genes, thereby
facilitating their subsequent activation by other transcription factors (Fig.
6.40). In agreement with this idea, the brahma mutation in Drosophila
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SWI/SNF complex. This complex hydrolyzes ATP to ADP and inorganic phos-
phate (Pi) and uses the energy generated to alter the structure of a nucleosome
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inactivates the SWI2 component of the complex, which produces the ATP
hydrolyzing activity. This results in a failure to activate the homeotic
genes which play a key role in determining body pattern (see Section 8.2)
(for review see Simon, 1995).

Hence the SWI/SNF complex is involved in altering the chromatin struc-
ture and thereby facilitating the transcriptional activation of genes as
diverse as steroid-responsive genes and homeotic genes. Moreover, once
such nucleosome disruption has been produced by SWI/SNF it can disso-
ciate from the gene since the alteration in nucleosome structure and
DNaseI hypersensitive site produced by SWI/SNF persists even after it has
dissociated (Owen Hughes et al., 1996).

Interestingly, the activity of the SWI/SNF complex has been shown to
be modified by interaction with the linker histone H1 (Ramachandran et
al., 2003). Thus, in the absence of histone H1, SWI/SNF promotes the
displacement of nucleosomes to the end of the DNA molecule, whereas
in the presence of histone H1, SWI/SNF promotes controlled nucleosome
displacement. Hence, in addition to its role in the solenoid structure of
chromatin (see Section 6.3), histone H1 also regulates the displacement of
nucleosomes to the correct position on the DNA (Fig. 6.41).

As with SWI/SNF, the GAGA factor described above also plays a general
role in chromatin remodeling and does not act solely on the heat-shock
genes. Thus, inactivation of the gene encoding the GAGA factor in
Drosophila results in a fly with an altered body pattern known as tritho-
rax, which is similar to the brahma mutation in that a wide range of
homeotic genes are not activated (Farkas et al., 1994). Moreover, the GAGA
factor is also associated with a multi-protein complex, known as nucleo-
some remodeling factor (NURF), which resembles the SWI/SNF factor in
its ability to hydrolyze ATP and alter nucleosome structure.

Hence the alteration of chromatin structure at regulatory regions is
brought about by multi-protein complexes such as SWI/SNF or NURF
which are active on a wide range of genes. These complexes are likely to
be recruited to specific gene promoters by interaction with DNA binding
proteins such as the glucocorticoid receptor or GAGA which have already
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In the absence of histone H1, the SWI/SNF complex displaces nucleosomes to
the end of the DNA fragment. In contrast, in the presence of histone H1 it
promotes the controlled nucleosome displacement required for specific gene
activation.



bound to the DNA in a gene-specific manner. In turn this binding will
facilitate the subsequent binding of other activating molecules by altering
nucleosome positioning or structure in an ATP-dependent manner.

In addition, the SWI/SNF complex has also been shown to be associated
with the RNA polymerase II holoenzyme which, as discussed in Section
3.2, is a complex of RNA polymerase II with several basal transcription
factors such as TFIIB, TFIIF and TFIIH. Moreover, it has been shown that
the recruitment of the RNA polymerase II complex containing SWI/SNF
factors can result in the opening up of chromatin indicating that the
SWI/SNF complex can also function when brought to the DNA in this way
(Gaudreau et al., 1997). In agreement with this idea, the TATA box which
binds TFIID and hence recruits the RNA polymerase II complex has been
shown to be of critical importance for recruiting the complexes which
remodel the chromatin containing the globin gene promoter (Gui and
Dean, 2003).

As well as being recruited by specific transcription factors or together
with the RNA polymerase II holoenzyme, it has also been shown that
SWI/SNF can be recruited to DNA by the SATB1 protein (Yasui et al., 2002).
As this protein is involved in the looping of the 30 nm chromatin fiber
into an even more highly compact structure (see Section 6.3), this provides
a link between such looping and the chromatin remodeling/gene regula-
tion functions carried out by SWI/SNF.

Multiple mechanisms may therefore act to recruit the SWI/SNF and
NURF complexes to a particular gene. Whatever the manner in which they
are recruited, however, it is clear that these ATP-dependent chromatin
remodeling complexes play a key role in opening up the regulatory regions
of specific genes so that trans-acting transcription factors can bind and
regulate their expression. Moreover, such remodeling processes relate
closely to the histone modifications discussed in Section 6.6. Thus, it has
been shown that acetylation of histones facilitates recruitment of SWI/SNF
to the β-interferon promoter (Agalioti et al., 2002) (see Section 7.3) and
such histone modification also prevents SWI/SNF dissociating once it has
bound (Hassan et al., 2001). Hence, these two processes appear to act in
concert to open up the chromatin for transcription (for a review see
Narlikar et al., 2002).

Although we have discussed the opening of chromatin structures by
these complexes and its role in transcriptional activation, chromatin
remodeling complexes can also produce a more closed chromatin struc-
ture leading to transcriptional repression (for a review see Tyler and
Kadonaga, 1999). Hence, these complexes appear to play a key role in the
regulation of gene expression via the alteration of chromatin structure.

6.8 Other situations in which chromatin structure is
regulated

In this chapter we have discussed the role of changes in the chromatin
structure of individual genes in mediating commitment to a particular
differentiated state and thereby allowing the tissue-specific activation of
gene expression. However, differences in chromatin structure are also
involved in regulating gene expression in two other well characterized
processes, namely X-chromosome inactivation and genomic imprinting.
Both of these processes involve differences in expression between the two
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copies of a specific gene which are present on different homologous chro-
mosomes in a diploid cell (for reviews see Lyon, 1993; Lewin, 1998).

X-chromosome inactivation

The fact that females of mammalian species have two X chromosomes
whereas males have one X and one Y chromosome creates a problem of
how to compensate for the difference in dosage of genes on the X-chro-
mosome which occurs because females have two copies whereas males
have only one. In mammals this problem is solved by the process of X-
chromosome inactivation (for reviews see Migeon, 1994; Lee and Jaenisch,
1997; Panning and Jaenisch, 1998).

Thus, during the process of embryonic development, one of the two X
chromosomes in each female cell undergoes an inactivation process so
that the expression of virtually all the genes on this chromosome is inac-
tivated whilst those on the other chromosome remain active. This results
in each female cell having only one active copy of X-chromosome genes
paralleling the situation in male cells which have only one X chromosome
(Fig. 6.42).

This process occurs apparently randomly with cells in the early female
embryo inactivating either the X chromosome inherited from the father
(the paternal chromosome) or that inherited from the mother (the mater-
nal chromosome). However, once one or other of the X chromosomes has
been inactivated, this inactivation is propagated stably through cell divi-
sion to all the progeny of that cell (Fig. 6.42). Such stability is dependent
upon the fact that the inactive and active X chromosomes have a differ-
ent chromatin structure.

Thus, within the inactive X chromosome the DNA is tightly packed into
a highly condensed structure known as heterochromatin and this high
density structure results in the inactive X chromosome being visible as a
distinct element within the cell known as a Barr body. In turn such a
condensed structure has been shown to involve decreased sensitivity to
digestion with DNaseI, altered histone modification and enhanced methy-
lation on C residues which can be observed when genes on the inactive
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X-chromosome inactivation results in one or other of the two X chromosomes
becoming inactivated (solid) in each cell whilst the other remains active (open).



X chromosome are compared with the equivalent gene on the active chro-
mosome. Thus, for example, 60 of the 61 CpG dinucleotides in the CpG
island (see Section 6.5) located around the promoter of the PGKI gene are
methylated on the C residue when the inactive X chromosome is studied;
whereas all these sites are unmethylated on the active X. Moreover, treat-
ment with 5-azacytidine, leading to demethylation (see Section 6.5) can
reactivate previously inactivated X-chromosome genes.

Interestingly, in Drosophila compensation for the reduced number of X
chromosomes in male cells is achieved in the embryo, by increasing the
transcriptional activity of the genes on the single male X chromosome
rather than by inactivating one of the female X chromosomes. As in the
case of X inactivation, however, this effect appears to involve alterations
in chromatin structure since the male X chromosome has a higher level
of acetylated histones than either of the female chromosomes and a
histone acetyl transferase enzyme (see Section 6.6) specifically associates
with the male X chromosome (for a review of comparative mechanisms
of dosage compensation in mammals and Drosophila see Park and Kuroda,
2001).

Chromatin structure thus plays a critical role in differentially regulat-
ing the activity of genes on the X chromosomes in females and males and,
in particular, in the maintenance of X-chromosome inactivation through
cell division. Interestingly, the onset of X-chromosome inactivation in the
embryo requires a particular region of the chromosome known as the X-
inactivation center. If this region is deleted then X inactivation does not
occur. A gene, known as XIST, has been mapped to the X-inactivation
center and it has been shown that the inactivation of one copy of the XIST
gene in mutant mice results in a failure of X-chromosome inactivation on
the chromosome which lacks an active XIST gene, with the other X chro-
mosome being preferentially inactivated (Fig. 6.43a). Hence XIST is
essential for inactivation of the X chromosome on which it is located (for
review see Lee and Jaenisch, 1997; Panning and Jaenisch, 1998; Kelley and
Kuroda, 2000).

Interestingly, the XIST gene is transcribed only on the inactive X chro-
mosome and not on the active chromosome, the opposite pattern to all
other genes. Its critical role in X-inactivation is demonstrated by the find-
ing that mutant mice, which show expression of XIST on both
chromosomes, also show inactivation of both X chromosomes exactly as
would be expected if the expression of the XIST gene does indeed inacti-
vate genes on the X chromosome containing it (Fig. 6.43b). Moreover, if
an active XIST gene is placed on a non-X chromosome, the transcription
of the genes on this chromosome is inactivated (for review see Willard
and Salz, 1997). Hence XIST gene transcription is sufficient to inactivate
the genes to which it is linked regardless of the nature of these genes.

It has been shown that the transcription of XIST early in embryonic
development on one of the two chromosomes results in the recruitment
to that chromosome of a complex which can methylate histone H3 on
lysines 9 and 27 (for a review see Hajkova and Surani, 2004) and there-
fore produce a tightly packed chromatin structure incompatible with
transcription (Section 6.6). Hence, transcription of XIST on one of the two
X chromosomes results in a change in chromatin structure which is prop-
agated along the rest of that chromosome switching off all other genes
(Fig. 6.44).
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The initiation and maintenance of X-chromosome inactivation thus
requires the ability to produce and stably propagate an altered chromatin
structure which we have previously seen to be critical in tissue-specific
gene regulation. Moreover, like the regulation of the chromatin structure
of individual genes, it involves processes such as methylation of C residues
in the DNA and deacetylation of histones.

Genomic imprinting

Genomic imprinting (for reviews see Ferguson-Smith and Surani, 2001;
Constancia et al., 2004) resembles X-chromosome inactivation in that one
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Inactivation of one copy of the XIST gene in mouse mutants results in the chro-
mosome containing the intact XIST gene being preferentially inactivated (panel
a) whilst mutant mice which transcribe the XIST gene on both X chromosomes
show inactivation of both X chromosomes (panel b).



of the two copies of specific genes is inactivated whilst the other remains
active. This process differs, however, in that only a few genes scattered on
different autosomes (non-sex chromosomes) are inactivated and that the
same copy is always inactivated in all cells and in all organisms whether
male or female. Thus, it is always the maternally inherited copy of some
of these, such as the genes encoding the insulin-like growth factor 2 (IGF2)
protein, the SmN splicing protein and the U2AF35 related protein which
are inactivated with the paternally inherited gene remaining active.
Conversely the paternally inherited copies of others, such as the IGF2
receptor gene and the H19 gene, are inactivated with the maternally inher-
ited gene remaining active (Fig. 6.45).

As with X inactivation therefore, this process results in all cells having
only one functional copy of each of these genes, although in the case of
genomic imprinting all cells express the same copy. This process cannot
be reversed during embryonic development even when genetic crosses are
used to produce embryos with two imprinted copies of the gene. Thus,
embryos which inherit two maternal and no paternal copies of the Igf2
gene or two maternal but no paternal copies of the SmN gene die due to
the lack of an active gene. These embryos therefore die due to the absence
of a functional protein even though two copies of the gene capable of
encoding this protein are present in each cell of the embryo.

Despite the lethal effects which can result when imprinting goes wrong,
it is unclear what the normal function of this process is. It has been
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suggested, for example, that imprinting may represent a means of prevent-
ing the parthenogenetic development of the unfertilized egg to produce a
haploid embryo with no paternal contribution. Alternatively, it may have
evolved because of the conflict between the maternal and paternal
genomes in terms of the transfer of nutrients from mother to offspring.
Thus, whilst it is in the paternal interest to promote the growth of the
individual fetus, the maternal interest is to restrict the growth of any indi-
vidual fetus so that other fetuses fathered by different males either
concurrently (in multi-fetal litters) or subsequently can develop fully (for
discussions see Haig, 2003; Constancia et al., 2004). Other theories range
from the need for the cell to distinguish between the two copies of each
chromosome which have been inherited from the mother or the father
(for a review see de Villena et al., 2000) to a mechanism for producing
differences between male and female offspring (for a review see Pagel,
1999).

This lack of a clear functional role for genomic imprinting is in contrast
to the clear role of X-chromosome inactivation in compensating for the
extra X chromosome in females compared with males. Indeed it has even
been suggested that imprinting may not have a function at all but may
represent a vestige of an evolutionarily ancient defence system to inacti-
vate foreign DNA with the imprinted genes having some feature which
causes this system to consider them as foreign (see Barlow, 1993 for further
discussion of this idea).
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Whatever its precise function (if any), it is clear that genomic imprint-
ing resembles X-chromosome inactivation in that specific differences exist
in the methylation pattern of CG dinucleotides between the active and
inactive copies of the imprinted gene. Moreover, embryos which lack a
functional DNA methyltransferase and which therefore cannot methylate
their DNA (see Section 6.5) fail to carry out genomic imprinting (Kaneda
et al., 2004). Hence specific methylation of one of the two copies of the
gene is critical for imprinting to occur (for a review see Feil and Khosla,
1999).

Interestingly, in some cases, the role of C-methylation in regulating
imprinting can be quite complex. Thus, in the case of the H19 gene which
is silenced on the paternal chromosome, a simple correlation exists with
the regulatory region of the gene being methylated on the paternal chro-
mosome but not on the maternal, as would be expected (Fig. 6.46).
However, in the case of the adjacent Igf2 gene which is silenced on the
maternal chromosome, no specific methylation is seen on this chromo-
some compared with the paternal one. Rather, the activity of the Igf2 gene
is controlled by an imprinting control region (ICR) which is located
between the two genes and which is methylated on the paternal chro-
mosome where the Igf2 gene is active.

This paradox is resolved by the finding that when the ICR is methy-
lated, a positive regulatory element (known as an enhancer: see Section
7.3) located downstream of the H19 gene acts at a distance to activate Igf2
gene expression (Fig. 6.46). In contrast, when the ICR is unmethylated on
the maternal chromosome, a protein known as CTCF binds to it. This
protein acts as an insulator (see Section 7.4) preventing the positive regu-
latory element from activating Igf2 and the gene is therefore silent. In
agreement with this idea, mutations in the binding site for CTCF (Pant et
al., 2004) or inhibition of its synthesis (Fedoriw et al., 2004) disrupt the
correct pattern of expression of the H19 and Igf2 genes. Hence, in this
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chromosomal region, methylation of C residues on the paternal chromo-
some results in silencing of the H19 gene and expression of the Igf2 gene
on this chromosome (for reviews see Allshire and Bickmore, 2000; Reik
and Murrell, 2000; Arney, 2003).

It is clear therefore that, as with X chromosome inactivation, imprint-
ing involves similar modifications and changes in chromatin structure to
those which are used to regulate cellular commitment and gene tran-
scription in specific cell types.

6.9 Conclusions

A variety of changes take place in the chromatin of genes during the
process of commitment to a particular pathway of differentiation. Such
changes involve both modification of the DNA itself by undermethyla-
tion, to the histones with which it is associated, and to the general
packaging of the DNA in chromatin. In the last few years, the study of
these changes has moved from the simple description of changes such as
DNaseI sensitivity to a more mechanistic approach. This has identified
three key processes regulating chromatin structure namely, DNA methy-
lation (Section 6.5), histone modifications, particularly acetylation
(Section 6.6) and ATP-dependent remodeling of chromatin structure by
complexes such as SWI/SNF and NURF (Section 6.7). Indeed, these
processes are closely linked, as described earlier, with DNA methylation
stimulating histone changes such as deacetylation and methylation,
whilst in turn such changes in histone modification can regulate SWI/SNF
recruitment to the promoter (for review see Richards and Elgin, 2002).

The combination of all the various processes discussed in this chapter
results in three levels of chromatin structure within the cell (Fig. 6.47).
Thus although the bulk of inactive DNA is organized into a tightly packed
solenoid structure, active or potentially active genes are organized into a
more open “beads on a string” structure, and short regions within the gene
are either nucleosome-free or have structurally altered nucleosomes.

The role of these changes in allowing cells to maintain a commitment
to a particular differentiated state and to respond differently to inducers
of gene expression is well illustrated in the case of the steroid hormones
and their effect on gene expression. Thus the difference in the response
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of different tissues to treatment with estrogen (see Section 6.1) is likely to
be due to the fact that in one tissue certain steroid-responsive genes will
be inaccessible within the solenoid structure and will therefore be inca-
pable of binding the receptor–hormone complex that is necessary for
activation. In other genes, which are in the beads on a string structure and
therefore more accessible, such binding of the complex to defined
sequences in the gene will occur. Even in this case, however, gene activa-
tion will not occur as a direct consequence of this interaction, as might
be the case in bacteria. Rather, the binding will result in the displacement
of a nucleosome from the region of DNA, generating a hypersensitive site
and allowing other regulatory proteins to interact with their specific recog-
nition sequences and cause transcription to occur.

Both the action of the receptor–hormone complex and the subsequent
binding of other transcription factors to nucleosome-free DNA clearly
involve the interaction of regulatory proteins with specific DNA
sequences. The next two chapters will discuss the DNA sequences and
proteins involved in these interactions.
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Transcriptional control –
DNA sequence elements 7

SUMMARY

● In eukaryotes, protein-coding genes which need to be expressed
together are not closely linked in the genome.

● The expression of such genes is coordinated by short DNA sequences
which are predominantly located upstream of the start site of tran-
scription and which activate gene expression in specific situations.

● Other positively acting DNA elements are located further away from
the gene and are known as enhancers or locus-control regions.

● Specific DNA elements, known as silencers and insulators, can have an
inhibitory effect on gene expression.

● All these sequences act by binding regulatory proteins which either
affect chromatin structure or alter the activity of the basal transcrip-
tional complex, thereby regulating gene expression.

● In contrast, regulation of transcription by RNA polymerases I and II is
much less complex than that of protein-coding genes transcribed by
RNA polymerase II.

7.1 Introduction

Relationship of gene regulation in prokaryotes and eukaryotes

As discussed in Chapter 6, various alterations occur in the chromatin struc-
ture of a particular gene prior to the onset of transcription. Once such
changes have occurred, the actual onset of transcription takes place
through the interaction of defined proteins (transcription factors) with
specific DNA sequences adjacent to the gene. This final stage of gene regu-
lation is clearly analogous to the activation or repression of gene
expression in prokaryotes, which was discussed briefly in Section 6.1.
However, before the manner in which transcription factors and DNA
sequences act to regulate gene expression in higher eukaryotes can be
considered, it is necessary to mention one aspect of eukaryotic systems
that does not exist in bacteria.

Coordinately regulated genes are not linked in eukaryotes

In prokaryotes, when several genes encoding particular proteins are
expressed in response to a particular signal, the genes are found tightly
linked together in an operon. In response to the activating signal, all the



genes in the operon are transcribed as one single polycistronic (multi-gene)
mRNA molecule, and translation of each protein from internal AUG initi-
ation codons (see Section 3.3) results in the desired coordinate production
of the proteins encoded by the individual genes. A typical example of this
is seen in the case of the lactose-inducible genes located in the lac operon.
The efficient use of lactose requires not only the enzyme β-galactosidase,
which cleaves the lactose molecule, but also a permease enzyme, to facili-
tate uptake of lactose by the cell, and a modifying trans-acetylase enzyme.
The genes encoding these three molecules must be activated in response
to lactose and this is achieved by linking them together in an operon whose
expression is dependent upon the presence of lactose (Fig. 7.1).

In higher eukaryotic organisms this does not occur. Thus operon-type
structures transcribed into polycistronic RNAs do not exist in higher
organisms. Rather, individual genes are transcribed by RNA polymerase II
into individual monocistronic RNAs encoding single proteins (see Section
3.3). Hence, genes whose protein products are required in parallel are pres-
ent in the genome as individual genes whose expression must be
coordinated. Moreover, such coordinately expressed genes are not even
closely associated in the genome in a manner that might be thought to
facilitate their regulation, but are very often present on different chro-
mosomes within the eukaryotic nucleus. Thus, the production of a
functional antibody molecule by the mammalian B cell requires the
synthesis of both the immunoglobulin heavy- and light-chain proteins,
which together make up the functional antibody molecule. The genes
encoding the heavy- and light-chain proteins are, however, found on sepa-
rate chromosomes; the heavy-chain locus being on chromosome 14 in
humans whereas light-chain genes are found on both chromosomes 2 and
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into one single RNA and translated into individual proteins following binding of
the ribosome at three sites in the RNA molecule.



22. Similarly, the production of a functional globin molecule requires the
association of an α-globin-type protein and a β-globin-type protein. Yet
the genes encoding the various members of the α-globin family are on
chromosome 16 in humans whereas the genes encoding the β-globins are
found on chromosome 11.

This difference between prokaryotes and eukaryotes is likely to reflect a
need for greater flexibility in regulating gene expression in eukaryotes.
Thus the bacterial arrangement, although providing a simple mechanism
for coordinating the expression of different proteins, also means that, in
general, expression of one protein will also necessitate expression of the
other coordinately expressed proteins. In contrast, the eukaryotic system
allows α-globin to be produced in parallel with β-globin in the adult organ-
ism but to be associated with another β-globin-like protein, namely
γ-globin, in the fetus.

The Britten and Davidson model for the coordinate regulation of
unlinked genes

This greater flexibility does, however, necessitate some means of coordi-
nately regulating gene expression, allowing the production of α- and
β-globin in the adult reticulocyte, γ- and β-globin in the embryonic retic-
ulocyte, and the heavy and light chains of immunoglobulin in the
antibody-producing B cell. A model of the mechanism of such coordinate
regulation was put forward by Britten and Davidson (1969). They proposed
that genes regulated in parallel with one another in response to a partic-
ular signal would contain a common regulatory element which would
cause the activation of the gene in response to that signal (Fig. 7.2).
Individual genes could contain more than one regulatory element, some
of which would be shared with other genes, which in turn could possess
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Britten and Davidson model for the coordinate expression of unlinked genes in
eukaryotes. Sensor elements (A, B, C) detect changes requiring alterations in
gene expression and switch on appropriate integrator genes (x, y, z) whose
products activate the structural genes (P, Q, R) containing the appropriate
control elements. Note the flexibility of the system whereby a particular struc-
tural gene can be activated with or without another structural gene by selecting
which integrator gene is activated.



elements not present in the first gene. Specific signals causing gene acti-
vation would act by stimulating a specific integrator gene whose product
would activate all the genes containing one particular sequence element.
This mechanism would allow the observed activation of distinct but over-
lapping sets of genes in response to specific signals via the activation of
particular integrator genes.

Although this model was proposed over 30 years ago, when our under-
standing of eukaryotic gene regulation was considerably more limited
than at present, it continues to serve as a useful framework for consider-
ing gene regulation. In modern terms, the integrator gene would be
considered as encoding a transcription factor (see Chapter 8) which binds
to the regulatory sequences and activates expression of the corresponding
genes. As discussed in Section 8.4, the activation of such a factor by a
particular signal has now been shown to operate both by de novo synthe-
sis of the factor (in an individual tissue or in response to a particular
signal), as envisaged by Britten and Davidson, and by direct activation of
a pre-existing protein, for example, by phosphorylation in response to
the activating signal. The concept that such factors act by binding to DNA
sequences held in common between coordinately regulated genes is now
well established, and it is therefore necessary to consider the nature of
these sequences. In the original model of Britten and Davidson (1969) it
was considered that this role would be played by a class of repeated DNA
sequences about 200–300 base pairs in length which had been shown to
be present in many copies in the genome. It is now clear, however, that
the target DNA binding sites for transcription factors are much shorter
sequences, approximately 10–30 base pairs in length and these short
sequence elements will now be discussed (for a review see Maniatis et al.,
1987).

7.2 Short sequence elements located within or adjacent to
the gene promoter

Short regulatory elements

In prokaryotes the sequence elements that play an essential role in tran-
scriptional regulation are located immediately upstream of the point at
which transcription begins, and form part of the promoter which directs
transcription of the gene. Such sequences can be divided into two classes,
namely those found in all genes, which play an essential role in the
process of transcription itself, and those found in one or a few genes,
which mediate their response to a particular signal (Schmitz and Galas,
1979). It would be expected by analogy, therefore, that the sequences that
play a role in the regulation of eukaryotic transcription would be located
similarly, upstream of the transcription start site within or adjacent to the
promoter. Hence, a comparison of such sequences in different genes
should reveal both basic promoter elements necessary for all transcription
(which would be present in all genes) and those necessary for a particular
pattern of regulation (which would be present only in genes exhibiting a
specific pattern of regulation). The role of such sequences can be
confirmed either by destroying them by deletion or mutation or by trans-
ferring them to other genes in an attempt to confer the specific pattern
of regulation of the donor gene upon the recipient.
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The 70 kDa heat-shock protein gene

To illustrate this method of analysis, we will focus upon the gene encod-
ing the 70 kDa molecular weight heat-shock protein (hsp70) and compare
it with other genes showing different patterns of regulation. As discussed
in Section 4.2, exposure of a very wide variety of cells to elevated temper-
ature results in the increased synthesis of a few heat-shock proteins, of
which hsp70 is the most abundant. Such increased synthesis is mediated
in part by increased transcription of the corresponding gene, which can
be visualized as a puff within the polytene chromosome of Drosophila (for
a review see Ashburner and Bonner, 1979). Hence, examination of the
sequences located upstream of the start site for transcription in this gene
should identify potential sequences involved in its induction by temper-
ature elevation, as well as those involved in the general mechanism of
transcription. The sequences present in this region of the hsp70 gene
which are also found in other genes are listed in Table 7.1, and their
arrangement is illustrated in Fig. 7.3 (Williams et al., 1989; for further
information on these sequences see Davidson et al., 1983, Jones et al., 1988
and references therein).
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Transcriptional control elements in the human hsp70 gene promoter. The
protein binding to a particular site is indicated above the line and the corre-
sponding DNA element below the line. These elements are described more fully
in Table 7.1.

Table 7.1 Sequences present in the upstream region of the hsp70 gene
which are also found in other genes

Name Consensus Other genes containing 
sequences

TATA box TATA A/T A A/T Very many genes
CCAAT box TGTGGCTNNNAGCCAA α- and β-globin, herpes

simplex virus thymidine
kinase, cellular oncogenes 
c-ras, c-myc, albumin, etc.

Sp1 box GGGCGG Metallothionein IIA, type II
procollagen, dihydrofolate
reductase, etc.

CRE T/G T/A CGTCA Somatostatin, fibronectin, 
α-gonadotrophin, c-fos, etc.

AP2 box CCCCAGGC Collagenase, class 1 antigen
H-2Kb, metallothionein IIA

Heat-shock consensus CTNGAATNTTCTAGA Heat-inducible genes hsp83,
hsp27, etc.



A comparison of this type reveals a number of sequence motifs shared
by the hsp70 gene and other non-heat-inducible genes as well as one
which is unique to heat-inducible genes. These include the TATA box
which was discussed in Section 3.2 and several others which will be
considered in turn.

The CCAAT and Spl boxes

The basal transcriptional complex containing TBP, RNA polymerase II and
other associated factors can produce only a low rate of transcription. This
rate is enhanced by the binding of other transcription factors to sites
upstream of the TATA box which enhances either the stability or the activ-
ity of the basal complex. The binding sites for several of these factors are
present in a wide variety of different genes with different patterns of activ-
ity. These sites act as targets for the binding of specific factors which are
active in all cell types and their binding therefore results in increased tran-
scription in all tissues.

An example of this is the Spl box, two copies of which are present in
the hsp70 gene promoter (Fig. 7.3). This GC-rich DNA sequence binds a
transcription factor known as Spl which is present in all cell types.
Similarly, the CCAAT box, which is located upstream of the start site of
transcription of a wide variety of genes (including the hsp70 gene) which
are regulated in different ways, is also believed to play an important role
in allowing transcription of the genes containing it by binding constitu-
tively expressed transcription factors.

The heat-shock element

In contrast to these very widespread sequence motifs, another sequence
element in the hsp70 gene is shared only with other genes whose tran-
scription is increased in response to elevated temperature. This sequence
is found 62 bases upstream of the start site for transcription of the
Drosophila hsp70 gene and at a similar position in other heat-inducible
genes (Davidson et al., 1983). This heat-shock element (HSE) is therefore
believed to play a critical role in mediating the observed heat inducibil-
ity of transcription of these genes. In order to confirm that this is the
case, it is necessary to transfer this sequence from the hsp70 gene to
another gene, which is not normally heat inducible, and show that the
recipient gene now becomes inducible. This was achieved by Pelham
(1982) who transferred the HSE onto the non-heat-inducible thymidine
kinase (tk) gene taken from the eukaryotic virus, herpes simplex. When
the hybrid gene was introduced into cells and the temperature subse-
quently raised, increased thymidine kinase production was detected,
showing that the HSE had rendered the tk gene inducible by elevated
temperature (Fig. 7.4).

This experiment therefore proves that the common sequence element
found in the heat-inducible genes is responsible directly for their heat
inducibility. The manner in which these experiments were carried out also
permits a further conclusion with regard to the way in which this sequence
acts. Thus, the HSE used by Pelham was taken from the Drosophila hsp70
gene and, in this cold-blooded organism, would be activated normally by
the thermally stressful temperature of 37oC. The cells into which the
hybrid gene was introduced, however, were mammalian cells which grow
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normally at 37oC and only express the heat-shock genes at the higher
temperature of 42oC.

In these experiments the hybrid gene was induced only at 42oC, the
heat-shock temperature characteristic of the cell into which it was intro-
duced, and not at 37oC, the temperature characteristic of the species
from which the DNA sequence came. This means that the HSE does not
possess some form of inherent temperature sensor or thermostat which
is set to go off at a particular temperature, since in this case the
Drosophila sequence would activate transcription at 37oC, even in
mammalian cells. Rather, it must act by being recognized by a cellular
protein which is activated in response to elevated temperature and, by
binding to the heat-shock element, produces increased transcription.
Evidently, although the elements of this response are conserved suffi-
ciently to allow the mammalian protein to recognize the Drosophila
sequence, the mammalian protein will, of course, only be activated at
the mammalian heat-shock temperature and hence induction will only
occur at 42oC.

Hence these experiments not only provide evidence for the importance
of the HSE in causing heat-inducible transcription, but also indicate that
it acts by binding a protein. This indirect evidence that the HSE acts by
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ity. Transfer of this sequence to a gene (thymidine kinase) which is not normally
inducible renders this gene heat inducible.



binding a protein can be confirmed directly by using a variety of 
techniques which allow the proteins binding to a specific DNA sequence
to be analyzed (see Section 7.2 for a description of some of these meth-
ods). When an analysis of this type is carried out on the upstream regions
of the heat-shock genes, it can be shown that in non-heat-shocked cells,
TBP is bound to the TATA box and the GAGA factor is bound to upstream
sequences (Fig. 7.5a). The binding of the GAGA factor is believed to
displace a nucleosome and create the DNaseI hypersensitive sites observed
in these genes in non-heat-shocked cells (see Section 6.7). By contrast, in
heat-shocked cells, where high level transcription of the gene is occurring,
an additional protein, which is bound to the HSE, is detectable on the
upstream region (Fig. 7.5b).

Hence the induction of the heat-shock genes is indeed accompanied by
the binding of a protein, known as the heat-shock factor (HSF), to the HSE,
as suggested by the experiments of Pelham (1982). The binding of this
factor to a gene whose chromatin structure has already been altered to
render it potentially activatable, results in stimulation of transcription
exactly as discussed in Chapter 6 and illustrated in Fig. 6.39. In agreement
with this, the purified heat-shock factor can bind to the HSE and stimu-
late the transcription of the hsp70 gene in a cell-free nuclear extract, while
having no effect on the transcription of the non-heat-inducible actin gene
(Parker and Topol, 1984).

The activation of these heat-inducible genes can therefore be fitted very
readily into the Britten and Davidson scheme for the regulation of gene
expression. The HSE represents the common sequence present in the simi-
larly regulated genes, whereas the heat-shock factor would represent the
product of the integrator gene which regulates their expression. Unlike
the original model, however, it is clear that the heat-shock factor is not
synthesized de novo in response to thermal stress. Rather it is present in
unstressed cells (Parker and Topol, 1984) and can activate the heat-shock
genes following exposure to elevated temperature even in the presence of
protein synthesis inhibitors preventing its de novo synthesis (Zimarino and
Wu, 1987). It is clear, therefore, that upon heat shock a previously inac-
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tive factor is activated to a DNA-binding form by a post-translational
modification involving an alteration of the protein itself. This activation
has been produced in an isolated cell-free nuclear extract by elevated
temperature, and appears to involve a temperature-dependent change in
the protein from a monomer to a trimer which allows it to bind to the
heat-shock element and activate transcription (for a review see Morimoto,
1998). (For further discussion of the mechanism of HSF activation see
Section 8.4.)

Other response elements

Although some modification of the Britten and Davidson model, with
regard to the activation of the transcription factor itself, is therefore
necessary, the heat-shock system does provide a clear example of the
role of short common sequences within the promoters of particular
genes in mediating their common response to a specific stimulus. A
number of similar elements, which are found in the promoters of genes
activated by other signals, have now been identified and have been
shown to be capable of transferring the specific response to another
marker gene (reviewed by Davidson et al., 1983). A selection of such
sequences is listed in Table 7.2.

As indicated in Table 7.2, these sequences act by binding specific
proteins which are synthesized or activated in response to the inducing
signal. Such transcription factors are discussed further in Chapter 8. It is
noteworthy, however, that many of the sequences in Table 7.2 exhibit
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Table 7.2 Sequences that confer response to a particular stimulus

Consensus Response to Protein factor Gene containing sequences
sequences

CTNGAATNTT Heat Heat-shock transcription hsp70, hsp83, hsp27, etc.
CTAGA factor
T/G T/A CGTCA Cyclic AMP CREB/ATF Somatostatin, fibronectin, 

α-gonadotrophin c-fos, hsp70
TGAGTCAG Phorbol esters AP1 Metallothionein IIA, α-antitrypsin, 

collagenase
CC(A/T)6GG Growth factor Serum response factor c-fos, Xenopus γ-actin

in serum
RGRACANNN Glucocorticoid Glucocorticoid receptor Metallothionein IIA, tryptophan 
TGTYCY oxygenase, uteroglobin,

lysozyme
RGGTCANNN Estrogen Estrogen receptor Ovalbumin, conalbumin, 
TGACCY vitellogenin
RGGTCATGA Thyroid hormone Thyroid hormone receptor Growth hormone, myosin 
CCY heavy chain
TGCGCCCGCC Heavy metals Mep-1 Metallothionein genes  
AGTTTCNN Interferon-α Stat-1 Oligo A synthetase, guanylate-
binding TTTCNC/T Stat-2 binding protein
TTNCNNNAA Interferon-γ Stat-1 Guanylate-binding protein, 

Fc γ receptor

N, any base; R, purine; Y, pyrimidine.



dyad symmetry, a similar sequence being found in the 5′ to 3′ direction
on each strand. The estrogen response element for example, has the
sequence:

5′ AGGTCANNNTGACCT 3′
3′ TCCAGTNNNACTGGA 5′

the two halves of the ten-base palindrome being separated by three
random bases. Such symmetry in the binding sites for these transcription
factors indicates that they bind to the site in a dimeric form consisting of
two protein molecules.

Various sequences that confer response to several different signals have
therefore been identified. Exactly as suggested by Britten and Davidson,
one gene can possess more than one such element, allowing multiple
patterns of regulation. Thus comparison of the sequences listed in Table
7.2 with those contained in the hsp70 gene, listed in Table 7.1, reveals
that, in addition to the HSE, this gene also contains the cyclic AMP
response element (CRE) which mediates the induction of a number of
genes, such as that encoding somatostatin, in response to treatment with
cyclic AMP. Similarly, while genes may share particular elements, flexi-
bility is provided by the presence of other elements in one gene and not
another, allowing the induction of a particular gene in response to a given
stimulus which has no effect on another gene. For example, although the
hsp70 gene and the metallothionein IIA gene share a binding site for the
transcription factor AP2, only the metallothionein gene has a binding site
for the glucocorticoid receptor, which confers responsivity to glucocorti-
coid hormone induction, and hence only this gene is inducible by
hormone treatment.

In some cases, the sequence elements that confer response to a partic-
ular stimulus can be shown to be related to one another. Thus the
sequence mediating response to glucocorticoid treatment is similar to that
which mediates response to another steroid, namely estrogen. Similarly,
both the estrogen- and thyroid hormone-responsive elements contain
identical sequences showing dyad symmetry forming a palindromic repeat
of the sequence GGTCA. In the estrogen-responsive element, however, the
two halves of this dyad symmetry are separated by three bases which vary
between different genes, whereas in the thyroid hormone-responsive
element the two halves are contiguous (Table 7.3a; see Gronemeyer and
Laudet, 1995; Khorasanizadeh and Rastinejad, 2001).

In addition, as well as being arranged as palindromic repeats, the
GGTCA core sequence can also be arranged as two direct repeats (Table
7.3b). In this arrangement, the spacing between the two repeats can again
regulate which hormone produces a response, with a spacing of four bases
forming an alternative thyroid hormone response element whilst a spac-
ing of one base confers responsivity to 9-cis retinoic acid, two or five bases
to all trans-retinoic acid and a spacing of four bases to vitamin D (Table
7.3b, see Gronemeyer and Moras, 1995; Khorasanizadeh and Rastinejad,
2001).

Such similarities in these different hormone response elements are
paralleled by a similarity in the individual cytoplasmic receptor proteins
which form a complex with each of these hormones and then bind to the
corresponding DNA sequence. All of these receptors can be shown to be
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members of a large family of related DNA binding proteins whose
hormone and DNA binding specificities differ from one another. Hence a
particular DNA sequence confers a response to a particular hormone
because it binds the appropriate receptor which also binds that hormone.
The exchange of particular regions of these receptor proteins with those
of other family members has provided considerable information on the
manner in which sequence-specific binding to DNA occurs, and this is
discussed in Section 8.2.

Although the sequence elements shown in Table 7.2 are all involved in
the response to particular inducers of gene expression, it is clear that other
short sequence elements or combinations of elements are involved in
controlling the tissue-specific patterns of expression exhibited by eukary-
otic genes. Thus the octamer motif (ATGCAAAT), which is found in both
the immunoglobulin heavy- and light-chain promoters, can confer B-cell-
specific expression when linked to a non-regulated promoter (Wirth et al.,
1987). Similarly, short DNA sequences that bind liver-specific transcrip-
tion factors have been identified in the region of the rat albumin
promoter, known to be involved in mediating the liver-specific expression
of this gene.

DNA binding by short sequence elements

In discussing short sequence elements which confer a particular pattern
of gene regulation we have assumed that they act by binding specific regu-
latory proteins and indeed the work of Pelham (1982) (see above) provided
indirect evidence that this is the case for the HSE. However, it is necessary
to prove directly that this is so for the HSE and other short DNA sequences.
A variety of methods have therefore been devised for demonstrating that
regulatory protein(s) bind to a particular DNA sequence and for charac-
terizing these factors. Two of the most important of these will be described
(for further discussion of these and other methods, see Latchman, 2004
and for practical details of how to carry them out see Latchman, 1999).

Transcriptional control – DNA sequence elements 213

Table 7.3 Relationship of various hormone response elements

(a) Palindromic repeats
Glucocorticoid RGRACANNNTGTYCY
Estrogen RGGTCANNNTGACCY
Thyroid RRGTCA- - - TGACCY

(b) Direct repeats
9-cis retinoic acid AGGTCAN1AGGTCA
All-trans retinoic acid AGGTCAN2AGGTCA

AGGTCAN4AGGTCA
Vitamin D3 AGGTCAN5AGGTCA
Thyroid hormone AGGTCAN3AGGTCA

N indicates that any base can be present at that position; R indicates a purine, i.e. A or G;
Y indicates a pyrimidine, i.e. C or T. A dash indicates that no base is present, the gap
having been introduced to align the sequence with the other sequences.



The DNA mobility shift assay

When a particular DNA sequence is first identified as being involved in a
specific pattern of gene regulation, the next step is usually to carry out a
DNA mobility shift assay in which the DNA sequence and cell extract are
mixed and protein binding to the DNA is detected by the DNA moving
more slowly in the gel. Hence, protein binding to DNA results in the
appearance of a retarded band, giving the technique its alternative names
of band shift or gel retardation assay (Fig. 7.6, track A) (Methods Box 7.1).

Once such a band has been detected, one can for example, carry out
the assay using extracts of different cell types or of cells treated in differ-
ent ways to see if the presence or absence of the DNA binding activity
correlates with the pattern of gene activity conferred by the DNA sequence 
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DNA mobility shift assay (Fig. 7.6)

● Radioactively label DNA fragment or oligonucleotide containing the
DNA sequence of interest.

● Mix with whole cell or nuclear extract and incubate.
● Run the mixture on a non-denaturing gel and observe the position of

the radioactive bands by autoradiography.
● Detect protein binding to the DNA by the appearance of a retarded

band in the autoradiograph (Fig. 7.6).

A B C D
(a)

*

*

****

*

A B C D
(b)

Figure 7.6

DNA mobility shift assay. Panel (a) shows schematically the factors binding to a
radioactively labeled oligonucleotide (*) whilst panel b shows what will be seen
when the gel is visualized by autoradiography. In track A, a protein (X) in the
extract used has bound to the DNA resulting in a retarded radioactive complex
of lower mobility. In track B, the cell extract used does not have the DNA bind-
ing protein so no retarded complex forms. In track C, a large excess of
unlabeled competitor DNA has been added. It binds protein X but no retarded
band is seen on autoradiography since the competitor DNA is not radioactive. In
track D, an antibody to protein X has been added so that a super-shifted
complex of even lower mobility is formed.



(Fig. 7.6, tracks A and B). Similarly, it is possible to characterize the DNA
binding specificity of the binding factor by adding a large excess of unla-
beled DNA sequences as well as the radioactively labeled sequence. If the
unlabeled “competitor” sequence can also bind the factor, it will do so
and since it is in excess it will prevent the labeled sequence from binding
the factor. However, since the competitor DNA is unlabeled, no radioac-
tive band will be detected (Fig. 7.6, track C). This method can therefore
be used to determine whether a novel DNA binding activity has a similar
binding specificity to a known protein and is therefore likely to be iden-
tical or closely related to it. This relationship between the binding activity
and known proteins can also be probed if an antibody to the known
protein is available. Thus, the antibody can be added to the assay to see
whether it binds to the DNA binding factor forming a complex of even
lower mobility, which is known as a “super-shifted” complex (Fig. 7.6,
track D).

DNaseI footprinting assay

The DNA mobility shift assay is therefore of great value in characterizing
the proteins binding to a specific DNA sequence. However, it does not
provide any information as to where the protein binds within the DNA
sequence or its position relative to other proteins binding to adjacent DNA
sequences in the regulatory region of a particular gene. This is achieved
by the DNaseI footprinting assay in which binding of a protein protects
its binding site in the DNA from digestion (Fig. 7.7; Methods Box 7.2).

Although technically more difficult to carry out, this method thus offers
advantages over the DNA mobility shift assay. Firstly, it delineates the
bases which are actually bound by the binding protein. Second, it is possi-
ble to visualize multiple footprints on a single DNA molecule, thereby
elucidating the pattern of proteins bound to the promoter or regulatory
region of a particular gene.

As with the DNA mobility shift assay, it is also possible to determine
whether a particular binding activity/footprint is observed with extracts
prepared from cells exposed to different treatments or from different cell
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METHODS BOX 7.2

DNaseI footprinting assay (Fig. 7.7)

● Radioactively label DNA fragment or oligonucleotide containing the
DNA sequence of interest at one end only.

● Mix with whole cell or nuclear extract and incubate.
● Digest the mixture with DNaseI to produce a series of DNA fragments

each differing by only a single base.
● Run the DNA fragments on a denaturing polyacrylamide gel capable

of resolving single base differences and detect radioactive bands by
autoradiography.

● Visualize area where protein was bound as a gap in the ladder of DNA
fragments due to the protein protecting this region of DNA from 
digestion (Fig. 7.7).



types and relate this to the pattern of expression of the gene being stud-
ied. Similarly, the DNA sequence specificity of any binding activity can be
studied by adding an excess of an unlabeled oligonucleotide containing a
sequence related to that of a particular footprint. Thus, if the DNA bind-
ing activity producing the footprint can bind to the unlabeled sequence,
it will do so and hence the footprint will disappear since that region of
DNA will no longer be protected from digestion. DNaseI footprinting is
therefore a valuable technique for examining the interaction of proteins
with particular DNA sequences.

Chromatin immunoprecipitation

Both DNA mobility shift assays and DNaseI footprinting are carried out
using purified DNA fragments and cell extracts. They therefore demon-
strate what proteins can bind to a DNA sequence, rather than determine
which proteins actually do so in the intact cell. The technique of chro-
matin immunoprecipitation (ChIP) overcomes this problem by using an
antibody to a particular transcription factor to immunoprecipitate and
purify the DNA fragments to which it is bound within the normal chro-
matin structure (Fig. 7.8; Methods Box 7.3).
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Figure 7.7

DNaseI footprinting assay. A protein (X) that binds to the test sequence, which
is radioactively labeled at one end protects it from digestion by DNaseI. Hence,
the DNA fragments corresponding to digestion in this region will not be formed
and will appear as a “footprint” in the ladder of bands formed by DNaseI diges-
tion at other, unprotected, parts of the DNA. Hence, protein binding to specific
sequences can be detected and localized as a footprint.



Using this method, it is possible to identify whether a particular gene
of interest is present in the immunoprecipitate under particular condi-
tions, thereby testing whether the transcription factor is bound to the gene
in intact cells under those conditions (Fig. 7.9a). Hence, the effect of
specific treatments such as heat shock, steroids, etc., on the binding of a
particular factor to a specific DNA binding-site can be investigated under
different conditions within the natural chromatin structure of the gene
(for a review see Orlando, 2000).
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METHODS BOX 7.3

Chromatin immunoprecipitation (Fig. 7.8)

● Fix living cells with formaldehyde stably to cross-link transcription
factors to their DNA binding sites.

● Fragment chromatin into small fragments and purify.
● Immunoprecipitate the transcription factor of interest and its target

DNA, using an antibody to the transcription factor.
● Break the DNA–protein cross-links and isolate DNA.
● Characterize the isolated DNA.

Gene 1 Gene 2

Formaldehyde
cross-linking

Gene 1 Gene 2

Fragmentation and
chromatin isolation

Immunoprecipitation

Gene 1 Gene 2

Breakage of cross-links
and purification of DNA

Gene 1

Gene 1

Figure 7.8

Chromatin immunoprecipitation assay in which a DNA fragment (gene 1) is
purified on the basis that it binds a particular transcription factor (X) in the
chromatin structure of the intact cell.



In addition, however, the ChIP technique can be used in conjunction
with DNA arrays or gene chips (see Section 1.3) in which all the DNA
in a particular genome is arrayed on a filter. By labeling the immuno-
precipitated DNA and hybridizing it to such a filter, all the target genes
in the cell for a particular factor can be characterized (Ren et al., 2000)
(Fig. 7.9b).

This genome-wide location analysis, which combines ChIP assays and
DNA arrays, will become of increasing importance as the genomes of more
and more organisms are sequenced. Thus, in yeast a number of putative
regulatory DNA sequences have been identified on the basis of their
sequence and their conservation between different yeast strains (see
Clifton et al., 2003; Kellis et al., 2003). By using genome-wide location
analysis, such sequences can be tested for their ability to bind specific tran-
scription factors, under different conditions. Hence, all the binding sites
for a particular factor in the yeast genome can be defined and the effect
on such binding of specific treatments can be assessed (see Lee et al., 2002;
Harbison et al., 2004).

In this way, it is possible to begin to characterize the complex regula-
tory networks which are characteristic of eukaryotes in which
transcription factors evidently bind at large numbers of different sites
across the genome. Indeed, a recent study using genome-wide location
analysis showed that the yeast Ste12 transcription factor binds to distinct
binding sites and therefore regulates distinct sets of genes during mating
compared with filamentous growth (Zeitlinger et al., 2003). A similar
approach aimed at identifying all the regulatory elements in the human
genome and defining the factors which bind to them is now being piloted
(Encode Project Consortium, 2004) although such an analysis is obvi-
ously much more complex in humans compared with the less complex
yeast.
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The DNA isolated in the ChIP procedure (Fig. 7.8) can be tested for the presence
of a specific gene (gene 1, panel a) or hybridized to a gene array which will
detect all the genes which bind the factor under test (genes 1 and 3, panel b).



Mechanism of action of promoter regulatory elements

It is clear, therefore, that short DNA sequence elements located near the
start site of transcription play an important role in regulating gene expres-
sion in eukaryotes. As indicated in Table 7.2 and discussed above, such
sequences mediate transcriptional activation by binding a specific protein.
This binding may give rise to gene activity in one of two ways (Fig. 7.10).
Firstly, as discussed in Section 6.7 and illustrated by the glucocorticoid
receptor, binding of a specific protein may result in displacement of a
nucleosome and generation of a DNaseI hypersensitive site, allowing easy
access to the gene for other transcription factors. The direct activation of
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Figure 7.10

Roles of short sequence elements in gene activation. These elements can either
bind a factor that displaces a nucleosome and unmasks a binding site for
another factor (a) or can bind a factor that directly activates transcription (b).



transcription by such factors constitutes the second mechanism of gene
induction, and is illustrated both by the binding of other non-regulated
factors to glucocorticoid-regulated genes following binding of the recep-
tor and by the binding of the heat-shock factor to its consensus sequence
in the heat-inducible genes. These factors are likely to act by interacting
with proteins necessary for transcription, such as TBP or RNA polymerase
itself. This interaction facilitates the formation of a stable transcription
complex, which may enhance the binding of RNA polymerase to the DNA
or alter its structure in a manner which increases its activity (for further
discussion see Section 8.3; Latchman, 2004).

It should be noted that these two mechanisms of action are not exclu-
sive. Thus the glucocorticoid receptor, whose binding to a specific DNA
sequence displaces a nucleosome, also contains an activation domain
capable of interacting with other bound transcription factors (see Section
8.3). Hence, following binding of the receptor, transcription is increased
by inter-factor interactions between the receptor and other bound factors.
Similarly, the heat-shock factor can induce the acetylation of histone H4
(Thomson et al., 2004) which results in a more open chromatin structure
(see Section 6.6), indicating that it can modulate chromatin structure as
well as stimulating the basal transcriptional complex. Hence, the binding
of transcription factors to short DNA sequence elements can activate tran-
scription by two distinct mechanisms with at least some factors utilizing
both of these mechanisms.

Short DNA sequence elements act in a similar manner to gene regula-
tory elements in prokaryotes, and are located at a similar position in the
promoter region close to the start site of transcription. Unlike the situa-
tion in prokaryotes, however, important elements involved in the
regulation of eukaryotic gene expression are also found at very large
distances from the site of initiation of transcription. The nature of such
regulatory elements will now be discussed.

7.3 Enhancers

Regulatory sequences that act at a distance

The first indication that sequences located at a distance from the start site
of transcription might influence gene expression in eukaryotes came with
the demonstration that sequences over 100 bases upstream of the tran-
scriptional start site of the histone H2A gene were essential for its
high-level transcription (Grosschedl and Birnsteil, 1980). Moreover,
although this sequence was unable to act as a promoter and direct 
transcription, it could increase initiation from an adjacent promoter
element up to one hundred-fold when located in either orientation rela-
tive to the start site of transcription.

Subsequently, a vast range of similar elements have been described in
both cellular genes and those of eukaryotic viruses, and have been called
enhancers because, although they lack promoter activity and are unable to
direct transcription themselves, they can dramatically enhance the activity
of promoters (for reviews see Hatzopoulos et al., 1988; Muller et al., 1988;
Thompson and McKnight, 1992; Pennisi, 2004). Hence, if an enhancer
element is linked to a promoter, such as that derived from the β-globin gene,
the activity of the promoter can be increased several hundred-fold.
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Variation in the position and orientation at which an enhancer element
was placed relative to the promoter has led to three conclusions with
regard to the action of enhancers. These are: (a) an enhancer element can
activate a promoter when placed up to several thousand bases from the
promoter; (b) an enhancer can activate a promoter when placed in either
orientation relative to the promoter; or (c) an enhancer can activate a
promoter when placed upstream or downstream of the transcribed region,
or within an intervening sequence which is removed from the RNA by
splicing (see Section 5.2). These characteristics constitute the definition of
an enhancer and are summarized in Fig. 7.11.

Tissue-specific activity of enhancers

Following the discovery of enhancers, it was rapidly shown that many
genes expressed in specific tissues also contained enhancers. Such
enhancers frequently exhibited a tissue-specific activity, being able to
enhance the activity of other promoters only in the tissue in which the
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Characteristics of an enhancer element which can activate a promoter at a
distance (a), in either orientation relative to the promoter (b), and when posi-
tioned upstream, downstream, or within a transcription unit (c).



gene from which they were derived is normally active and not in other
tissues (Fig. 7.12). The tissue-specific activity of such enhancers acting on
their normal promoters is likely, therefore, to play a critical role in medi-
ating the observed pattern of gene regulation.

Thus, as previously discussed (Section 2.4), the genes encoding the
heavy and light chains of the antibody molecule contain an enhancer
located within the large intervening region separating the regions encod-
ing the joining and constant regions of these molecules. When this
element is linked to another promoter, such as that of the β-globin gene,
it increases its activity dramatically when the hybrid gene is introduced
into B cells. In contrast, however, no effect of the enhancer on promoter
activity is observed in other cell types, such as fibroblasts, indicating that
the activity of the enhancer is tissue-specific.

Similar tissue-specific enhancers have also been detected in genes
expressed specifically in the liver (α-fetoprotein, albumin, α-1-antitrypsin),
the endocrine and exocrine cells of the pancreas (insulin, elastase,
amylase), the pituitary gland (prolactin, growth hormone), and many
other tissues. The tissue-specific activity of these enhancer elements is
likely to play a crucial role in the observed tissue-specific pattern of expres-
sion of the corresponding gene. Thus in the case of the insulin gene, early
experiments involving linkage of different upstream regions of the gene
to a marker gene, and subsequent introduction into different cell types,
identified a region approximately 250 bases upstream of the transcrip-
tional start site as being of crucial importance in producing high-level
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A tissue-specific enhancer can activate the promoter of its own or another gene
only in one particular tissue and not in others.



expression in pancreatic endocrine cells. This position corresponds exactly
to the position of the tissue-specific enhancer, indicating the importance
of this element in gene regulation. Similarly, mutation of conserved
sequences within the tissue-specific enhancers of genes expressed in the
exocrine cells of the pancreas, such as elastase and chymotrypsin, abol-
ishes the tissue-specific pattern of expression of these genes.

In the case of the insulin gene, the importance of the enhancer element
in producing tissue-specific gene expression was further demonstrated by
experiments in which this enhancer (together with its adjacent promoter)
was linked to the gene encoding the large T antigen of the eukaryotic virus
SV40, whose production can be measured readily using a specific antibody.
The resulting construct was introduced into a fertilized mouse egg and the
expression of large T antigen analyzed in all tissues of the transgenic
mouse that developed following the return of the egg to the oviduct.
Expression of large T antigen was detectable only in the pancreas and not
in any other tissue (Fig. 7.13) and was observed specifically in the β cells
of the pancreatic islets which produce insulin (Fig. 7.14; Hanahan 1985).
The enhancer of the insulin gene is therefore capable of conferring the
specific pattern of insulin gene expression on an unrelated gene in vivo.

Hence, enhancer elements constitute another type of DNA sequence
which is involved in the activation of genes in a particular tissue or in
response to a particular stimulus, as suggested by the Britten and Davidson
model. As envisaged by the model, the binding of cell type-specific
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Figure 7.13

Assay for expression of a hybrid gene in which the SV40 T-antigen protein-
coding sequence is linked to the insulin gene enhancer and promoter. The gene
was introduced into a fertilized egg and a transgenic mouse containing the
gene in every cell of its body isolated. Expression of the T antigen is assayed by
immunoprecipitation of protein from each tissue with an antibody specific for T
antigen. Note that expression of the T antigen is detectable only in the pancreas
(p) and not in other tissues, indicating the tissue-specific activity of the insulin
gene enhancer. The track labeled “cos” contains protein isolated from a control
cell line expressing T antigen. The Ig band in all tracks is derived from the
immunoglobulin antibody used to precipitate the T antigen. Photograph kindly
provided by Professor D. Hanahan, from Hanahan, Nature 315, 115–122 (1985),
by permission of Macmillan Magazines Ltd.



proteins to the enhancer element has been demonstrated for many differ-
ent enhancers, including those in the immunoglobulin and insulin genes.
This has been achieved using the techniques described in Section 7.2
which can be used to determine the protein(s) binding to any specific DNA
sequence regardless of whether it is located adjacent to the promoter or
within an enhancer.

Therefore, in many cases the tissue-specific expression of a gene will be
determined both by the enhancer element and sequences adjacent to the
promoter. In the liver-specific pre-albumin gene, for example, gene activ-
ity is controlled both by the promoter itself, which is active only in liver
cells, and by an upstream enhancer element, which activates any promoter
approximately tenfold in liver cells and not at all in other cell types.
Similarly, in the immunoglobulin genes, when the enhancer and the
promoter itself are separated, both exhibit B-cell-specific activity in isola-
tion but the maximal expression of the gene is observed only when the
two elements are brought together.

The importance of enhancer elements in the regulation of gene expres-
sion therefore necessitates consideration of the mechanism by which they
act.

Mechanism of action of enhancers

In considering the nature of enhancers, we have drawn a distinction
between these elements, which act at a distance, and the sequences
discussed in Section 7.2, which are located immediately adjacent to the
start site of transcription. In fact, however, closer inspection of the
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Figure 7.14

Immunofluorescence assay of pancreas preparations from the transgenic mice
described in the legend to Fig. 7.13 with antibodies to the indicated proteins.
Note that the distribution of T antigen parallels that of insulin and not that of
the other pancreatic proteins. Photograph kindly provided by Professor D.
Hanahan, from Hanahan, Nature 315, 115–122 (1985), by permission of
Macmillan Magazines Ltd.



sequences within enhancers indicates that they are often composed of the
same sequences found adjacent to promoters. For example, the
immunoglobulin heavy-chain enhancers contain the octamer motif
(ATGCAAAT) which, as discussed previously, is also found in the
immunoglobulin promoters. Use of DNA mobility shift and DNaseI foot-
printing assays (see Section 7.2) has shown that these promoter and
enhancer elements bind the identical B-cell-specific transcription factor (as
well as a related protein found in all cell types) and play an important role
in the B-cell-specific expression of the immunoglobulin heavy-chain gene.
Interestingly, within the enhancer, the octamer motif is found within a
modular structure containing binding sites for several different transcrip-
tion factors, which act together to activate gene expression (Fig. 7.15).

The close relationship of enhancer and promoter elements is further
illustrated by the Xenopus hsp70 gene, in which multiple copies of the HSE
are located at positions far upstream of the start site and function as a
heat-inducible enhancer element when transferred to another gene (Bienz
and Pelham, 1986). Similarly, the heat-shock element of the Drosophila
hsp70 gene, which we have used as the basic example of a promoter motif,
has been shown to function as an enhancer when multiple copies are
placed at a position well upstream of the transcriptional start site (Bienz
and Pelham, 1986).

Enhancers therefore appear to consist of sequence motifs, which are also
present in similarly regulated promoters and may be present within the
enhancer associated with other control elements or in multiple copies. In
many cases, an enhancer will therefore consist of an array of different
sequence motifs which function together to produce strong activation of
transcription. The array of different regulatory proteins which assemble
on such an enhancer has been called an enhanceosome (for a review see
Merika and Thanos, 2001).

It seems likely, therefore, that enhancers may activate gene expression
by either or both of the mechanisms described previously for promoter
elements, namely a change in chromatin structure leading to nucleosome
displacement or by direct interaction with the proteins of the transcrip-
tional apparatus. Indeed, the enhanceosome of the interferon β promoter
has been shown to function by both these mechanisms. Thus, the
enhanceosome complex of regulatory proteins which assembles on the
enhancer first recruits a histone acetylase complex, stimulating the subse-
quent recruitment of the chromatin remodeling complex SWI/SNF. As
described in Sections 6.6 and 6.7, this will open up the chromatin and
then allow the binding of the complex of RNA polymerase II and associ-
ated proteins which will direct enhanced transcription (for reviews see
Struhl, 2001; Cosma, 2002; Fry and Peterson, 2002) (Fig. 7.16).

In the case of chromatin structure changes, it is readily apparent that
such changes caused by a protein binding to the enhancer could be prop-
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Protein-binding sites in the immunoglobulin heavy-chain gene enhancer. O indi-
cates the octamer motif.



agated over large distances in both directions, causing the observed
distance, position and orientation independence of the enhancer. In agree-
ment with this possibility, DNaseI hypersensitive sites have been mapped
within a number of enhancer elements, including the immunoglobulin
enhancer, and the nucleosome-free gap in the DNA of the eukaryotic virus
SV40 (see Section 6.7) is located at the position of the enhancer.

At first sight, models involving the binding of protein factors to the
enhancer followed by direct interaction with proteins of the transcrip-
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Activation of the β-interferon promoter involves binding of the enhanceosome
complex to the enhancer. This facilitates the recruitment of a histone acetylase
(HA) which in turn recruits the SWI/SNF complex, leading to nucleosome
displacement and binding of the basal transcriptional complex.



tional apparatus are more difficult to reconcile with the action at a
distance characteristic of enhancers. Nonetheless, the binding to
enhancers of very many proteins crucial for transcriptional activation (for
a review see Hatzopoulos et al., 1988) suggests that enhancers can indeed
function in this manner. Models to explain this postulate that the
enhancer serves as a site of entry for a regulatory factor. The factor would
then make contact with the promoter-bound transcriptional apparatus
either by sliding along the DNA, or via a continuous scaffold of other
proteins, or by the looping out of the intervening DNA (for a review of
the mechanisms of long distance gene activation see Bulger and Groudine,
1999) (Fig. 7.17).

Of these possibilities, both the sliding model and the continuous scaf-
fold model are difficult to reconcile with the observed large distances over
which enhancers act. Similarly, these models cannot explain the observa-
tions of Atchison and Perry (1986) who found that the immunoglobulin
enhancer activates equally two promoters placed 1.7 kb and 7.7 kb away
on the same DNA molecule, since they would postulate that sliding or
scaffolded molecules would stop at the first promoter (Fig. 7.18).
Moreover, it has been shown that an enhancer can act on a promoter
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Possible models for the action of enhancers located at a distance from the acti-
vated promoter.



when the two are located on two separate DNA molecules linked only by
a protein bridge, which would disrupt sliding or scaffolded molecules
(Muller et al., 1989).

Such observations are explicable, however, via a model in which
proteins bound at the promoter and enhancer proteins have an affinity
for one another and make contact via looping out of the intervening DNA.
Moreover, such a model can explain readily the critical importance of DNA
structure on the action of enhancers. Thus it has been shown that removal
of precise multiples of ten bases (one helical turn) from the region between
the SV40 enhancer and its promoter has no effect on its activity, but dele-
tion of DNA corresponding to half a helical turn disrupts enhancer
function severely.

Interestingly, some proteins which bind to enhancers actually bend the
DNA so that interactions can occur between regulatory proteins bound at
distant sites on the DNA (Fig. 7.19) (for a review see Werner and Burley,
1997). This is seen in the case of the T-cell receptor α chain gene enhancer
where the LEF-1 factor binds to a site at the center of the enhancer and
bends the DNA so that other regulatory transcription factors can interact
with one another. Indeed, such effects are not confined to enhancers since
binding of TBP to the TATA box in gene promoters (see Section 3.2) also
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Binding of a factor (Z) which bends the DNA can produce interactions between
other regulatory proteins (X and Y) which bind at distant sites on the DNA.



bends the DNA, suggesting that this may be a widespread mechanism for
producing interactions between regulatory proteins.

7.4 Negatively acting sequence elements

Silencers

Thus far we have assumed that enhancers act in an entirely positive
manner. In a tissue containing an active enhancer-binding protein, the
enhancer will activate a promoter, whereas in other tissues where the
protein is absent or inactive, the enhancer will have no effect. Such a
mechanism does indeed appear to operate for the majority of enhancers
which, when linked to promoters, activate gene expression in one or a
few cell types and have no effect in other cell types. In contrast, however,
some sequences appear to act in an entirely negative manner, inhibiting
the expression of genes which contain them. Following the initial iden-
tification of such an element in the cellular oncogene c-myc, similar
elements, which are referred to as silencers, have been defined in genes
encoding proteins as diverse as collagen type II, growth hormone and
glutathione transferase P. Like enhancers, silencers can act on distant
promoters when present in either orientation but have an inhibitory
rather than a stimulatory effect on the level of gene expression.

As with enhancer elements it is likely that these silencers act either at
the level of chromatin structure by recruiting factors which direct the tight
packing of adjacent DNA or by binding a protein which then directly
inhibits transcription by interacting with RNA polymerase and its associ-
ated factors. Examples of silencers which appear to act in each of these
ways have been observed (Fig. 7.20). Thus the silencer element located
approximately 2 kb from the promoters of the repressed mating type loci
in yeast plays a crucial role in organizing this region into the tightly
packed structure characteristic of non-transcribed DNA (for review see
Dillin and Rine, 1995).

Interestingly the silencer element appears to represent a site for attach-
ment of the DNA to the nuclear matrix. Hence, it may act by promoting
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A silencer element (S) can inhibit activity of the promoter (P) either (a) by binding
a protein which organizes the DNA into a tightly packed chromatin structure or
(b) by binding an inhibitory transcription factor which represses promoter activity.



the further condensation of the chromatin solenoid to form a loop of DNA
attached to the nuclear matrix which is the most condensed structure of
chromatin (see Section 6.3 and Fig. 6.9). This could be achieved by recruit-
ing protein factors which direct tight packing of the adjacent DNA, in the
same way as the SWI/SNF complex and the GAGA factor direct the unpack-
ing of the adjacent DNA (see Section 6.7). Indeed specific factors such as
polycomb have been identified which have exactly this effect, inducing
the ubiquitination of histone H2A and the methylation of histone H3 on
lysine 27 (see Section 6.6), thereby promoting the tight packing of chro-
matin (Kirmizis et al., 2004) (Fig. 7.21). Moreover, inactivation of
polycomb by mutation results in aberrant activation of homeotic genes
exactly as would be expected for a protein which promotes an inactive
chromatin structure. Hence chromatin structure is controlled by the
antagonistic effects of proteins such as polycomb which direct tight pack-
ing of the chromatin and others such as GAGA/trithorax and brahma (see
Section 6.7) which direct its opening (for reviews see Orlando, 2003;
Levine et al., 2004).

As well as acting at the level of chromatin structure, it is also possible
for silencers to act by binding negatively acting transcription factors which
interact with the basal transcriptional complex of RNA polymerase II and
associated factors (Fig. 7.20b). Thus, the silencer in the gene encoding
lysozyme appears to act, at least in part, by binding the thyroid hormone
receptor which in the absence of thyroid hormone has a directly
inhibitory effect on gene activity (see Section 8.3, for further discussion
of the mechanisms of gene repression).

Hence, just as enhancer elements can act at a distance to enhance
gene expression by opening up the chromatin or by directly stimulat-
ing transcription, silencers can inhibit gene expression either by
promoting a more tightly packed chromatin structure or by directly
repressing transcription.
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Binding of polycomb to a silencer sequence can recruit a histone methylase (HM)
which produces a tightly-packed chromatin structure by methylating histones.



Insulators

The existence of elements such as enhancers or silencers which can act
over large distances to alter gene expression leads to the question of how
the action of such elements is confined to the appropriate gene or genes.
Thus, some mechanism must exist to prevent the effect of enhancers or
silencers spreading to other genes in adjacent regions of the chromosome
and producing an inappropriate pattern of gene expression.

This problem is solved by the existence of insulator sequences which,
as their name implies, block the spread of enhancer or silencer activity so
that it is confined to the appropriate gene or genes and other adjacent
genes are “insulated” from these effects (Fig. 7.22) (for reviews see Bell et
al., 2001; Labrador and Corces, 2002; West et al., 2002). Such insulators
are seen, for example, in the region of human chromosome 11 which
contains several closely linked genes encoding β-globin-type proteins (see
Section 7.1). Thus, as discussed in Section 7.5, this region contains a strong
enhancer-like element, known as a locus control region (LCR), which stim-
ulates the expression of the β-globin genes in erythroid cells. As shown in
Fig. 7.23, the region containing the LCR and the β-globin genes is flanked
by two insulator sequences which prevent the LCR inappropriately acti-
vating the flanking genes encoding the folate receptor and the odorant
receptor gene (Fig. 7.23).

Interestingly, the activity of insulator elements can be regulated so that
they are active in one situation and inactive in another. An example of
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An insulator element (I) limits the action of an enhancer (E) so that it only acti-
vates gene expression in a specific region and not in adjacent regions.
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Insulator elements (I) flanking the β-globin gene cluster prevent the locus control region (LCR) from
stimulating the expression of adjacent genes and confine its effect to the β-globin genes.



this was discussed in Chapter 6 (Section 6.8) where the imprinting control
region prevents the enhancer of one H19 gene from activating the Igf2
gene on the maternal chromosome but allows it to do so on the paternal
chromosome. Thus, the imprinting control region is acting as an insula-
tor element blocking the ability of an enhancer to exert its stimulatory
effect on an adjacent region on the maternal chromosome but having no
effect on the paternal chromosome (see Fig. 6.46).

As discussed in Section 6.8, the imprinting control region/insulator is
only active when it binds a protein, known as CTCF, which is essential
for its insulator activity. Hence, as with the other DNA sequences discussed
in this chapter, it appears that insulator sequences achieve their effect by
binding specific proteins. Evidently, the manner in which such protein
binding allows the insulator to block the action of an enhancer or silencer
will depend on the mechanism by which the enhancer or silencer itself is
actually acting to alter gene expression (see Sections 7.3 and 7.4).

Thus, for example, if an enhancer or a silencer acts to induce changes
in chromatin structure which are propagated over large distances, then an
insulator with a protein bound to it would presumably act by preventing
this change in chromatin structure from spreading past the point where
the protein was bound. In agreement with this idea, it has been shown
that the polycomb and trithorax proteins which are known to act by alter-
ing chromatin structure (see Section 6.7) bind to specific insulator
elements in Drosophila (Gerasimova and Corces, 1998).

Similarly, if looping of the DNA takes place so as to bring proteins bound
to the promoter and to the enhancer into contact, the silencer might
change this looping pattern so that an enhancer and a promoter which
were separated by the insulator were not brought into contact. This could
involve, for example, the DNA being thrown into smaller loops so that
the promoter and the distant enhancer were on separate loops which
would not allow contact between the bound proteins (Fig. 7.24) (for
discussion see Bell et al., 2001).

It is clear therefore that insulators play a key role in gene expression
and its regulation by acting to ensure that the long distance effects of
enhancer and silencer sequences are confined to the appropriate DNA
region.

7.5 Locus control regions

The locus control region

When specific genes are introduced into fertilized mouse eggs and used
to create transgenic mice, the introduced gene is frequently expressed
at very low levels and this expression is not increased when multiple
copies of the genes are introduced. Similarly different copies of the
introduced gene which integrate into the host chromosomes at differ-
ent positions are expressed at very different levels, suggesting that gene
activity is being influenced by adjacent chromosomal regions. This
effect occurs even when the gene is introduced together with its adja-
cent promoter and enhancer elements. This has led to the concept that
some sequences, which are necessary for high level gene expression
independent of the position of the gene in the genome, are absent from
the introduced gene.
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This idea has been supported by studies in the β-globin gene cluster (see
Section 7.1) which contains four functional β-globin-like genes and a non-
functional pseudogene (Fig. 7.25). Thus a region located 10–20 kb
upstream of the β-globin genes has been shown to confer high level, posi-
tion independent expression when linked to a single globin gene and
introduced into transgenic mice. Moreover, this element acts in a tissue-
specific manner since its presence allows the globin gene to be expressed
in the correct pattern with high level expression in erythroid cells and not
in other cell types.

Most importantly, this element is not only required for expression of
the β-globin genes in transgenic animals but also plays a role in the natu-
ral expression of the globin genes. Thus its deletion in human individuals
leads to a lack of expression of any of the genes in the cluster. This occurs
even in cases where all the genes, together with their promoter and
enhancer regions, remain intact leading to a lethal disease known as
Hispanic thalassemia in which no functional hemoglobin is produced (Fig.
7.25).

The role of this element in stimulating activity of all the genes in the
β-globin cluster has led to its being called a locus control region (LCR: for
reviews see Bulger and Groudine, 1999; Li et al., 1999). As with enhancers,
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An insulator (I) may affect the looping pattern of the DNA so that when it is active
proteins (X) bound at a promoter (P) cannot interact with proteins (Y) bound at
an enhancer so preventing the enhancer from stimulating the promoter. In
contrast, when the insulator is inactive, the looping pattern allows such interac-
tions to occur and the enhancer can activate the promoter (compare Fig. 7.19).



following its original definition in the β-globin cluster, similar LCR
elements have been identified in other genes including the α-globin clus-
ter, the major histocompatibility locus and the CD2 and lysozyme genes.
It is clear therefore that LCRs constitute another important element essen-
tial for the correct regulation of gene expression.

Mechanism of action of LCRs

DNA sequence analysis of LCRs has indicated that they are rich in
sequence motifs which are also found in promoter and enhancer elements
and which could bind transcription factors. As with promoters and
enhancers therefore it is in principle possible that the LCR could function
either by direct interaction with the transcriptional apparatus or by affect-
ing chromatin structure. In practice, however, the second of these is likely
to be correct. Thus in many cases regions with LCR activity do not affect
gene activity when introduced transiently into cells under conditions
where the exogenous DNA is not packaged into chromatin but can do so
when the same gene construct integrates into the host chromosome.

It is likely therefore that the LCR functions by affecting chromatin struc-
ture of the adjacent genes so that they can be transcribed. In agreement
with this the region defined as the LCR on the basis of its functional activ-
ity contains five DNaseI hypersensitive sites (see Section 6.7) which appear
early in erythroid development prior to the expression of any of the genes
in the β-globin cluster (Fig. 7.25). Moreover, the LCR is able to induce the
adjacent region containing the β-globin genes to assume the enhanced
DNaseI sensitivity which is characteristic of active or potentially active
genes (see Section 6.4) and the LCR marks the boundary of the region of
the genome which shows this preferential sensitivity in erythroid cells
(Fig. 7.25).

Thus, the presence of this region would render the adjacent DNA capa-
ble of being expressed in a position-independent manner, allowing high
level, tissue-specific expression of the gene in transgenic mice, regardless
of the position in the genome into which it integrated. In contrast a gene
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Figure 7.25

Organization of the β-globin gene locus showing the position of the locus
control region (LCR) and the five DNaseI hypersensitive sites within it (arrows).
The region showing enhanced DNaseI sensitivity in the reticulocyte lineage is
indicated together with the functional genes (solid boxes) encoding epsilon
globin (ε), the two forms of gamma globin (Gγ and Aγ), delta globin (δ) and
beta globin (β) and the non-functional β-globin-like pseudogene (open box).
The extent of the deletion in patients with Hispanic thalassemia is indicated by
the line. Note that this deletion removes the LCR but leaves the genes them-
selves intact.



lacking this sequence would lack this stimulatory action and would also
be subject to the influence of adjacent regulatory elements which might
inhibit its expression (Fig. 7.26). In agreement with this idea, a transgene
containing the CD2 locus control region is not inactivated when inserted
into a tightly packed region of the DNA known as heterochromatin,
whereas this does occur when the same gene is inserted into this region
without the LCR.

As with other DNaseI hypersensitive sites (see Section 6.7) the sites in
the LCR are likely to be free of nucleosomes and may be in a highly super-
coiled form subject to torsional stress. This may allow them to propagate
a wave of altered chromatin structure to the adjacent region causing the
formation of the beads on a string structure characteristic of active or
potentially active DNA throughout the adjacent region (see Section 6.4).

Interestingly, several LCRs contain MAR (matrix attachment region)
sequences which are involved in the attachment of large domains or loops
of chromatin to the nuclear matrix or scaffold (see Section 6.3). Thus a
region controlled by a single LCR, such as that containing the β-globin
genes, may constitute a single large domain or loop which is attached to
the nuclear scaffold and whose chromatin structure is regulated as a single
unit. In agreement with this idea, the MAR sequences contained within
the LCR of the immunoglobulin gene have been shown to enhance the
accessibility of the adjacent chromatin in B lymphocytes but not in other
cell types (Jenuwein et al., 1997). Similarly, in T lymphocytes, the SATB1
protein which is involved in the looping of chromatin (see Sections 6.3
and 6.7) promotes histone acetylation and regulates gene expression over
a 10 kb region of DNA (Cai et al., 2003).

Hence the LCR controls the structure of a specific region of DNA ensur-
ing an appropriate pattern of gene regulation. Once an entire region of
chromatin has been opened up in this way by the LCR, the promoter and
enhancer elements of each individual gene in the region would direct its
specific expression pattern. This is well illustrated in the β-globin gene
cluster in which the DNaseI hypersensitive sites within the LCR and the

Transcriptional control – DNA sequence elements 235

DNasel sensitivity

(a)

(b)

LCR e p gene

e p gene

Figure 7.26

An inserted gene containing an LCR will be organized into an open chromatin
conformation characterized by enhanced DNaseI sensitivity compared with
flanking DNA (panel a). In contrast an inserted gene lacking the LCR will be
subject to repression by adjacent regions which direct its organization into a
closed chromatin organization (panel b).



overall DNaseI sensitivity appear very early in erythroid development prior
to the expression of any of the β-globin genes. Subsequently the ε-globin,
γ-globin and β-globin genes are expressed successively in embryonic, fetal
and adult erythroid cells, respectively, with expression being preceded in
each case by the appearance of DNaseI hypersensitive sites in the
promoter/enhancer regions of the individual gene (Fig. 7.27). The LCR
thus constitutes a control element which directs the chromatin structure
of a large region of DNA, allowing the subsequent activation of individ-
ual genes within the cluster via the formation of DNaseI hypersensitive
sites and transcription factor binding at their individual promoter and
enhancer regions.

7.6 Regulation of transcription by RNA polymerases I and III

The very wide variety of patterns of expression in genes transcribed by
RNA polymerase II is thus paralleled by a wide variety of DNA sequences
which can produce such expression patterns by binding specific tran-
scription factors which will be discussed in detail in Chapter 8. The much
simpler patterns of expression of genes transcribed by RNA polymerases I
and III (see Section 3.2) is paralleled by their simpler regulation which is
generally achieved by altering the level of activity of basal transcription
factors which are involved in the expression of all the genes transcribed
by a particular polymerase (for reviews see White, 1994; Grummt, 2003).

Thus, for example, during mitosis, the transcription of the ribosomal
genes is inhibited by regulating the activity of the basal transcription
factors UBF and SL1/TIF-1B which are essential for transcription by RNA
polymerase I (see Section 3.2). Upon entry into mitosis, both factors are
phosphorylated, which decreases their activity and hence blocks tran-
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The appearance of multiple DNaseI hypersensitive sites within the LCR (shown
as a single arrow for simplicity) in early erythroid cells, precedes the appearance
of other hypersensitive sites adjacent to each individual gene which occurs later
in development as these genes are sequentially expressed.



scription of the ribosomal genes by RNA polymerase I. After the cell
completes mitosis, both factors are dephosphorylated and this activates
SL1. However, ribosomal gene transcription does not occur until entry
into the G1 phase of the next cell cycle, since it also requires phosphory-
lation of UBF on a different region of the protein, which is necessary for
its activation (Fig. 7.28).

Interestingly, the fact that the TBP factor is involved in transcription by
all three RNA polymerases (see Section 3.2) appears to be used to regulate
the balance between transcription by the different RNA polymerases.
Thus, the Dr1 inhibitory factor binds to TBP and inhibits its ability to
recruit other transcription factors to RNA polymerase II and III gene
promoters. It has no effect, however, on the activity of TBP within the
RNA polymerase I transcriptional complex (White et al., 1994). Hence Dr1
may regulate the balance between the transcription of the ribosomal genes
which are the only genes transcribed by RNA polymerase I and all the
other genes in the cell (Fig. 7.29).

The activity of RNA polymerase III is also altered in specific situations
by altering the level of its specific basal transcription factors (see Section
3.2). Thus the activation of genes transcribed by RNA polymerase III
following treatment of cells with serum is due to enhanced levels of active
TFIIIC whereas the down-regulation of polymerase III transcription during
the differentiation of embryonal carcinoma cells is due to a decrease in
TFIIIB levels (for a review see White, 1994).

As with RNA polymerase II, these regulatory processes involve factors
which exert their effects by binding at the DNA level. In addition, however,
in the case of RNA polymerase III the presence of transcriptional control
elements within the transcribed region (see Section 3.2), and hence in both
the DNA and the RNA product is exploited in a unique regulatory mecha-
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Regulation of transcription of the ribosomal RNA genes by RNA polymerase I.
During mitosis, transcription is blocked by phosphorylation of the UBF and SL1
basal transcription factors. Following mitosis both factors are dephosphorylated
which activates SL1. Subsequently, UBF is phosphorylated on a different region of
the protein which activates it and allows transcription to occur during the cell cycle.



nism involving the basal transcription factor TFIIIA which binds to the
internal regulatory sequence of the 5S ribosomal RNA genes.

Thus, the toad, Xenopus laevis, contains two types of 5S genes: the oocyte
genes, which are transcribed only in the developing oocyte before fertil-
ization, and the somatic genes, which are transcribed in cells of the
embryo and adult. The internal control region of both these types of genes
bind TFIIIA, whose binding is necessary for their transcription (see Section
3.2). However, sequence differences between the two types of gene (Fig.
7.30) result in a higher affinity of the TFIIIA factor for the somatic
compared with the oocyte genes. Hence, the oocyte genes are only tran-
scribed in the oocyte, where there are abundant levels of TFIIIA, and not
in other cells, where the levels are only sufficient for activity of the somatic
genes. In the developing oocyte TFIIIA is synthesized at high levels and
transcription of the oocyte genes begins. As more and more 5S RNA mole-
cules containing the TFIIIA binding site accumulate in the maturing
oocyte, they bind the transcription factor. This factor is thus sequestered
with the 5S RNA into storage particles and is unavailable for transcription
of the 5S rRNA genes. Hence the level of free transcription factor falls
below that necessary for the transcription of the oocyte genes and their
transcription ceases, while transcription of the higher affinity somatic
genes is unaffected (Fig. 7.31).

A simple mechanism involving differential binding of a transcription
factor to two related genes is thus used in conjunction with the binding of
the same factor to its RNA product to modulate expression of the 5S genes.
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The Dr1 factor inhibits the activity of TBP within the basal transcription complex
of genes transcribed by RNA polymerase II and III but not in that of the riboso-
mal genes which are transcribed by RNA polymerase I. Hence Dr1 may regulate
the balance between the transcription of ribosomal genes by RNA polymerase I
and that of all other genes in the cell by RNA polymerases II and III.



7.7 Conclusions

In this chapter we have discussed a number of sequence elements, which
can confer a particular pattern of gene regulation causing increased expres-
sion in response to a particular signal or in a particular tissue. Such
sequences are present in a variety of locations close to or distant from the
start site of transcription, in intervening sequences or, in the case of poly-
merase III transcription units, within the region encoding the RNA
product itself. The interaction of the different positive and negative
elements within these various regions controls the pattern of expression
of a particular gene (for a review see Bonifer, 2000). Indeed, it has been
argued that the complex pattern of sequences regulating a single gene
(promoters, enhancers, silencers, etc.) is one of the defining features of a
eukaryote and is necessary to produce the complex patterns of gene
expression required in the adult organism and in development (for a
review see Levine and Tjian, 2003). In all cases, however, such regions act
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Sequence of the internal control element of the Xenopus somatic 5S genes. The
two base changes in the oocyte 5S genes which result in a lower affinity for
TFIIIA are indicated below the somatic sequence.
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Sequestration of the TFIIIA factor by binding to 5S RNA made in the oocyte
results in a fall in the level of the factor, switching off transcription of the
oocyte-specific 5S genes. The somatic 5S genes, which have a higher affinity
binding site for TFIIIA, continue to be transcribed.



by binding a protein which recognizes specific sequences within the
control region. The activity of these proteins is crucial to the increased
transcription mediated by the sequences to which they bind. The nature
and function of these proteins is discussed in the next chapter.
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Transcriptional control –
transcription factors 8

SUMMARY

● DNA sequences which affect the rate of transcription act by binding
regulatory proteins, known as transcription factors.

● Transcription factors have a modular structure in which different
domains of the protein are responsible for different functions such as
DNA binding or transcriptional activation.

● A number of different DNA binding domains have been identified and
used to classify transcription factors into families with related DNA
binding domains.

● Following DNA binding, transcription factors can either activate or
repress transcription.

● Specific activation domains in transcription factors activate transcrip-
tion by stimulating the assembly/activity of the basal transcription
complex either directly or indirectly via co-activators.

● Inhibitory transcription factors can repress transcription either indi-
rectly by blocking the effect of a positively acting factor or directly via
the basal transcriptional complex.

● Transcription factors can themselves be regulated by controlling their
synthesis or their activity so allowing them to produce a particular
pattern of gene expression either in a specific cell type or in response
to a specific signal.

8.1 Introduction

As discussed in Chapter 7, the expression of specific genes in particular
cell types or tissues is regulated by DNA sequence motifs present within
promoter or enhancer elements which control the alteration in chro-
matin structure of the gene that occurs in a particular lineage, or the
subsequent induction of gene transcription. It was assumed for many
years that such sequences would act by binding a regulatory protein
which was only synthesized in a particular tissue or was present in an
active form only in that tissue. In turn, the binding of this protein would
result in the observed effect on gene expression. Indeed, as described in
Section 7.2 cell extracts can be used in DNA mobility shift or DNase I
footprinting assays to show that they contain protein(s) able to bind to
a specific sequence.

The isolation and characterization of such factors proved difficult,
however, principally because they were present in very small amounts.



Hence, even if they could be purified, the amounts obtained were too
small to provide much information as to the properties of the protein.

This obstacle was overcome by the cloning of the genes encoding a
number of different transcription factors. Two general approaches were
used to achieve this (for reviews, see Latchman, 1999; Kadonaga, 2004).
In one approach (Fig. 8.1), exemplified by the work of Kadonaga and Tjian
(1986), the transcription factor Spl was purified by virtue of its ability to
bind to its specific DNA binding site. The partial amino acid sequence of
the protein was then obtained from the small amount of material isolated,
and was used in conjunction with the genetic code to predict a set of DNA
oligonucleotides, one of which would encode this region of the protein.
The oligonucleotides were then hybridized to a complementary DNA
library prepared from Spl-containing HeLa cell mRNA. A cDNA clone
derived from the Spl mRNA must contain the sequence capable of encod-
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Sp1

Figure 8.1

Isolation of cDNA clones for the Spl transcription factor by screening with short
oligonucleotides predicted from the protein sequence of Spl. Because several
different triplets of bases can code for any given amino acid, multiple oligonu-
cleotides that contain every possible coding sequences are made. Positions at
which these oligonucleotides differ from one another are indicated by the brack-
ets containing more than one base.



ing the protein and hence will hybridize to the probe. In this experiment
one single clone derived from the Spl mRNA was isolated by screening a
library of 1 million recombinants prepared from the whole population of
HeLa cell mRNAs (Kadonaga et al., 1987).

An alternative, more direct, approach to the cloning of transcription
factors is exemplified by the work of Singh et al. (1988) on the NFκB
protein, which is involved in regulating the expression of the
immunoglobulin genes in B cells (Fig. 8.2). As in the previous method, a
cDNA library was constructed containing copies of all the mRNAs in a
specific cell type. However, the library was constructed in such a way that
the sequences within it would be translated into their corresponding
proteins. This was achieved by inserting the cDNA into the coding region
of the bacteriophage β-galactosidase gene, resulting in the translation of
the eukaryotic insert as part of the bacteriophage protein. Most interest-
ingly, these fusion proteins were capable of binding DNA with the same
specificity as the original transcription factor encoded by the cloned
mRNA. Hence the library could be screened directly with the radiolabeled
DNA binding site for a particular transcription factor. A clone containing
the mRNA for this factor, and hence expressing it as a fusion protein,
bound the labeled DNA and could be identified readily and isolated.
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Figure 8.2

Isolation of cDNA clones for the NFκB transcription factor by screening an
expression library with a DNA probe containing the binding site for the factor.



Unlike the previous method, this procedure involves DNA–protein
rather than DNA–DNA binding and can be used without prior purification
of the transcription factor, provided its binding site is known. Since most
factors are identified on the basis of their binding to a particular site, this
is not a significant problem and the use of these two methods has resulted
in the isolation of the genes encoding a wide variety of transcription
factors.

In turn, this has resulted in an explosion of information on these factors
(for general reviews see Kadonaga, 2004; Latchman, 2004). Thus, once the
gene for a factor has been cloned, Southern blotting (Section 2.2) can be
carried out to study the structure of the gene, Northern blotting (Section
1.3) can be used to search for RNA transcripts derived from it in different
cell types and related genes expressed in other tissues or other species can
be identified.

More importantly, considerable information can be obtained from the
cloned gene about the corresponding protein and its activity. Thus, not
only can the DNA sequence of the gene be used to predict the amino acid
sequence of the corresponding protein, but the existence of functional
domains within the protein with particular activities can also be defined.
As described above, if the gene encoding a transcription factor is expressed
in bacteria, it continues to bind DNA in a sequence-specific manner. Hence
if the gene is broken up into small pieces and each of these is expressed
in bacteria (Fig. 8.3), the abilities of each portion to bind to DNA, to other
proteins, or to a potential regulatory molecule can be assessed using, for
example, DNA mobility shift assays, exactly as with cellular extracts (see
Section 7.2). This mapping can also be achieved by transcribing and trans-
lating pieces of the DNA into protein fragments in the test tube and testing
their activity in the same way.

Each of the domains identified in this way can be altered by mutagen-
esis of the DNA and subsequent expression of the mutant protein as
before. The testing of the effect of these mutations on the activity medi-
ated by the particular domain of the protein will thus allow the
identification of the amino acids that are critical for each of the observed
properties of the protein.

In this way large amounts of information have accumulated on indi-
vidual transcription factors. Rather than attempt to consider each factor
individually, we will focus on the properties necessary for such a factor
and illustrate our discussion by referring to the manner in which these are
achieved in individual cases.

It should be evident from the foregoing discussion that the first prop-
erty such a factor requires is the ability to bind to DNA in a
sequence-specific manner, and this is discussed in Section 8.2.
Subsequently, the bound factor must influence transcription either posi-
tively or negatively by interacting with other transcription factors or with
the RNA polymerase itself. Section 8.3 therefore considers the means by
which DNA-bound transcription factors actually regulate transcription.
Finally, in the case of transcription factors which activate a particular gene
in one tissue only, some means must be found to ensure that the tran-
scription factor is active only in that tissue. Section 8.4 discusses how this
is achieved, either by the expression of the gene encoding the factor only
in one particular tissue or by a tissue-specific modification which results
in the activation of a factor present in all cell types.
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8.2 DNA binding by transcription factors

Introduction

Extensive studies of eukaryotic transcription factors have identified several
structural elements, which either bind directly to DNA or which facilitate
DNA binding by adjacent regions of the protein (for reviews see Garvie and
Wolberger, 2001; Latchman, 2004). These motifs will be discussed in turn,
using transcription factors that contain them to illustrate their properties.

The helix-turn-helix motif

The homeobox

The small size and rapid generation time of the fruit fly Drosophila
melanogaster has led to it being one of the best-characterized organisms
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Mapping of the DNA binding region of a transcription factor by testing the abil-
ity of different regions to bind to the appropriate DNA sequence when
expressed in bacteria.



genetically and a number of mutations which affect various properties of
the organism have been described. These include mutations which affect
the development of the fly, resulting, for example, in the production of
additional legs in the position of the antennae (Fig. 8.4). Genes of this
type are likely to play a crucial role in the development of the fly and, in
particular, in determining the body plan, and are known as homeotic
genes (for a review see Lawrence and Morata, 1994).

The critical role for the products of these genes, identified genetically,
suggested that they would encode regulatory proteins which would act at
particular times in development to activate or repress the activity of other
genes encoding proteins required for the production of particular struc-
tures. This idea was confirmed when the genes encoding these proteins
were cloned. Thus, these proteins were shown to be able to bind to DNA
in a sequence-specific manner and to be able to induce increased tran-
scription of genes which contained this binding site. Thus in the case of
the homeotic gene fushi tarazu (ftz), mutation of which produces a fly with
only half the normal number of segments, the protein has been shown to
bind specifically to the sequence TCAATTAAATGA. When the gene encod-
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Figure 8.4

Effect of a homeotic mutation, which produces a middle leg (b) in the region
that would contain the antenna of a normal fly (a). al, all and alll: first, second
and third antennal segments; ar, arista; ta, tarsus; ti, tibia; fe, femur; ap, apical
bristle. Photograph kindly provided by Professor W.J. Gehring, from Schneuwly,
S., Klemenz, R., Gehring, W.J., Nature 1, 816–818 (1987), by permission of
Nature.



ing this protein is introduced into Drosophila cells with a marker gene
containing this sequence, transcription of the marker gene is increased.
This up-regulation is entirely dependent on binding of the Ftz protein to
this sequence in the promoter of the marker gene, since a 1 bp change in
this sequence, which abolishes binding, also abolishes the induction of
transcription (Fig. 8.5).

The product of another homeotic gene, the engrailed protein, binds to
the identical sequence to that bound by Ftz. Its binding does not produce
increased transcription of the marker gene, however, and indeed it
prevents the activation by Ftz. Hence, the expression of Ftz alone in a cell
would activate particular genes, whereas Ftz expression in a cell also
expressing the engrailed product would have no effect (Fig. 8.6). In this
way interacting homeotic gene products expressed in particular cells could
control the developmental fate of the cells by regulating the expression of
specific target genes.

Interestingly, there is evidence that the homeotic genes may be neces-
sary not only for the actual production of a specific cell type but also for
the long-term process of commitment to a particular cellular phenotype
which was discussed in Section 6.2. Thus, in the case of the imaginal disks
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Blockage of gene induction by Ftz in cells expressing the engrailed (Eng) protein
which binds to the same sequence as Ftz but does not activate transcription.



of Drosophila (Section 6.2), commitment to the production of a particular
adult structure was maintained through many cell generations in the
absence of differentiation. If, during this time, however, a mutation is
introduced into one of the homeotic genes in the disk cells, inactivating
it, when eventually the cells are allowed to differentiate they will produce
the wrong structure. Thus, for example, if the homeotic gene ultrabithorax
(ubx) is inactivated in a disk cell which normally gives rise to the haltere
(balancer), these cells will produce wing tissue when allowed to differenti-
ate. Thus the continual expression of homeotic genes within the cells is
essential for their commitment to a particular pathway of differentiation.

A possible molecular mechanism for this is provided by the demon-
stration that the Ubx protein binds to its own promoter and up-regulates
its own transcription. Hence once production of this protein has been
induced, presumably during the commitment process, it will continue
indefinitely and thus maintain this commitment (Fig. 8.7).

In addition to this mechanism, other processes maintain the chromatin
structure of the homeotic genes in an active state so that transcription
continues once the gene has initially been activated. This is achieved by
members of the trithorax group of proteins, which include the GAGA and
brahma factors discussed in Section 6.7. These factors bind to active
homeotic genes and maintain them in an open chromatin structure,
allowing transcription to continue. Conversely, other proteins of the poly-
comb group bind to inactive homeotic genes and produce an inactive
chromatin structure so preventing their inappropriate activation (see
Section 7.4) (for reviews see Orlando 2003; Levine et al., 2004; Mohd-Sarip
and Verrijzer, 2004). As might be expected, mutations of the genes encod-
ing trithorax or polycomb group proteins result in gross abnormalities in
the fly due to, respectively, a failure to activate the appropriate homeotic
genes or their inappropriate activation (Fig. 8.8).

Interestingly, as noted in Section 6.2, the changes in commitment
which occur in imaginal disks when the process of commitment breaks
down after the disks are cultured for long periods are precisely those which
occur in homeotic mutations. Hence, a change in the chromatin structure
and expression of a specific homeotic gene in the imaginal disk will result
in a change in the pattern of commitment similar to that which occurs
when this gene is mutated.

The clear evidence that homeotic gene products regulate both their own
genes and other genes by binding specifically to DNA has led to extensive
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The Ubx protein activates its own promoter, producing a positive feedback loop
maintaining high-level production of Ubx.



investigation of their structure in order to identify the region that medi-
ates this sequence-specific DNA binding. When the genes encoding these
proteins were first cloned, it was found that they each contained a short
related DNA sequence of about 180 bp capable of encoding 60 amino acids
(Fig. 8.9), which was flanked on either side by sequences that differed
dramatically between the different genes. The presence of this sequence,
which was named the homeobox or homeodomain (for reviews see
Gehring et al., 1994; Kornberg, 1993), in all these genes suggested that it
plays a critical role in mediating their regulatory function. This suggestion
was confirmed subsequently by the use of the homeobox as a probe to
isolate other previously uncharacterized Drosophila regulatory genes.

The role of the homeodomain in DNA binding has been confirmed
directly by the synthesis of the homeobox region of the Antennapedia
protein without the remainder of the protein, either by expression in
bacteria or by chemical synthesis, and showing that it can bind to DNA
in the identical sequence-specific manner to that exhibited by the intact
protein.
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(a) Members of the trithorax group of proteins (T) maintain the active chro-
matin structure (solid line) of transcriptionally active homeotic genes.
Inactivation of these proteins by mutation results in an inactive chromatin struc-
ture (wavy line) leading to a failure of transcription. (b) Members of the
polycomb family (P) maintain the inactive chromatin structure (wavy line) of
transcriptionally inactive homeotic genes. Their inactivation by mutation results
in an active chromatin structure (solid line) leading to the inappropriate tran-
scription of these genes.
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Amino acid sequences of several Drosophila homeodomains, showing the conserved helical motifs.
Differences between the sequences of the Ubx and Ftz homeodomains from that of Antp are indi-
cated, a blank denotes identity in the sequence. The helix-turn-helix region is indicated.



The localization of this DNA binding to a short region of the protein,
only 60 amino acids in length, allows a detailed structural prediction of
the corresponding protein, which reveals that it contains a so-called helix-
turn-helix motif which is highly conserved between the different
homeobox-containing proteins (for a review see Gehring et al., 1994). In
this motif, a short region which can form an α-helical structure is followed
by a β-turn and then another α-helical region. The position of these
elements in the homeodomain is shown in Fig. 8.9 and a diagram of the
helix-turn-helix motif is given in Fig. 8.10.

The prediction that this structure exists in the DNA binding homeo-
domain has been directly confirmed by X-ray crystallographic analysis.
Moreover, by carrying out this analysis on the homeodomain bound to
its DNA binding site, it has been shown that the helix-turn-helix motif
does indeed contact DNA, with the second helix lying partly within the
major groove where it can make specific contacts with the bases of the
DNA (Fig. 8.11). This second helix (labeled the recognition helix in the
homeobox sequence in Fig. 8.9) can thus mediate sequence-specific
binding.

The presence of this structure therefore indicates how the homeobox
proteins can bind specifically to particular DNA binding sequences, which
is the first step in transcriptional activation of their target genes. The role
of the helix-turn-helix motif in the recognition of specific sequences in
the DNA has been demonstrated directly. Thus a mutation which changes
a lysine at position nine of the recognition helix in the Bicoid protein to
the glutamine found in the equivalent position of the Antennapedia
protein results in the protein binding to DNA with the sequence speci-
ficity of an Antennapedia rather than a Bicoid protein. Hence, not only
does the helix-turn-helix motif mediate DNA binding, but differences in
the precise sequence of this motif in different homeoboxes control the
precise DNA sequence to which these proteins bind. Clearly, further struc-
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tural and genetic studies of how this is achieved will throw considerable
light on the way in which these proteins function.

The obvious importance of the homeobox in Drosophila and yeast
prompted a search for proteins containing this element in other organ-
isms. Indeed, homeobox-containing proteins which are expressed in
specific cell types in the early embryo and play a key regulatory role have
now been identified in a number of organisms including mammals (for
reviews see Duboule, 2000; Briscoe and Wilkinson, 2004). Hence these
proteins play a vital role in the processes regulating development in a vari-
ety of different organisms.

The POU domain

As well as the homeodomain proteins, another class of regulatory proteins
has been identified which contains the homeobox as one part of a much
larger, 150–160 amino acid, conserved region known as the POU domain
(for reviews see Verrijzer and Van der Vliet, 1993; Ryan and Rosenfeld,
1997). Unlike the homeobox proteins, these regulatory proteins were not
identified by mutational analysis or by homology to other regulatory
proteins, but were characterized as transcription factors having a particu-
lar pattern of activity.

Thus the mammalian Oct-1 and Oct-2 proteins both bind to the octamer
sequence (consensus ATGCAAATNA) in the promoters of genes such as the
histone H2B gene and those encoding the immunoglobulins, and mediate
the transcriptional activation of these genes. When the genes encoding
these proteins were cloned they were found to possess a 150–160 amino
acid sequence that was also found in the mammalian Pit-1 protein, which
regulates gene expression in the pituitary by binding to a sequence related
to, but distinct from, the octamer and in the protein encoded by the nema-
tode gene unc-86, which is involved in sensory neuron development.

This POU (Pit-Oct-Unc) domain contains both a homeobox-like
sequence and a second conserved domain, the POU-specific domain (Fig.
8.12). Although there are some differences between different POU
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Figure 8.11

Binding of the helix-turn-helix motif to DNA, with the recognition helix in the
major groove of the DNA. Redrawn from Schleif, Science 241, 1182–1187
(1988), by permission of Dr R. Schleif and AAAS.



proteins, in general the isolated homeodomain of the POU proteins
alone is sufficient for sequence-specific DNA binding, but unlike the clas-
sical homeobox, the binding is of relatively low affinity in the absence
of the POU-specific domain. Hence both parts of the POU domain are
required for high affinity sequence-specific DNA binding, indicating that
the POU homeodomain and the POU-specific domain form two parts of
a DNA binding element which are held together by a flexible linker
sequence.

Like the POU homeodomain, the POU-specific domain can form a helix-
turn-helix motif. It has therefore been suggested that the recognition helix
from the POU-specific domain and that from the POU homeodomain bind
to adjacent regions within the major groove of the DNA.

Interestingly, the POU factors illustrate a novel aspect of gene regula-
tion, namely that the sequence of the DNA binding site to which a factor
binds can influence its effect on gene expression. Thus, when the Oct-1
POU factor binds to its target sequence (ATGCAAAT) in cellular genes, it
activates transcription only weakly. However, when it binds to its differ-
ent target sequence (TAATGART; R = purine) in the herpes simplex virus
(HSV) immediate-early genes, it does so in a distinct configuration. This
allows it to bind the HSV protein VP16 which is a strong activator of tran-
scription and hence strong activation occurs (for a review see Wysocka
and Herr, 2003) (Fig. 8.13).

This type of effect is not confined to the recruitment of a viral protein
by a cellular factor. Thus, when the Pit-1 protein binds to the prolactin
gene promoter, it activates transcription. However, the growth
hormone promoter has a distinct sequence which binds Pit-1 but
produces a different configuration of the Pit-1 protein. This allows it to
bind the cellular co-repressor NCo-R (see also Sections 6.6 and 8.3) and
hence transcription is repressed (for reviews see Marx, 2000; Latchman,
2001) (Fig. 8.14).

Indeed, this effect is not confined to POU proteins. Thus, the NFκB
factor discussed in Section 8.4 has a DNA binding domain unrelated to
the POU domain. However, it has recently been shown that NFκB binds
to different binding sites in different configurations. In turn, this affects
its ability to bind co-activator molecules (see Section 8.3) and, therefore,
to activate transcription (Leung et al., 2004; Natoli, 2004).
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Figure 8.12

Amino acid sequences of the POU proteins. The homeodomain and the POU-specific domain are
indicated. Brown letters indicate regions of identity between the different POU proteins. The final
line shows a consensus sequence obtained from the four proteins.



Hence, in different types of DNA binding protein, the sequence of the
DNA binding site can affect the configuration of the bound factor and,
therefore, its ability to recruit other regulatory molecules and to activate
or repress transcription.

It is clear, therefore, that the POU proteins represent a family of
proteins, related to the homeobox proteins, which are likely to play a crit-
ical role in development. Thus inactivation of the Pit-1 gene leads to a
failure of pituitary gland development, resulting in dwarfism in mouse and
humans, while the unc-86 mutation results in a failure to form specific
neurones in the nematode.

Interestingly, the two highly conserved peptide sequences at either end
of the POU domain (Fig. 8.12) were used by He et al. (1989) to isolate novel
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The Oct-1 factor binds to its distinct binding sites in cellular (a) or herpes
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different configurations resulting in activation of the prolactin promoter whilst
on the growth hormone promoter, Pit-1 binds the NCo-R co-repressor and
hence represses transcription.



members of the POU family. Thus, they prepared highly degenerate
oligonucleotides which contained all the possible DNA sequences able to
encode these conserved sequences (Fig. 8.15). They then used these in a
polymerase chain reaction (PCR) to amplify cDNA prepared from the
mRNA of different tissues. The degenerate oligonucleotides amplified
cDNAs derived from the mRNAs of novel POU proteins which, like the
original POU proteins, contained the conserved sequences characteristic
of such factors. Many of the novel factors isolated in this way have now
also been shown to play critical roles in development.

Such sequence homology methods of isolating novel transcription
factors are being used increasingly to clone novel factors, considerably
supplementing the methods described in Section 8.1. Hence, once several
members of a transcription factor family have been identified by conven-
tional means, further members of the family can be identified and
characterized in this way. Indeed, as more and more complete genomes
are sequenced, they can be scanned electronically to identify novel
sequences related to those of known transcription factors, providing an in
silico approach to the identification of novel transcription factors.

The zinc finger motif

The two cysteine–two histidine zinc finger

As discussed in Section 7.6, one of the earliest gene regulatory systems to
be characterized was that of the gene encoding the 5S RNA of the ribo-
some, in which a transcription factor, TFIIIA, binds to the internal control
region of the gene (see Section 3.2). This transcription factor was among
the first to be purified (Miller et al., 1985). The pure protein was shown to
have a periodic repeated structure and to contain between 7 and 11 atoms
of zinc associated with each molecule of the pure protein.

The basis for this repeated structure was revealed when the gene encod-
ing this protein was cloned and used to predict the corresponding amino
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Isolation of novel members of the POU family on the basis of two conserved
amino acid sequences, one at each end of the POU domain. Degenerate
oligonucleotides containing all the sequences able to encode the conserved
amino acids are used in a polymerase chain reaction with cDNA prepared from
mRNA of an appropriate tissue. Novel POU factor mRNAs expressed in that
tissue will be amplified on the basis that they contain the conserved sequences
and can then be characterized.



acid sequence. This protein sequence contained nine repeats of a 30 amino
acid sequence of the form Tyr/Phe-X-Cys-X-Cys-X2-4-Cys-X3-Phe-X5-Leu-
X2-His-X3-4-His-X5, where X is a variable amino acid. This repeating
structure therefore contains two invariant pairs of cysteine and histidine
residues which were predicted to bind a single zinc atom, accounting for
the multiple zinc atoms bound by the purified protein.

This 30 amino acid repeating unit is referred to as a zinc finger, on the
basis that a loop of 12 amino acids, containing the conserved leucine and
phenylalanine residues as well as several basic residues, projects from the
surface of the protein and is anchored at its base by the conserved cysteine
and histidine residues, which directly coordinate an atom of zinc (Fig.
8.16). The binding of zinc by the cysteine and histidine residues has been
confirmed directly by X-ray crystallographic analysis of the TFIIIA protein.
Such structural studies have also revealed that the finger region consists of
two antiparallel β-sheets and an α-helix packed against one of the β-sheets
with the α-helix contacting the major groove of the DNA as occurs for the
recognition helix of the homeodomain proteins (Fig. 8.17) (for reviews see
Rhodes and Klug, 1993; Klug and Schwabe, 1995).

It is clear, therefore, that like the helix-turn-helix motif, the zinc finger
represents a protein structure capable of mediating the DNA binding of
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transcription factors. Although originally identified in the RNA poly-
merase III transcription factor TFIIIA, this motif has now been identified
in a number of RNA polymerase II transcription factors and shown to play
a critical role in their ability to bind to DNA and thereby influence tran-
scription (Table 8.1; for reviews see Klug and Schwabe, 1995; Turner and
Crossley, 1999; Bieker, 2001).

Thus three contiguous copies of the 30 amino acid zinc finger motif are
found in the transcription factor Spl whose cloning was discussed earlier
(Section 8.1). The sequence-specific binding pattern of the intact Spl
protein can be reproduced by expressing in E. coli a truncated protein
containing only the zinc finger region, confirming the importance of this
region in DNA binding (Kadonaga et al., 1987). Similarly, the Drosophila
Krüppel protein, which is vital for proper thoracic and abdominal devel-
opment, contains four zinc finger motifs. A single mutation, which results
in the replacement of the conserved cysteine in one of these fingers by a
serine which could not bind zinc, leads to the complete abolition of the
function of the protein, resulting in a mutant fly whose appearance is
indistinguishable from that produced by complete deletion of the gene.

The zinc finger therefore represents a DNA binding element which is
present in variable numbers in many regulatory proteins. Indeed, the link-
age between the presence of this motif and the ability to regulate gene
expression is now so strong that, as with the homeobox, it has been used
as a probe to isolate the genes encoding new regulatory proteins. The
Krüppel zinc finger, for example, has been used in this way to isolate Xfin,
a 37 finger protein expressed in the early Xenopus embryo (color plate 10)
(for a review of Krüppel factors see Turner and Crossley, 1999; Bieker,
2001).

Hence, zinc finger proteins are likely to be involved in controlling devel-
opment in vertebrates, as well as in Drosophila, where numerous proteins
involved in regulating development, such as Krüppel, Hunchback and
Snail, contain zinc fingers. The interactions of these proteins with the
homeobox proteins, which contain the alternative DNA binding helix-
turn-helix motif, are of central importance in the development of
Drosophila and possibly other organisms.
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Table 8.1 Transcriptional regulatory proteins containing Cys2 His2 zinc fingers

Organism Gene Number of fingers

Drosophila kruppel 4
hunchback 6
snail 4
glass 5

Yeast ADR1 2
Swi5 3

Xenopus TFIIIA 9
Xfin 37

Mammal NGF-1a (Egr1) 3
MK1 7
MK2 9
Evi 1 10
Sp 1 3



The multi-cysteine zinc finger

Throughout this work we have noted that the effect of steroid hormones
on mammalian gene expression is one of the best characterized examples
of gene regulation. Thus the steroid-regulated genes were among the first
to be shown to be regulated at the level of gene transcription (Chapter 4)
by means of the binding of a specific receptor to a specific DNA sequence
(Section 7.2), resulting in a change in chromatin structure and the gener-
ation of a DNAase I-hypersensitive site (Section 6.7). When the genes
encoding the DNA binding receptors for the various steroid hormones,
such as glucocorticoid and estrogen, were cloned, they were found to
constitute a family of proteins encoded by distinct but related genes. In
turn, these proteins were related to other receptors which mediated the
response of the cell to hormones such as thyroid hormone, retinoic acid
or vitamin D, leading to the idea of an evolutionarily related family of
genes encoding nuclear receptors, known as the steroid–thyroid hormone
receptor gene superfamily (for reviews see Weatherman et al., 1999;
Khorasanizadeh and Rastinejad, 2001; Olefsky, 2001; McKenna and
O’Malley, 2002).

When the detailed structures of the members of this family were
compared (Fig. 8.18) it was found that each had a multi-domain structure,
which included a central highly conserved domain. On the basis of exper-
iments in which truncated versions of the receptors were introduced into
cells and their activities measured, it was shown that this conserved
domain mediated the DNA binding ability of the receptor, while the 
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Domain structure of individual members of the steroid–thyroid hormone recep-
tor superfamily. The proteins are aligned on the DNA binding domain, which
shows the most conservation between different receptors. The percentage
homologies in each domain of the receptors to that of the glucocorticoid 
receptor are indicated.



C-terminal region was involved in the binding of the appropriate
hormone and the N-terminal region was involved in producing maximal
induction of transcription of target genes.

Sequence analysis of the DNA binding domain in a variety of receptors
showed that it conformed to a consensus sequence of the form Cys-X2-
Cys-X13-Cys-X2-Cys-X15-17-Cys-X5-Cys-X9-Cys-X2-Cys-X4-Cys. Like the
cysteine–histidine finger described in the previous section, the DNA bind-
ing of this element is dependent upon the presence of zinc or a related
heavy metal such as cadmium. Moreover, this element can be drawn as
two conventional zinc fingers, in which four cysteines replace the two
cysteine–two histidine structure of the conventional finger in binding zinc
and which are separated by a linker region containing the 15–17 variable
amino acids (Fig. 8.19). Such a structure is supported by spectrographic
analysis of this region of the receptor, which clearly demonstrates the pres-
ence of two zinc atoms each coordinated by four cysteines in a tetrahedral
array (color plate 11).

However, such structural analysis also indicates that the two fingers in
the steroid receptors constitute a single structural element, unlike the situ-
ation in the cysteine–histidine fingers where each finger forms a separate
structural unit. Moreover, the multi-cysteine finger cannot be converted
to a cysteine–histidine finger by substituting two of its cysteines with
histidines. Thus while the multi-cysteine domain is clearly similar to the
cysteine–histidine domain in its coordination of zinc, it is distinct in its
lack of histidines and conserved phenylalanine and leucine residues, as
well as in its structure, and the two elements are unlikely to be evolu-
tionarily related (for reviews see Schwabe and Rhodes, 1991; Rhodes and
Klug, 1993).

Whatever its precise relationship to the cysteine–histidine finger, it is
clear that, like this type of finger, the multi-cysteine domain in the
hormone receptors is involved in mediating DNA binding (color plate 12).
Similar single domains containing multiple cysteines separated by non-
conserved residues have also been identified in other DNA binding
proteins, such as the yeast transcription factors GAL4, PPRI, LAC9, etc.,
which all contain a cluster of six invariant cysteines, and in the adenovirus
transactivator, E1A, which has a cluster of four cysteines within the region
that mediates trans-activation (Table 8.2).
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The existence of a short DNA binding region in a number of different
steroid–receptor proteins which bind distinct but related sequences
(Section 7.2) has allowed a dissection of the elements in this structure that
are important in sequence-specific DNA binding. Thus, as illustrated in
Table 7.3, the sequences that confer responsiveness to glucocorticoid or
estrogen treatment are distinct but related to one another. If the cysteine-
rich region of the estrogen receptor is replaced by that of the
glucocorticoid receptor, a chimeric receptor is obtained which has the
DNA binding specificity of the glucocorticoid receptor but, because all the
other regions of the protein are derived from the estrogen receptor, it
continues to bind estrogen. Hence this hybrid receptor induces the expres-
sion of glucocorticoid-responsive genes (which carry its DNA binding site)
in response to treatment with estrogen (to which it binds) (Fig. 8.20).
Further so-called fingerswop experiments using smaller parts of this region
have shown that this change in specificity can also be achieved by the
exchange of the N-terminal, four-cysteine finger, together with the region
immediately following it, which are therefore critical for determining the
sequence-specific binding to the DNA.

These findings have been further refined by exchanging individual
amino acids in this region of the glucocorticoid receptor for their
equivalents in the estrogen receptor. As shown in Fig. 8.21, the alter-
ation of the two amino acids between the third and fourth cysteines

Transcriptional control – transcription factors 261

Table 8.2 Transcriptional regulatory proteins with multiple cysteine fingers

Finger type Factor Species 

Cys4Cys5 Steroid, thyroid receptors Mammals
Cys4 EIA Adenovirus
Cys6 GAL4, PPRI, LAC9 Yeast
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Effect of exchanging the DNA binding domain (shaded) of the estrogen receptor with that of the
glucocorticoid receptor on the binding of hormone and gene induction by the hybrid receptor.



of the N-terminal finger to their estrogen receptor equivalents results
in a glucocorticoid receptor which switches on estrogen-responsive
genes. Hence the change of only two critical amino acids within a
protein of 777 amino acids can completely change the DNA binding
specificity of the receptor.

The specificity of the hybrid receptor for estrogen-responsive genes can
be further enhanced by changing another amino acid, which is located in
the linker region between the two fingers (Fig. 8.21), indicating that this
region also plays a role in controlling the specificity of binding to DNA.
Interestingly, this region following the finger can form an α-helical struc-
ture similar to the recognition helix seen in the helix-turn-helix motif.
Thus, the DNA binding specificity of the steroid receptors appears to
involve the cooperation of a zinc finger motif and an adjacent helical
motif.

In contrast to the effect of mutations in the first finger and adjacent
region, further alteration of five amino acids in the second finger is suffi-
cient to change the binding specificity of the receptor, such that it now
recognizes the thyroid hormone-receptor binding sites (Fig. 8.21). Since
thyroid hormone-binding sites do not differ from those of the estrogen
receptor in sequence but only in the spacing between the two halves of
the palindromic DNA recognition sequence (Table 7.3a), this indicates
that the second finger is critical for mediating protein–protein interactions
between the two copies of the receptor that bind to the two halves of the
palindromic sequence (see Section 7.2), and thus for controlling the opti-
mal spacing of these halves for binding of the particular receptor.

Hence by studying the multiple related steroid receptors and their rela-
tionship with the related DNA sequences to which they bind, it has been
possible to determine the critical role of both the first zinc finger and its
adjacent helix in controlling the sequence to which these receptors bind,
and of the second zinc finger in determining the spacing of adjacent
sequences which is optimal for the binding of each receptor.

As well as determining the nature of the receptor homeodimers which
bind to the palindromic repeats illustrated in Table 7.3a, the DNA bind-
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ing domain also plays a critical role in determining the receptors which
bind to the repeat sequences illustrated in Table 7.3b. Thus, when these
direct repeats are separated by only one base, they can bind a homeodimer
of the retinoid-X-receptor (RXR) and hence confer response to 9-cis
retinoic acid which binds to this receptor (Fig. 8.22). In contrast, the RXR
homeodimer cannot bind to the response elements when the direct
repeats are separated by two, three, four or five base pairs. On these
response elements the DNA binding domain of RXR interacts with the
DNA binding domain of another member of the nuclear receptor family
to form heterodimers which can bind to each of these sites. In these
heterodimer combinations, the effect of RXR is suppressed and the
response of the heterodimer is determined by the other component. Thus
a spacing of two or five bases binds a heterodimer of RXR and the retinoic
acid receptor (RAR) and results in a response to all trans-retinoic acid
which binds to RAR. A spacing of four base pairs binds a heterodimer of
RXR and the thyroid hormone receptor and therefore responds to thyroid
hormone and a spacing of three base pairs binds a heterodimer of RXR
and the vitamin D receptor leading to a response to vitamin D (Fig. 8.22)
(for reviews see Gronemeyer and Moras, 1995; Mangelsdorf and Evans,
1995).

Hence, the different DNA binding domains of the various nuclear
receptors produce different patterns of homeodimer and heterodimer
binding to different binding sites, thereby allowing the diverse members
of the nuclear receptor family to produce a wide variety of different
responses.
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The leucine zipper, the helix-loop-helix motif and the basic DNA
binding domain

In earlier sections of this chapter, we have examined how the presence of
unusual structural motifs, such as the zinc finger, in several different regu-
latory proteins led to the identification of the crucial role of these elements
in DNA binding. A similar approach has led to the identification of another
such motif, the leucine zipper (for reviews see Kerppola and Curan, 1995;
Hurst, 1996). Thus, in studies of the gene encoding the transcription factor
C/EBPα which is involved in stimulating the expression of several liver-
specific genes, it was noted that it contained a region of 35 amino acids,
in which every seventh amino acid was a leucine. Similar runs of leucine
residues were also noted in the yeast transcriptional regulatory protein
GCN4, as well as in the proto-oncogene proteins Myc, Fos and Jun, which
were originally identified on the basis of their ability to transform cultured
cells to a cancerous phenotype (see Chapter 9) and are believed to act by
regulating the transcription of other cellular genes (Fig. 8.23).

It was proposed that the leucine-rich region would form an α-helix in
which the leucines would occur every two turns on the same side of the
helix. These leucine residues would then facilitate the dimerization of two
molecules of the transcription factor by promoting the interdigitation of
two such helices, one on each of the individual molecules (Fig. 8.24). In
agreement with this idea, replacement of individual leucine residues in
C/EBPα with valine or isoleucine residues abolishes the ability of the
protein to form a dimer. In turn, these mutations also prevent the bind-
ing of the protein to its specific recognition sequence.

Unlike the helix-turn-helix motif, however, the leucine zipper does not
bind directly to DNA. Rather, by facilitating the dimerization of the
protein it provides the correct protein structure for DNA binding by the
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Alignment of the leucine-rich region in several cellular transcription factors. Note
the conserved leucine residues (L) which occur every seven amino acids.
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adjacent region of the protein, which is rich in basic amino acids that can
interact directly with the acidic DNA (Fig. 8.25) (for a review see
Ellenberger, 1994). In agreement with this idea, mutations in the basic
DNA binding domain abolish the ability of the protein to bind to the DNA
without abolishing its ability to dimerize. Similar juxtapositions of a basic
DNA binding domain and the leucine zipper are also found in the Fos and
Jun oncogene proteins and in the yeast transcription factor GCN4, where
a single 60 amino acid region contains all the information needed for both
dimerization and sequence-specific DNA binding. Hence the leucine
zipper has a role similar to that of the second zinc finger in the steroid
receptors (Section 8.2) which modulates the activity of the DNA binding
region rather than being involved directly in binding.

Although originally identified in leucine zipper-containing proteins, the
basic DNA binding domain has also been identified by homology compar-
isons in a number of other transcriptional regulatory proteins which lack
the leucine zipper. In this case, however, the basic domain is associated
with an adjacent region that can form a helix-loop-helix structure (for
reviews see Massari and Murre, 2000; Kewley et al., 2004). This motif is
distinct from the helix-turn-helix motif described in Section 8.2 and
consists of two amphipathic helices (containing all the charged amino
acids on one side of the helix) separated by an intervening non-helical
loop. Although originally thought to be the DNA binding domain of these
proteins, this helix-loop-helix motif is now known to play a similar role
to the leucine zipper in mediating protein dimerization and facilitating
DNA binding by the adjacent basic DNA binding motif (for reviews see
Ellenberger, 1994; Littlewood and Evan, 1995).

The helix-loop-helix motif with its adjacent basic DNA binding region is
present in a number of different transcription factors expressed in different
tissues. Thus, for example, it is present in a number of factors which are crit-
ical for the correct development of the nervous system (for a review see Ross
et al., 2003). Similarly, this motif is found in several of the factors which
control muscle development, such as the MyoD transcription factor whose
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artificial expression in an undifferentiated fibroblast cell line can induce it
to differentiate to skeletal muscle cells by activating the expression of
muscle-specific genes (for reviews see Buckingham, 1994; Olson and Klein,
1994). Thus, the MyoD gene is likely to be the critical regulatory locus which
is activated by treatment of these cells with 5-azacytidine, allowing this
agent to induce these cells to differentiate into muscle cells (see Section 6.5).

The leucine zipper and helix-loop-helix structures therefore act to medi-
ate the dimerization of the transcription factors which contain them, so
forming a dimeric molecule which is able to bind to DNA via the adjacent
basic DNA binding domain. This ability provides an additional aspect to
gene regulation by such proteins. Thus, in addition to the formation of a
dimer by two identical factors, it is possible to envisage the formation of
a heterodimer between two different factors, which might have different
properties in terms of sequence-specific binding and gene activation
compared with homodimers of one or other of the two factors.

Such homo- and heterodimerization resulting in binding to different
response elements occurs in the case of the nuclear receptors as discussed
in Section 8.2. In the case of basic domain-containing factors, an exam-
ple of this type is seen in the case of the related oncoproteins Fos and Jun
(see Section 9.4; Kerppola and Curran, 1995). Thus Jun can bind as a
homodimer to the AP1 recognition sequence, TGAGTCAG, which medi-
ates transcriptional induction by phorbol esters (Table 7.2). In contrast,
Fos cannot bind to DNA alone but can form a heterodimer with the Jun
protein. This heterodimer binds to the AP1 recognition site with a 30-fold
greater affinity than the Jun homodimer, and is considerably more effec-
tive in enhancing transcription of genes containing the binding site. Both
hetero- and homodimer formation and DNA binding are dependent on
the leucine zipper motif which is found in both proteins. Hence dimer-
ization by the leucine zipper motif allows two different complexes with
different binding affinities and different activity to form on the identical
DNA binding site (Fig. 8.26).

266 Gene Regulation

Jun

N

C

Jun

DNA

DNA binding domain
Transcriptional activation domain

Leucine repeat

N

C

T G A C T C A
A C T G A G T

Fos

N

C

Jun

DNA

N

C

T G A C T C A
A C T G A G T

Figure 8.26

Model for DNA binding by the Jun homodimer and the Fos–Jun heterodimer.
Redrawn from R. Turner and R. Tjian, Science 243, 1689–1694 (1989), by
permission of Professor R. Tjian and AAAS.



The failure of the Fos protein to form homodimers and its inability to
bind to DNA in the absence of Jun has been shown to be due to differ-
ences in its leucine zipper region from that of Jun. Thus, if the leucine
zipper region of Fos is replaced by that of Jun the resulting protein can
dimerize. This dimerization allows the chimeric protein to bind to DNA
through the basic region of Fos which is therefore a fully functional DNA
binding domain.

As well as having a positive role, heterodimerization can also have a
negative role. Thus, as discussed in Section 8.3, the ability of the MyoD
factor to stimulate gene expression is inhibited by heterodimerization with
the Id factor which has a helix-turn-helix motif but no basic domain. Since
DNA binding requires the cooperation of two basic domains within the
heterodimer, the MyoD-Id heterodimer cannot bind to DNA. Hence MyoD
cannot activate the expression of muscle-specific genes and thereby
promote the production of skeletal muscle cells in the presence of the Id
factor (Fig. 8.27).

It is clear, therefore, that the ability of the leucine zipper and the helix-
loop-helix motif to facilitate the formation of different dimeric complexes
between different transcription factors is likely to play a crucial role in the
regulation of gene expression, by producing complexes with different
binding affinities and different activities (for reviews see Jones, 1990; Lamb
and McKnight, 1991). Indeed, a recent study of 49 human leucine zipper-
containing proteins demonstrated that they show very clear specificities
in terms of which proteins pair with one another, even though they have
very similar leucine zipper motifs (Newman and Keating, 2003). Hence,
such heterodimerization is very specific, further supporting the idea that
it plays a critical role in regulating gene expression.

Other DNA binding domains

As the genes encoding more and more transcription factors are isolated
and characterized, it has become clear that, while the DNA binding
domains of many factors fall into the three classes discussed above, not
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all do so. Hence additional types of DNA binding motifs exist.
Interestingly, however, as the structures of these DNA binding domains
are progressively understood, relationships between the different classes
of DNA binding domain have emerged. Thus structural analysis of the Ets
DNA binding domain, which is present, for example, in the ets-1 proto
oncogene (see Section 9.4) and the mouse, PU-1 gene has shown it to be
identical to the winged helix-turn-helix or fork head DNA binding motif
identified in the Drosophila fork head factor and the mammalian liver tran-
scription factor HNF-3 (Donaldson et al., 1996). Hence all these factors
share a common winged helix-turn-helix motif.

In turn, this motif, as its name suggests, contains a helix-turn-helix
structure which is also present in the homeodomain proteins discussed in
Section 8.2. These two DNA binding motifs are thus related to one
another, although the winged helix-turn-helix motif also contains a 
β-sheet structure with two loops which appear as wings protruding from
the factor, thereby giving it its name (for a review see Brennan, 1993). In
the majority of winged helix-containing proteins, it is the helix-turn-helix
motif which is responsible for DNA binding. However, in the winged
helix-containing protein hRFX1, it is the β-sheet wing structure which
binds to the DNA rather than the helix-turn-helix motif, indicating that
members of the winged helix family can use one of two distinct structures
to bind to DNA (Gajiwala et al., 2000).

In another example of the relationship of different groups of factors,
the existence of the POU DNA binding domain, containing a POU-specific
domain in addition to a POU homeodomain, is paralleled in the Pax
family of vertebrate transcription factors, many of which contain both a
homeodomain and a so-called “paired”, domain both of which contribute
to high affinity DNA binding (for a review see Chi and Epstein, 2002).
Unlike the POU-specific domain, however, the paired domain can be
found as an isolated DNA binding domain without the homeobox, both
in some members of the PAX family and in several Drosophila factors,
including the paired gene in which it was originally identified.

It is clear therefore that a number of different structures exist which can
mediate sequence-specific DNA binding and many of these are related to
one another. Each of these DNA binding motifs is common to a number
of different transcription factors, with differences in the precise amino
acid sequence of the motif in each factor controlling the precise DNA
sequence which it binds and hence the target genes for the factor.

8.3 Regulation of transcription

Introduction

Although binding to DNA is generally a necessary prerequisite for the acti-
vation of transcription, it is clearly not in itself sufficient for this to occur.
Following binding, the bound transcription factor must somehow regu-
late transcription, for example by directly activating the RNA polymerase
itself or by facilitating the binding of other transcription factors and the
assembly of a stable transcriptional complex. Although some transcription
factors can inhibit transcription, the majority of factors defined so far act
to activate transcription. We will therefore discuss in turn the features of
activating transcription factors that produce this activation, the manner
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in which they do so and the manner in which specific factors inhibit tran-
scription.

Activation domains

Identification of activation domains

It is clear from the preceding sections of this chapter that transcription
factors have a modular structure in which a particular region of the protein
mediates DNA binding while another may mediate binding of a co-factor,
such as a hormone, and so on. It seems likely, therefore, that a specific
region of each individual transcription factor will be involved in its abil-
ity to up-regulate transcription following DNA binding.

In the majority of cases, it is clear that such activation regions are
distinct from those which produce DNA binding. This domain-type struc-
ture is seen clearly in the yeast transcription factor GCN4, which mediates
the induction of the genes encoding the enzymes of amino acid biosyn-
thesis in response to amino acid starvation. Thus, if a 60 amino acid region
of this protein, containing the DNA binding region, is introduced into
cells, it can bind to the DNA of GCN4-responsive genes but fails to acti-
vate transcription. Hence, although DNA binding is necessary for
transcriptional activation to occur, it is not sufficient, and gene activation
must be dependent upon a region of the protein that is distinct from that
mediating DNA binding.

Unlike the DNA binding regions, the region of a transcription factor that
mediates gene activation cannot, therefore, be identified on the basis of a
simple assay of, for example, the ability to bind to DNA or another protein.
Rather, a functional assay of gene activation following binding to DNA is
required. Activation regions have therefore been identified on the basis of
so-called “domain-swap” experiments, in which the DNA binding region
of one transcription factor is combined with various regions of another
factor and the ability to activate transcription of a gene containing the
binding site of the first factor is assessed (Fig. 8.28). Following binding of
the hybrid factor to the target gene binding site, gene activation will occur
only if the hybrid factor also contains an activation domain provided by
the second factor, and hence the activation domain can be identified.

Thus, in the case of the yeast transcription factor GCN4 discussed above,
if a 60 amino acid region, outside the DNA binding domain, is linked to
the DNA binding region of the bacterial regulatory protein, Lex A, the
hybrid factor will activate transcription in yeast from a gene containing
the binding site for Lex A, whereas neither the Lex A DNA binding domain
nor the GCN4 region will do so alone. Hence this region of GCN4 contains
an activation domain, which can increase transcription following DNA
binding and is separate from the region of the protein that normally medi-
ates DNA binding (Fig. 8.29a).

Following its initial use in yeast, similar domain-swapping experiments
have also been used to identify the activation domains of mammalian
transcription factors. In the glucocorticoid receptor, for example, two
independent regions each able to produce gene activation have been iden-
tified in this way (Fig. 8.29b).

The success of domain-swap experiments is further proof of the modu-
lar nature of transcription factors, allowing the DNA binding domain of
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one factor and the activation domain of another to cooperate together to
produce gene activation. This is analogous to the exchange of the DNA
binding domain of the glucocorticoid and estrogen receptors, which
allows the creation of a hybrid receptor that binds to estrogen-responsive
genes through the DNA binding domain but is responsive to the presence
of glucocorticoid through the steroid binding domain of the protein.

An extreme example of this modularity is provided by the herpes simplex
virus trans-activating protein VP16, discussed in Section 8.2, which tran-
scriptionally activates the viral immediate-early genes during lytic infection
of mammalian cells. Thus, although this protein contains a very potent
activation region which can strongly induce gene transcription when fused
to the DNA binding domain of GAL4, it contains no DNA binding domain
and cannot bind to DNA itself. Rather, following infection, it forms a
complex with the cellular octamer binding protein, Oct-1 (see Section 8.2).
Oct-1 provides the DNA binding domain which allows binding to the
sequence TAATGARAT (R = purine) in the viral promoters, and activation
is achieved by the activation domain of VP16 (for a review see Wysocka
and Herr, 2003). Hence, in this instance, DNA binding and activation
motifs actually reside on separate molecules (Fig. 8.30).
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Nature of activating regions

Acidic domains

Although the activating regions identified in various transcription
factors do not show strong amino acid sequence homology to each
other, in many cases they have a very high proportion of acidic amino
acids, resulting in a strong net negative charge (for a review see
Triezenberg, 1995). Thus, in the N-terminal activating region of the
glucocorticoid receptor, 17 acidic amino acids are contained in an 82
amino acid region. Similarly, the activating region of the yeast factor
GCN4 contains 17 negative charges in an activating region of only 60
amino acids. This has led to the idea that activation regions consist of
so-called “acid blobs” or “negative noodles” which are necessary for the
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activation of transcription. However, although the net negative charge
in acidic activation regions is likely to be of importance in their ability
to stimulate transcription, it appears that other features, such as the
presence of several conserved hydrophobic residues, are also necessary
for transcriptional activation.

Other activating domains
Although acidic domains of the type discussed above have been identified
in a wide range of transcriptional activators from yeast to man, it is clear
that this type of structure is not the only one which can mediate tran-
scriptional activation. Thus of the two regions of the human Spl
transcription factor that could mediate activation of transcription, neither
was particularly acidic. Instead, each of these two domains was particu-
larly rich in glutamine residues, and the intactness of the glutamine-rich
region was essential for transcriptional activation. Similar sequences have
also been identified in the homeotic proteins Antennapedia and Cut, in
Zeste, another Drosophila transcriptional regulator, and in the POU
proteins Oct-1 and Oct-2, indicating that this type of activating region is
not confined to a single protein.

A further type of activation domain has been identified in the tran-
scription factor CTF/NF1 which binds to the CCAAT box present in many
eukaryotic promoters (Table 7.2). The activation domain of this protein is
not rich in acidic or glutamine residues but instead contains numerous
proline residues, forming approximately one-quarter of the amino acids
in this region. Similar proline-rich regions are found in other transcrip-
tion factors, such as AP2 and Jun, indicating that, as with glutamine-rich
domains, this element is not confined to a single protein.

Hence, as with DNA binding domains, it is clear that several distinct
protein motifs are involved in the activation of transcription (for reviews
see Mitchell and Tjian, 1989; Triezenberg, 1995).

How is transcription activated?

The widespread interchangeability of activation domains from yeast,
Drosophila and mammalian transcription factors, discussed in the previ-
ous section, suggests that common mechanisms may mediate
transcriptional activation in a wide range of organisms. This is supported
by the observations that mammalian transcription factors, such as the
glucocorticoid receptor, can activate a gene carrying its binding site in cells
of Drosophila, tobacco plants and mammals. Indeed, yeast and mammalian
factors can cooperate together in gene activation, a gene bearing binding
sites for GAL4 and the glucocorticoid receptor being synergistically acti-
vated by the two factors in mammalian cells so that the activation
observed with the two factors together is greater than the sum of that
observed with each factor independently. This cooperation between two
factors which come from widely different species and would therefore
never normally interact, suggests that they both function by interacting
with some highly conserved component of the basal transcriptional
complex (see Section 3.2) which is involved in the basic process of tran-
scription in all different species.

In fact, there is evidence that activators can interact with a variety of
different targets within the basal transcriptional complex and these will
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be discussed in turn. Clearly such interactions could stimulate transcrip-
tion by increasing the binding of a particular component of the basal
transcriptional complex so enhancing its assembly (Fig. 8.31a).
Alternatively, stimulation could occur by the activator altering the
conformation of an already bound factor so stimulating the activity
and/or stability of the complex (Fig. 8.31b). It is clear that both of these
mechanisms are actually used and they could evidently operate whether
the complex actually assembles in a fully stepwise fashion in which each
component binds sequentially or in a situation where several compo-
nents bind together in a holoenzyme complex with RNA polymerase itself
(see Section 3.2 for further discussion of these alternative models of
complex assembly). In discussing the various targets within the complex,
however, we shall consider them in the order in which they bind in the
stepwise model.
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TFIID

As described in Section 3.2, the binding of the TFIID complex (contain-
ing TBP and associated proteins) to the TATA box is the initial stage of
complex assembly in both the stepwise and holoenzyme assembly models.
Hence TFIID constitutes an obvious target for activating molecules. Indeed
early studies indicated that both the recruitment of TFIID to the promoter
and its conformation when bound are affected by activator molecules.
Increased binding of TFIID would evidently result in enhanced binding of
the other components of the basal transcription complex which bind
subsequently while alterations in TFIID configuration might act by
improving its ability to recruit these other factors or by directly enhanc-
ing its activity within the assembled basal transcription complex (Fig.
8.32). Such findings are complicated, however, by the fact that, as
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discussed in Section 3.2, TFIID is a multi-protein complex consisting of
the DNA binding component TBP and a variety of TAFs (TBP-associated
factors) (for reviews see Hahn, 1998; Green, 2000).

Indeed it is likely that both TBP itself and one or more of the TAFs
can be targets for transcriptional activators (Fig. 8.33). Thus, acidic acti-
vators have been shown to interact directly with TBP, and single amino
acid mutations in such activators which abolish interaction with TBP
also abolish the ability to activate transcription, supporting an impor-
tant role in this effect. It appears that such activators act by enhancing
the rate of recruitment of TBP to the promoter, hence increasing the rate
of assembly of the basal transcriptional complex. This effect of activa-
tors has now been demonstrated in intact cells as well as in cellular
extracts (Li et al., 1999; Kuras and Struhl, 1999) using the ChIP assay
described in Section 7.2.

Although there is thus evidence that activators can interact directly with
TBP, it is clear that in some circumstances activation requires interaction
with one or more of the TAFs. Thus, in many cases, stimulation of tran-
scription in vitro does not occur with purified TBP alone but only when
the full TFIID complex is present, indicating that such activation requires
interaction with the TAFs. Most interestingly, different types of activation
domain appear to contact different TAFs. Thus, for example, glutamine-
rich activators such as Sp1 can bind TAFII110 while acid activators bind
TAFII40 and multiple activators including proline-rich activators bind
TAFII55. Hence, different components within TFIID can be targeted by
different classes of activator (Fig. 8.34). Because TAFs can function as inter-
mediaries between activators and the basal transcription complex they are
often referred to as co-activators (see below).
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TFIIB

Although there is considerable evidence for the interaction of activators
and TFIID, it is clear that activators can also act to stimulate the assem-
bly/activity of the basal transcriptional complex after TFIID has bound. As
discussed in Section 3.2 the binding of TFIID to the promoter is followed
by the binding of TFIIB. As with TBP and the TAFs, there is clear evidence
for the interaction of TFIIB with activators. Thus TFIIB can be purified from
a mixture of proteins on a column containing a bound acidic activator.
Moreover, this interaction is of importance for activation of transcription
since mutations in acidic activators which abolish the interaction with
TFIIB prevent the activator from stimulating transcription (for a review see
Hahn, 1993).

As with TFIID, such interactions can both stimulate the binding of TFIIB
to the promoter and alter its configuration when bound, so improving its
ability to recruit the other components of the basal transcriptional
complex, such as the RNA polymerase which binds subsequently (Fig.
8.35). Hence, as with the various components of TFIID, the single TFIIB
polypeptide is evidently a target for transcriptional activators.
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RNA polymerase II and the mediator complex

As discussed in Section 3.2 binding of TFIIB allows the subsequent recruit-
ment of the RNA polymerase itself together with the TFIIF factor.
Interestingly, the C-terminal region of the large subunit of RNA poly-
merase II, which is involved in transcriptional elongation, is also
implicated in the response to transcriptional activators. Thus, deletion of
this region from RNA polymerase II prevents enhanced transcription in
response to transcriptional activators while increasing the number of
repeated elements enhances the response to activators.

Despite this, however, it is unlikely that activators contact the RNA
polymerase directly. Rather, work in yeast and subsequently in
mammalian cells has identified a mediator complex containing over 20
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polypeptides which associates with this C-terminal region of the RNA
polymerase II and is required for the response to transcriptional activa-
tors. It is clear, therefore, that activators can act by interacting with the
mediator complex which in turn stimulates RNA polymerase activity (for
reviews see Malik and Roeder, 2000; Myers and Kornberg, 2000; Boube et
al., 2002) (Fig. 8.36). Interestingly, electron microscope analysis of the
mediator complex bound to RNA polymerase II suggests that the media-
tor partially envelopes the polymerase (Asturias et al., 1999). This would
allow it to receive signals from activators and transmit them to the poly-
merase (Fig. 8.37).

Interestingly, the mediator complex has also been shown to stimulate
the ability of TFIIH to phosphorylate the C-terminal region of RNA poly-
merase. It is possible therefore that activators may enhance the ability of
the mediator to stimulate this effect of TFIIH, thereby also stimulating the
start of transcriptional elongation which is dependent upon such phos-
phorylation (Fig. 8.38) (see Section 3.2).

The mediator complex has been shown to be associated with the RNA
polymerase holoenzyme prior to binding to the DNA and the interaction
between activators and the mediator has been shown to stimulate the
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assembly of the basal transcriptional complex on the DNA (Cantin et al.,
2003). Hence, as discussed in Section 3.2 this holoenzyme contains not
only RNA polymerase II, and basal transcription factors such as TFIIB,
TFIIE, TFIIF and TFIIH, but also contains mediator components which
respond to transcriptional activators as well as the SWI/SNF complex
which can alter chromatin structure (see Section 6.7).

Co-activators

As discussed above, transcriptional activators often contact their ultimate
targets indirectly acting, for example, via TAFs or the mediator complex
(see above). This has led to the concept of co-activators which act to trans-
mit the signal from the DNA binding transcriptional activator to the basal
transcriptional complex (for review see Spiegelman and Heinrich, 2004).

Indeed, co-activators have been identified in a number of different situ-
ations involving specific transcriptional activators, where they are
recruited to the DNA by the DNA-bound activator and then activate tran-
scription. Perhaps the best known co-activator is CBP (CREB binding
protein: for review see Shikama et al., 1997; Goodman and Smolik, 2000).
As its name suggests, CBP was first defined as a protein which binds to the
CREB transcription factor (for review of CREB see de Cesare and Sassone-
Corsi, 2000; Mayr and Montminy, 2001). Most importantly, CBP only
binds to CREB when CREB has been phosphorylated on the serine amino
acid at position 133. Since such phosphorylation is necessary for CREB to
activate transcription, this indicated that recruitment of CBP was likely to
play a key role in mediating transcriptional activation by CREB (see
Section 8.4) Hence, CBP does not bind to DNA itself but is recruited to
the DNA by DNA-bound phosphorylated CREB and then activates tran-
scription.

CBP has now been shown to play a key role in mediating transcriptional
activation via a number of DNA binding transcription factors which are
discussed in this book including the steroid–thyroid hormone receptor
family (Section 8.2), NFκB (Section 8.4), p53 (Section 9.5) and MyoD
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(Section 8.2). Hence, it is clear that CBP and its close relative p300 play a
key role as co-activators for a number of transcriptional activators (Fig.
8.39). Indeed, the widespread use of CBP by transcription factors activated
by different signaling pathways may result in competition between these
pathways for limited amounts of CBP. This in turn would account for the
phenomenon in which simultaneous stimulation of two different path-
ways such as those stimulated by glucocorticoid and phorbol esters results
in each pathway inhibiting the other so that no transcriptional activation
occurs.

Although CBP can interact with members of the steroid/thyroid
hormone receptor family, it is not the only co-activator to do so. In several
cases, specific co-activators can bind to the receptors only after hormone
treatment. Hence, the binding of specific co-activators to these receptors
only after hormone treatment allows the receptors to activate transcrip-
tion in a hormone-dependent manner (for review see Rosenfeld and Glass,
2001; Nagy and Schwabe, 2004).

It is likely that co-activators can act to stimulate transcription via at least
two distinct mechanisms, following recruitment to the DNA by a DNA-
bound activator. Both these mechanisms have been shown to operate in
the case of CBP. Thus, CBP has been shown to bind to various compo-
nents of the basal transcription complex such as TBP, TFIIB and the RNA
polymerase holoenzyme, indicating that it can bridge the gap between
CREB and the basal complex allowing CREB to activate transcription (Fig.
8.40a). Moreover, as discussed in Section 6.6, CBP also has histone acetyl-
transferase activity, indicating that it can also stimulate transcription by
acetylating histones and therefore opening up the chromatin structure
(Ogryzko et al., 1996) (Fig. 8.40b). Hence, co-activators can act either via
linking the activator to the basal complex or by modifying chromatin
structure.
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A multitude of targets for activators
There exists therefore a bewildering array of potential targets for activator
molecules including the RNA polymerase/mediator complex, co-activa-
tors, TFIIB and the different components of TFIID. Indeed, other
components of the basal transcriptional complex, such as TFIIA, TFIIE and
TFIIH, have also been observed to interact directly with transcriptional
activators. All these various possibilities are not mutually exclusive
however. Thus, it is likely that all these components can act as a target
either for the same activating factor or different activating factors.

Several possibilities may account for such a wide range of activator
targets. Thus, it is possible that different organisms differ in the preferred
target for transcriptional activators. Indeed, while TAFs associated with
TBP appear to be of critical importance for transcriptional activation in
higher organisms such as Drosophila, they may be of much less importance
in yeast, Alternatively, it has been suggested that the sole requirement for
an activator is to be able to bind to DNA and then bind any component
of the basal transcriptional complex and hence recruit it to the DNA (for
a review see Ptashne and Gann, 1997). Thus, an activator can function
simply by interacting with any component of the complex and thereby
enhancing its binding to the promoter.

It is most probable, however, that a multiplicity of targets for activators
is required to produce the strong synergistic activation of transcription
which is observed when different activating factors are added together,
compared with the level observed when each factor is added separately
(see above), as well as the strong enhancement of transcription observed

Transcriptional control – transcription factors 281

A
Pol

TFIIB
TFIID

+

+(a)

A A

Open chromatin
structure

Closed chromatin
structure

CA

(b)

CA

Figure 8.40

A co-activator (CA) may act (a) by linking an activator (A) to the basal transcrip-
tional complex or (b) by promoting the conversion of a closed chromatin
structure (wavy line) to a more open structure (solid line). In both cases, the co-
activator will be recruited to the DNA by a DNA-bound activator.



when multiple copies of a single factor can bind the target DNA. Thus,
different activating factors or different molecules of the same activating
factor could contact different targets within the basal transcriptional
complex, thus ensuring the great enhancement of transcriptional activity
which is the ultimate aim of activating molecules (Fig. 8.41).

Repression of transcription

Although the majority of transcription factors described so far act in a
positive manner, a number of cases have now been reported in which a
transcription factor exerts an inhibitory effect on transcription and several
possible mechanisms by which this can be achieved have been described
(for reviews see Hanna-Rose and Hansen, 1996, Latchman, 1996; Smith
and Johnson, 2000, Fig. 8.42).

The simplest means of achieving repression is for a repressor to prevent
an activating molecule from binding to DNA. This can occur by a nega-
tive factor promoting a tightly packed chromatin structure which does not
allow activating molecules to bind (Fig. 8.42a) (see Chapter 6 for a discus-
sion of the effect of chromatin structure on gene expression). An example
of this effect was discussed in Section 8.2 in which the polycomb repres-
sor binds to Drosophila homeotic genes and organizes them into an
inactive chromatin structure incapable of binding activators (for reviews
see Orlando, 2003; Levine et al., 2004).

Alternatively, the negatively-acting factor can bind specifically to the
binding site of the activator so preventing it binding (Fig. 8.42b). This effect
is seen in the β-interferon promoter where the binding of several positively
acting factors is necessary for gene activation. Another factor acts negatively
by binding to this region of DNA and simply preventing the positively
acting factors from binding (Fig. 8.42b). In response to viral infection, the
negative factor is inactivated, allowing the positively acting factors to bind
and transcription occurs. A similar example was described in Section 8.2,
whereby the DNA binding of the engrailed gene product inhibits gene acti-
vation by preventing the binding of the Ftz activator protein.

In a related phenomenon (Fig. 8.42c), repression is achieved by forma-
tion of a complex between the activator and the repressor in solution,
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preventing the activator binding to the DNA. This is seen in the case of
the inhibitory factor Id which dimerizes with the muscle determining
factor MyoD via its helix-loop-helix motif and prevents it binding to DNA
and activating transcription (see Section 8.2).

In addition to inhibiting DNA binding by these different means, a nega-
tive factor can also act by interfering with the activation of transcription
mediated by a bound factor in a phenomenon known as quenching (Fig.
8.42d). Thus, in the case of the promoter driving expression of the c-myc
gene, a negatively acting factor myc-PRF binds to a site adjacent to that
occupied by a positively acting factor myc-CF1 and prevents it from acti-
vating c-myc gene expression.

In all the cases discussed so far the negative factor exerts its inhibitory
effect in an essentially passive manner by neutralizing the action of a posi-
tively acting factor, by preventing either its DNA binding or its activation
of transcription. It is clear, however, that some factors can have an inher-
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ently negative action on transcription which does not depend upon the
neutralization of a positively acting factor (Fig. 8.42e) (for a review see
Hanna-Rose and Hansen, 1996).

Thus, the Drosophila even-skipped protein is able to repress transcrip-
tion from a promoter lacking DNA binding sites for any activating
proteins, indicating that it has a directly negative effect on transcription.
A similar direct inhibitory effect has been defined in the case of the
mammalian c-erbA gene which encodes the thyroid hormone receptor, a
member of the steroid–thyroid hormone receptor family (see Sections 7.2
and 8.2). Thus, the binding of this receptor to its specific DNA binding
site in the absence of thyroid hormone results in the direct inhibition of
transcription. This effect is mediated by a co-repressor which binds to the
receptor in the absence of hormone and inhibits transcription (for reviews
see Rosenfeld and Glass, 2001; Nagy and Schwabe, 2004). In the presence
of thyroid hormone, however, the receptor undergoes a conformational
change which results in the release of the co-repressor and allows co-acti-
vators to bind. This then allows the receptor to activate rather than repress
transcription (Fig. 8.43).

This example indicates the critical role of co-activators and co-repressors
in regulating gene expression. Thus, thyroid hormone can modulate gene
expression by controlling whether its target factor binds a co-activator or a
co-repressor. Similarly, as discussed in Section 8.2, the different configura-
tions a factor adopts on different DNA binding sites can alter its effect on
transcription by altering its ability to bind co-activators or co-repressors.

The thyroid hormone receptor example also indicates that the distinc-
tion between activators and repressors is not a precise one. Thus, in some
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cases, the same factor can directly stimulate or directly inhibit transcrip-
tion depending on the circumstances, with this effect being controlled via
the regulated binding of co-repressor and co-activator molecules.

Another example of a co-activator/co-repressor exchange is seen in the
LIM homeodomain transcription factor which binds either the RLIM co-
repressor or the CLIM co-activator. Interestingly, CLIM promotes the
degradation of RLIM, so removing the repressor and allowing activation
to occur (Ostendorff et al., 2002) (Fig. 8.44).

In a number of directly acting transcriptional repressors, such as even-
skipped, the thyroid hormone repressor and the MeCP2 protein which
binds to methylated DNA (see Section 6.5), a specific region of the protein
has been shown to be able to confer the ability to inhibit gene expression
upon the DNA binding domain of another protein when the two are arti-
ficially linked paralleling the similar behavior of activation domains in
such domain-swop experiments (see above). As noted in Section 6.6, the
nuclear receptor co-repressor (NCo-R), which binds to the inhibitor
domain of the thyroid hormone receptor, associates with the Sin3/RPD3
protein complex which can alter chromatin structure by deacetylating
histones. A similar ability to recruit a histone deacetylase has also been
observed in the case of MeCP2 as discussed in Section 6.5.

Hence, some inhibitory domains may function at least in part by recruit-
ing molecules which can alter chromatin structure. In other cases,
however, they are likely to inhibit transcription by reducing the forma-
tion and/or stability of the basal transcriptional complex either by
interacting directly with the basal complex or by recruiting a co-repressor
which then interacts with the basal complex. Such inhibitory domains
therefore act in a manner similar to activation domains but reduce rather
than enhance the rate of transcription.

Hence, inhibitory factors are likely to play a critical role in the regula-
tion of transcription both by inhibiting the activity of positively acting
factors and in other cases by having a direct inhibitory effect on tran-
scription.
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8.4 What regulates the regulators?

Introduction

The crucial role of transcription factors in tissue-specific gene regulation
and in the regulation of transcription in response to specific stimuli clearly
leads to the question of how such factors are themselves regulated so that
they produce gene activation or repression only in a specific tissue or in
response to a particular signal.

As discussed in Section 7.1, the Britten and Davidson model envisaged
that the products of regulatory or integrator genes which controlled the
activity of other genes would be synthesized in response to a particular
signal, or in a particular tissue, and would be absent in other tissues.
Hence, the activity of the regulated genes would be directly correlated with
the presence of the regulatory protein (Fig. 8.45a). An example of this type
is provided by the MyoD factor discussed in Section 8.2, which is expressed
only in skeletal muscle cells and whose over-expression in other cell types
can induce them to differentiate into skeletal muscle cells.

A contrasting example is provided, however, by a factor involved in
immunoglobulin gene transcription in B lymphocytes, namely NFκB (for
reviews see Serfling et al., 2004; Hayden and Ghosh, 2004). This factor is
detected in a form capable of stimulating immunoglobulin gene tran-
scription only in extracts of mature immunoglobulin-producing B cells,
no activity being detectable in immature B cells or in non-B cells, such as
HeLa cells. The NFκB protein and its corresponding RNA are detectable in
all cell types, however, suggesting that this protein exists in an inactive
form in most cell types and is activated in mature B cells. In agreement
with this, active NFκB capable of stimulating immunoglobulin gene tran-
scription can be induced in other cell types, such as T cells or HeLa cells,
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by treatment with phorbol esters. This effect occurs even under conditions
where new protein synthesis cannot occur, indicating that it takes place
via the activation of pre-existing NFκB protein.

These two examples illustrate, therefore, how the ability of transcrip-
tion factors to act only in a particular tissue can be controlled either by
tissue-specific synthesis (Fig. 8.45a) or by tissue-specific activation of pre-
existing protein (Fig. 8.45b). These two mechanisms will now be
considered.

Regulated synthesis of transcription factors

Clearly, all the various levels of gene regulation such as transcription,
splicing, translation, etc., which were discussed in Chapter 3, could be
used to regulate the expression of the genes encoding transcription factors,
and there is evidence that several of these are used. These will be discussed
in turn with illustrative examples.

Regulation of transcription

Although the low abundance of many transcription factors makes the
demonstration of transcriptional control difficult, it has been demon-
strated in the case of the C/EBPα protein which, as previously described
(Section 8.2), regulates the transcription of several different liver-specific
genes, such as transthyretin and α-1-antitrypsin. This transcription factor
is made at high level only in the liver and, in agreement with this, signif-
icant transcription of its gene is detectable only in this tissue
(Xanthopoulos et al., 1989). Hence, the regulated transcription of the
C/EBPα gene controls the production of the corresponding protein which,
in turn, directly controls the liver-specific transcription of other genes.
Interestingly, such transcriptional control is supplemented by control at
the level of mRNA translation which produces activator and repressor
forms of the protein (see below).

Regulation of splicing

As discussed in Section 5.2, in mammals alternative splicing is used widely
to generate two different forms of a protein, with different functions, from
a single gene. A similar theme is seen in the transcription factors, and has
been well characterized in the c-erbA α gene, which encodes the receptor
mediating gene expression in response to thyroid hormone. As discussed
in Section 8.3, gene activation by this protein is dependent on the pres-
ence of thyroid hormone, and in the absence of hormone the receptor
represses gene expression. Activation by the receptor is dependent upon
the presence of a region in the receptor capable of binding thyroid
hormone. Interestingly, however, two alternative forms of the protein
exist which are encoded by alternatively spliced mRNAs. One of these 
(α-1) contains the hormone binding domain and can mediate gene acti-
vation in response to thyroid hormone, while the other form (α-2)
contains another protein sequence instead of part of this domain (Fig.
8.46a). Therefore, the α-2 form cannot respond to the hormone, although,
since it contains the DNA binding domain, it can bind to the binding site
for the receptor in hormone-responsive genes. By doing so, it prevents
binding of the α-1 form and hence the induction of the gene in response
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to thyroid hormone (Fig. 8.46b). These two alternatively spliced forms of
the transcription factor, which are made in different amounts in different
tissues, therefore mediate opposing effects on thyroid hormone-depen-
dent gene expression.

Regulation of translation

As discussed in Section 5.6, the yeast transcription factor GCN4, which
induces the expression of genes involved in amino acid biosynthesis in
response to amino acid starvation, is itself regulated at the level of trans-
lation (see review by Morris and Geballe, 2000). Thus, when amino acids
are lacking, translation is initiated preferentially at the start point for
GCN4 production, whereas when amino acids are abundant, translation
initiates at short open reading frames upstream of the GCN4 start site and
does not re-initiate at the GCN4 site (Fig. 5.34). Hence, GCN4 is synthe-
sized in response to amino acid starvation and activates the genes
encoding the enzymes required for the biosynthetic pathways necessary
to make good this deficiency.

Such regulation of translation by alternative initiation is also observed
in mammalian cells in the case of two transcription factors expressed in
the liver (C/EBPα and C/EBPβ, see Section 5.6) and supplements the tran-
scriptional control of C/EBPα gene expression described above. In this
case, however, following transcription in the liver alternative translational
initiation produces two different forms of each protein, known as C/EBP
long or liver activator protein (LAP) and C/EBP short or liver inhibitor
protein (LIP). Only LAP contains the N-terminal activation domain. In
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contrast, LIP production involves translational initiation at a downstream
AUG residue so that this protein lacks the activation domain and contains
only the DNA binding domain and the leucine zipper regions which are
also found in LAP (Fig. 8.47). LIP is therefore capable of dimerizing and
binding to DNA but obviously cannot activate transcription (Fig. 8.47). It
therefore acts as an inhibitory protein which interferes with the activa-
tion of transcription by LAP, by competing with it for binding to the DNA.
This use of alternative initiation codons to produce different forms of a
transcription factor with opposite effects on transcription thus parallels
the similar use of alternative splicing to do this in factors such as the
thyroid hormone receptor (see above).

Regulated activity of transcription factors

Although, as discussed above, many transcription factors are regulated by
controlling their synthesis, a number are controlled by regulating the
activity of the protein, which is present in many different cell types. Such
a system has obvious advantages in that it allows a direct effect of the
agent inducing gene expression on the activity of the factor, either by
binding to it or by modifying the protein, for example, by phosphoryla-
tion and hence results in a rapid response. Such post-translational
modifications therefore allow specific signal transduction pathways to
alter the activity of cellular transcription factors and so produce alter-
ations in gene expression (for reviews see Hill and Treisman, 1995;
Treisman, 1996). Examples of these kinds of modifications will now be
discussed (Fig. 8.48).

Activation by protein–ligand or protein–protein interaction

Perhaps the simplest mechanism for regulating the activity of a tran-
scription factor in response to a specific ligand is for it to bind the ligand
directly and undergo a conformational change (Fig. 8.48a). An example of
such a protein–ligand interaction activating a transcription factor is
provided by the ACE1 factor in yeast, which mediates the induction of
the metallothionein gene in response to copper. This protein has been
shown to undergo a major conformational change upon binding of
copper, which allows it to bind to metallothionein gene regulatory sites
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and induce transcription. Hence, the activity of this transcription factor
is directly modulated by copper, allowing it to mediate gene activation in
response to the metal (Fig. 8.49). Similarly, in mammalian cells, the abil-
ity of the DREAM transcriptional repressor to bind to DNA is decreased by
binding of calcium ions (for a review see Mandel and Goodman, 1999).
Hence, in the presence of calcium, the DREAM repressor is removed from
the DNA and its target genes are therefore activated in response to calcium.

An interesting variant of this direct regulation of transcription factor
activity by a specific stimulus is seen in the Yapl factor which is active
under conditions of high oxygen and regulates the expression of anti-
oxidant genes. This factor contains disulfide bonds between cysteine
amino acids which create a structure for the protein that masks its nuclear
export signal (NES: see Section 3.3) and it is therefore retained in the
nucleus where it can regulate its target genes. Under conditions of low
oxygen, the disulfide bonds are reduced, leading to them breaking and the
protein refolds so that the NES is exposed. This results in the export of
Yapl to the cytoplasm where it can no longer regulate transcription (Wood
et al., 2004) (Fig. 8.50).

Regulation of a transcription factor by its ligand is seen with the thyroid
hormone receptor (see Section 8.3). In this case, however, rather than
affecting the ability of the receptor to bind to DNA, the ligand induces a
conformational change in the receptor which allows it to activate gene
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expression in response to thyroid hormone treatment by binding a co-
activator rather than a co-repressor (Fig. 8.43).

In contrast, however, other members of the steroid–thyroid hormone
receptor family do not bind to DNA in the absence of the appropriate
hormone. This is seen in the case of the glucocorticoid receptor, for exam-
ple, where the receptor is normally located in the cytoplasm and only
binds to DNA and activates transcription when the hormone is added.
Originally it was thought that, as with ACE1, binding of hormone to the
receptor activated its ability to bind to DNA and switch on transcription
of hormone-responsive genes. However, it has been shown that although
the receptor binds to DNA only in the presence of the hormone in the
cell, in the test tube it will bind even when no hormone is present. This
has led to the idea that, in the cell, the receptor is prevented from bind-
ing to DNA by its association with another protein, and that the hormone
acts to release it from this association and allow it to fulfil its inherent
ability to bind to DNA.

In agreement with this idea, the glucocorticoid receptor, unlike the
thyroid hormone receptor, has been shown to be associated in the cyto-
plasm with a 90 000 molecular weight heat-inducible protein (hsp90).
Upon steroid binding the receptor dissociates from the hsp90 and moves
to the nucleus, where it activates gene transcription (Fig. 8.51). Hence, the
transcription factor is activated by hormone, not by a protein–ligand inter-
action but by disruption of a protein–protein interaction which inhibits
the inherent DNA binding ability of the receptor (Fig. 8.48b).

Activation by protein modification or proteolytic cleavage

Many transcription factors are modified extensively by the addition, for
example, of O-linked monosaccharide residues or by phosphorylation.
Such modifications represent obvious targets for agents that induce gene
activation. Thus, such agents could act by altering the activity of a modi-
fying enzyme, such as a kinase, which in turn would act on the
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transcription factor, resulting in its activation and the switching on of
gene expression (Fig. 8.48c).

Thus, for example, acetylation enhances the DNA binding ability and
hence the activity of the p53 transcription factor (Luo et al., 2000) (see
Section 9.5). Similarly, the basal transcription factor TFIIB (Section 3.2) has
been shown to be able to acetylate itself with a resulting increase in its activ-
ity (Choi et al., 2003), indicating that such modifications can also target a
component of the basal transcription complex. Hence, processes such as
acetylation can affect transcription factors directly as well as targeting the
histones within the chromatin structure, as discussed in Section 6.6.

However, the most extensive modification which affects transcription
factors is phosphorylation. One of the best-characterized examples of this
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involves the mammalian CREB factor, which mediates the induction of
several genes in response to treatment with cyclic AMP and binds to the
cyclic AMP response element in these genes (Table 7.2) (for reviews see de
Cesare and Sassone-Corsi, 2000; Mayr and Montminy, 2001). The ability
of CREB to stimulate transcription is enhanced greatly via its phosphory-
lation by protein kinase A on the serine residue located at amino acid 133
of the protein. Such phosphorylation stimulates the activity of the acti-
vation domain located in this region of the protein. Hence, the activation
of gene expression by cyclic AMP is mediated by its activation of protein
kinase A which, in turn, phosphorylates and activates CREB on serine
residue 133. CREB is bound to the cyclic AMP response element (CRE)
both before and after cyclic AMP treatment. However, as described in
Section 8.3, phosphorylation of CREB allows it to bind the CBP co-acti-
vator and thereby recruit it to DNA and activate transcription in a cyclic
AMP-dependent manner (Fig. 8.52).

A more complex pattern of activation is seen in the case of the heat-
shock factor (HSF-1). As described in Section 7.2, HSF-1 is present in
unstressed cells but becomes activated in response to exposure to stresses
such as elevated temperature and then activates transcription of genes
containing the HSE to which it binds. This activation proceeds in two
stages (for a review see Morimoto, 1998) (Fig. 8.53). Firstly, HSF-1 is
converted from a monomer to a trimer of three HSF-1 molecules which
can bind to the HSE. As with the glucocorticoid receptor, the activation
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of HSF-1 involves the dissociation of hsp90 which binds to HSF-1 in
unstressed cells and maintains it in an inactive form which cannot bind
to DNA (Zou et al., 1998).

Interestingly, hsp90, like many of the proteins inducible by heat or
other stresses, functions as a so-called “chaperone” protein, promoting the
folding of unfolded or poorly folded proteins. Clearly, heat or other
stresses will increase the amount of such proteins, with hsp90 being
“called away” to deal with them and thus releasing HSF-1. Hence, this
system neatly couples the effect of the inducing stimulus in producing
unfolded proteins with the activation of HSF-1.

However, although trimerization allows HSF1 to bind to the HSE, this
is not sufficient to promote transcriptional activation. As in the case of
CREB, HSF-1 must be phosphorylated (on serine 230) to allow it to acti-
vate transcription (Holmberg et al., 2001). This system therefore combines
the disruption of a protein–protein complex which is observed in the case
of the glucocorticoid receptor with regulation by phosphorylation as in
the case of CREB.

As well as targeting transcription factors themselves, phosphorylation
can also affect the activity of other factors which are associated with tran-
scription factors. Thus, in the absence of calcium, the MEF2 transcription
factor is bound to DNA but it does not activate transcription since it is
bound to histone deacetylase enzymes which produce an inactive chro-
matin structure (see Section 6.6). Following exposure to calcium, the
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histone deacetylases are phosphorylated, which disrupts their association
with MEF2 and results in export of the histone deacetylase to the cyto-
plasm, allowing MEF2 to activate transcription (for reviews see Stewart and
Crabtree, 2000; McKinsey et al., 2002) (Fig. 8.54). This example obviously
links the regulation of chromatin structure and the regulation of tran-
scription factor activity.

A similar example involving transcription factor activation via the phos-
phorylation of an inhibitory protein is seen in the activation of the NFκB
factor in response to phorbol ester treatment, as described above (Section
8.4). In this case, however, the target for phosphorylation is the inhibitory
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protein IkB which blocks activation of NFκB by anchoring it in the cyto-
plasm. Prior to phorbol ester treatment, NFκB is bound to IκB as an
inactive complex which is located in the cytoplasm. Following treatment,
however, the IκB is phosphorylated by specific kinase enzymes and this
renders it a target for proteolytic enzymes which rapidly degrade it. The
free NFκB then moves to the nucleus where it activates gene expression
(see reviews by Yamamoto and Gaynor, 2004; Hayden and Ghosh, 2004).
Such activation is clearly similar to the dissociation of the glucocorticoid
receptor from hsp90 following steroid treatment, although in this case
phosphorylation rather than steroid binding dissociates the
protein–protein complex.

It is clear, therefore, that transcription factors can be regulated by differ-
ences in the rate of degradation of the protein such as occurs for
phosphorylated IκB or for RLIM following binding of CLIM (Section 8.3).
Similarly, as will be discussed in Section 9.5, the p53 protein is rapidly
degraded following binding to the MDM2 protein. In addition, however,
transcription factor activity can also be regulated by proteolytic cleavage
of an inactive precursor (Fig. 8.48d). Thus an NFκB-related protein p105
is synthesized as an inactive precursor in which the active part of the mole-
cule is inhibited by an IκB-like region to which it is linked in a single
protein. Following exposure to an activating stimulus, the IκB-like region
is phosphorylated, as for IκB itself, and the precursor molecule is cleaved
to release the NFκB-like region which is now able to move to the nucleus
and activate gene expression (Fig. 8.55).
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In the absence of calcium, the MEF-2 transcription factor cannot activate tran-
scription because it is bound to histone deacetylase enzymes (HDA) which
produce an inactive chromatin structure. Calcium treatment results in phospho-
rylation of the histone deacetylases resulting in their dissociation and allowing
MEF-2 to activate transcription.



Such regulation by protein precursor cleavage is not confined to the
p105 system (for a review see Pahl and Baeurele, 1996). It is also seen, for
example, in the SREBP proteins which activate gene expression in response
to elevated cholesterol (for a review see Brown and Goldstein, 1997). Thus,
in the absence of cholesterol, SREBP is synthesized as an inactive precur-
sor which is anchored within the cytoplasm to the endoplasmic reticulum
membrane by a specific region of the protein. Following exposure to
cholesterol, this region is cleaved off, freeing the active region and allow-
ing it to move to the nucleus and activate its target genes.

Interestingly, as in the case of SREBP, in many of the cases we have
discussed, the regulatory process results in the movement of the tran-
scription factor into or out of the nucleus. This is seen, for example, for
the glucocorticoid receptor following its release from hsp90, for the NFκB
factor following release from IκB and for the Yap1 factor by masking or
exposure of its nuclear export signal.

An interesting example of such regulated entry into the nucleus which
does not involve either disruption of a protein–protein interaction or
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Activation mechanisms in the NFκB family. (a) Prior to exposure to an activating
signal, the NFκB factor exists as an inactive form complexed to the distinct IκB
inhibitory protein. In response to an activating signal the IκB factor is phospho-
rylated (P), resulting in the release of free NFκB which activates transcription. 
(b) In the P105 protein the NFκB and IκB-like regions are part of a single large
precursor which is inactive. Following exposure to an activating signal, the IκB-
like region is phosphorylated and the protein is cleaved releasing the NFκB-like
region which is free to activate transcription.



proteolytic cleavage is seen in the case of the Tubby transcription factor
(for a review see Cantley, 2001). Thus, the Tubby factor has been shown
to bind to phospholipid in the plasma membrane and is therefore
anchored in this position via a protein–lipid interaction rather than a
protein–protein interaction (Fig. 8.56). Following the activation of G
protein receptors by specific stimuli, a phospholipase enzyme is activated.
In turn this enzyme cleaves the anchoring phospholipid, releasing Tubby
and allowing it to move to the nucleus and activate its target genes.

In this case nuclear localization is therefore achieved by regulation of a
protein–lipid interaction rather than by a protein–protein interaction or
proteolytic cleavage. Hence, regulation of nuclear localization by a number
of different mechanisms is a widely used means of regulating transcription
factor activity. Of course, as we have seen, it is not the only mechanism
with, for example, direct regulation of DNA binding activity by the ligand
being seen in the case of the ACE1 factor, regulation of the ability of an
already DNA-bound transcription factor to activate transcription being
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(a) The Tubby transcription factor is anchored in the cell membrane by interac-
tion with a phospholipid (PL). (b) Following G protein-coupled receptor
activation, the phospholipase C enzyme (PLC) is activated and cleaves the phos-
pholipid. This releases Tubby and allows it to enter the nucleus and activate
transcription.



observed in the case of CREB and regulation of protein degradation being
seen in the case of the RLIM factor (see Section 8.3) (Fig. 8.57).

Hence, a variety of mechanisms exist for the activation of transcription
factors (Fig. 8.48) with many cases involving several of these processes so
that, for example, the activation of the glucocorticoid receptor involves
both ligand binding and protein–protein interaction, while the NFκB cases
involve phosphorylation and protein–protein interaction or proteolytic
cleavage. Moreover, these mechanisms can affect the transcription factor
in a number of different ways, regulating, for example, its degradation/
stabilization, its location in the cell, its DNA binding ability or the ability
of a DNA-bound factor to activate transcription (Fig. 8.57).

8.5 Conclusions

Although the existence of transcription factors had been known or
inferred for some time, it is clear that the cloning of the genes encoding
these factors has increased our knowledge of their functional properties
greatly. A number of different motifs which mediate DNA binding, protein
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dimerization and transcriptional activation have been identified and these
are listed in Table 8.3.

Interestingly, unlike most cases of gene regulation, the regulation of
transcription factors is often modulated by post-transcriptional mecha-
nisms, including regulation of processes such as splicing or translation, as
well as post-translational protein modification. Such post-transcriptional
regulation is sensible in that transcriptional regulation of the genes encod-
ing these factors would only set the process one step back, leading to the
problem of how the genes encoding transcription factors are themselves
transcriptionally regulated. In contrast, regulation at the post-transcrip-
tional level allows a direct response to particular stimuli and results, for
example, in the rapid activation of the glucocorticoid receptor by disso-
ciation from hsp90 in response to a hormone, and the rapid activation of
CREB by phosphorylation in response to cyclic AMP.

Our understanding of the functional domains of these factors and of
their activation now opens the way for the detailed molecular modeling
of how these factors interact with each other, with co-activators and co-
repressors and with the RNA polymerase itself as well as other components
of the basal transcriptional complex. Ultimately, this will allow an eluci-
dation of the way in which they stimulate transcription.
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Table 8.3 Transcription factor domains

Domain Role Factors containing Comments
domain

Homeobox DNA binding Numerous Drosophila DNA binding mediated 
homeotic genes, related via helix-turn-helix 
genes in other organisms motif

Cysteine–histidine DNA binding TFIIIA, Kruppel, SP1, etc. Multiple copies of 
zinc finger finger motif

Cysteine–cysteine DNA binding Steroid–thyroid hormone Single pairs of fingers, 
zinc finger receptor family related motifs in 

Adenovirus E1A and 
yeast GAL4, etc.

Basic element DNA binding C/EBP, c-fos, c-jun, Often found in 
GCN4 association with 

leucine zipper
Leucine zipper Protein dimerization C/EBP, c-fos, c-jun, GCN4, Mediates dimerization 

c-myc which is essential for
DNA binding by 
adjacent domain

Helix-loop-helix Protein dimerization c-myc, Drosophila Mediates dimerization 
daughterless, MyoD, which is essential for 
E12, E47 DNA binding by 

adjacent domain
Acidic region Gene activation Yeast GCN4, GAL4, May form α-helical 

steroid—thyroid structure
receptors, etc.

Glutamine-rich Gene activation SP1 Related regions in Oct-1,
region Oct-2, AP2, etc.

Proline-rich region Gene activation CTF/NF1 Related regions in AP2, 
c-jun, Oct-2
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Gene regulation and
human disease 9

SUMMARY

● Many human diseases involve alterations in gene expression caused by
changes in transcription factors, co-activators and chromatin-modify-
ing factors or in post-transcriptional processes.

● Widespread changes in gene regulation are seen in cancer resulting
from the enhanced expression/activity of oncogenes or the reduced
expression/activity of anti-oncogenes.

● A number of oncogenes and anti-oncogenes encode transcription
factors which play a key role in regulating normal cellular processes
and in cancer.

● Study of these factors can enhance our understanding of normal
cellular gene regulation as well as of the abnormalities observed in
cancer.

● Several human diseases are already treated by drugs which target tran-
scription factors, but these were isolated on the basis of their efficacy
against the disease and their ability to target transcription factors was
only demonstrated subsequently.

● Recent advances indicate the potential of new therapeutic drugs
designed specifically to target particular aspects of gene 
regulation.

9.1 Gene regulation and human disease

As we have discussed in the preceding chapters, the regulation of gene
expression in higher eukaryotes is a highly complex process. It is not
surprising, therefore, that this process can go wrong, and the identifica-
tion of the molecular basis of many human diseases has shown some to
be due to defects in gene regulation. A number of different processes have
been shown to be affected in different human diseases and these will be
discussed in turn in this section (for reviews see Engelkamp and Van
Heyningen, 1996; Latchman, 1996) (Fig. 9.1). In discussing these diseases,
it should be noted that only gene mutations which are compatible with
life will manifest as human diseases, however severe these may be.
Mutations in factors which are incompatible with survival at least to birth
will evidently not be detected and it is likely that many mutations affect-
ing gene regulation fall into this category.



Transcriptional regulators

Transcription factors (Fig. 9.1a)

A number of congenital diseases which are detectable at birth or shortly
after involve mutations in the genes encoding specific transcription
factors. Thus, for example, mutations in individual members of the PAX
transcription factor family, discussed in Section 8.2, have been shown to
be involved in a number of congenital eye disorders, while mutations in
the gene encoding the Pit-1 member of the POU family of transcription
factors (see Section 8.2) result in a failure of pituitary gland development
and consequent dwarfism in both mice and humans. Similarly, mutations
in the MEF2A transcription factor (see Section 8.4) have been shown to
produce coronary artery disease in middle-aged patients, indicating that
mutations in transcription factors can produce disease later in life as well
as in early development (Wang et al., 2003).

As well as such defects in the development or functioning of specific
organs, mutations in the genes encoding the members of the
steroid/thyroid hormone receptor family, discussed in Section 8.2, can
result in a failure to respond to the specific hormone which normally
binds to the receptor and thereby regulates gene expression. Thus, for
example, mutations in the gene encoding the glucocorticoid receptor
result in a syndrome of steroid resistance in which the patients do not
respond to glucocorticoid.

Interestingly, mutations in the peroxisome proliferator-activated recep-
tor gamma (PPARγ), which is also a member of the steroid/thyroid
hormone receptor family, have been found in a few human individuals
with insulin resistance leading to type 2 diabetes. Although such cases are
rare, they suggest that PPARγ plays a key role in insulin responses and that
it may be a valuable therapeutic target to enhance such responses in other
cases of diabetes and in obesity (for reviews see Kersten et al., 2000; Rosen
and Spiegelman, 2001; Evans et al., 2004) (see also Section 9.7).

All the examples discussed above involve transcription factors which
regulate transcription by RNA polymerase II. However, specific diseases
have also been identified where the abnormal protein is involved in tran-
scription by the other RNA polymerases. Thus, in the case of RNA
polymerase I, mutations in the CSB protein, which forms a complex with
RNA polymerase I and other proteins, cause the disorder known as
Cockayne’s syndrome with abnormalities in the nervous system and skele-
ton (Bradsher et al., 2002). Similarly, the abnormal craniofacial
development characteristic of Treacher Collins syndrome has been shown
to result from mutations in the gene encoding a protein that interacts with
the RNA polymerase I basal transcription factor UBF (Valdez et al., 2004)
(see Section 3.2).

Co-activators (Fig. 9.1b)

As described in Section 8.3, co-activators play a key role in the action of
transcriptional activators. In particular, the CBP co-activator is of vital
importance in a number of different signaling pathways, linking the tran-
scription factor which is activated by the pathway to either the basal
transcriptional complex or altering chromatin structure. It is not surpris-
ing, therefore, that mutations which result in individuals lacking
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functional CBP are incompatible with life. Indeed, even having a single
inactive CBP gene whilst retaining a single functional gene results in the
severe human disease Rubinstein–Taybi syndrome, which is characterized
by mental retardation and physical abnormalities (for a review see
D’Arcangelo and Curran, 1995).

Hence, even if a single CBP gene remains functional, the inactivation
of the second copy produces disease. This is likely to be due to the amount
of CBP in normal cells being low with various transcription factors
competing for it (see Section 8.3). Hence, the reduction in the level of CBP
due to loss of one gene copy results in disease (Fig. 9.2).

CBP can also be involved in the disease processes even when it is intact
and unmutated. Thus, it has been shown that individuals with the
neurodegenerative disease Huntington’s chorea produce an abnormal
form of a protein known as Huntingtin, in which a CAG sequence in the
protein coding sequence has expanded, producing a run of glutamine
amino acids (encoded by the CAG triplet) in the Huntingtin protein. This
abnormal form of Huntingtin binds to the normal CBP protein and
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Mutations can affect a number of components of the gene expression processes including (a) tran-
scriptional activators (A); (b) co-activators (CA); (c) the basal transcriptional complex (BTC); (d)
chromatin modeling complexes (CMC); or (e) factors involved in RNA processing.



prevents it from regulating transcription by depositing it in insoluble
aggregates (Nucifora et al., 2001) (Fig. 9.2). Interestingly, mutant
Huntingtin has also been shown to interfere with the functioning of the
Sp1 transcription factor and the TBP component of the basal transcrip-
tional complex, indicating that it can disrupt the function of different
classes of transcriptional regulators (Schaffar et al., 2004; for a review see
Sugars and Rubinsztein, 2003) (Fig. 9.3).

The production of disease by the removal of transcription factors from
their normal sites within the cell is also seen in the muscle disease, type 1
myotonic dystrophy. As with Huntington’s disease, this disease involves
the presence of abnormal numbers of a triplet sequence, in this case CUG,
in a specific gene. However, this run of multiple CUG triplets is located in
the 3′ untranslated region of the DM protein kinase gene rather than in its
protein coding sequence. The abnormal RNA containing the multiple CUG
sequence has been shown to bind transcription factors such as Sp1, STAT1,
STAT3 and the retinoic acid receptor, preventing them from functioning

310 Gene Regulation

(a)

CBP

Normal amounts of CBP Insufficient CBP CBP sequestered by
Huntingtin

CBP

CBP

CBP

(b)

CBP

CBP

(c)

CBP

CBP

CBP

CBP

CBP

HH

Figure 9.2

To function effectively each cell needs to have two intact genes encoding the CBP co-activator
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The abnormal Huntingtin protein found in Huntington’s disease can interfere
with the functioning of a transcriptional activator, a co-activator and a compo-
nent of the basal transcriptional complex.



normally (Ebralidze et al., 2004). Hence, the triplet repeat abnormalities in
Huntington’s disease and myotonic dystrophy act in different ways at the
RNA or protein level to produce the same effect of sequestering transcrip-
tion factors (for a review see Ranum and Day, 2004) (Fig. 9.4).

Basal transcriptional complex (Fig. 9.1c)

The effect of Huntingtin on TBP indicates the ability of disease processes
to disrupt the functioning of the basal transcriptional complex which is
one of the major targets for activators and co-activators (see Section 8.3).
Given the critical role for this complex (see Section 3.2), it is likely,
however, that most mutations in components of the complex would be
incompatible with survival to birth and would not therefore be observed
as post-natal human diseases. However, mutations in components of
TFIIH have been observed in the human disease Xeroderma pigmento-
sum, which results in skin defects and a higher risk of cancer.
Importantly, these mutations have been shown to result in defective
responses to transcriptional activators and repressors rather than affect-
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the 3′ untranslated region and is not translated into protein. Rather, it is the
mRNA containing the repeat which binds the transcriptional regulators.



ing the basal activity of TFIIH (Liu et al., 2001) and this is presumably
why they are compatible with survival, albeit with abnormal functioning
which results in disease.

Chromatin remodeling factors (Fig. 9.1d)

As discussed in Chapter 6, changes in chromatin structure are an essen-
tial prerequisite for activation of transcription. It is not surprising,
therefore, that human diseases result when these processes are disrupted.
Thus, mutations in the MeCP2 factor which prevent it from specifically
recognizing methylated DNA result in the neurological disease Rett
syndrome (see Section 6.5). Similarly, mutations in a DNA methyltrans-
ferase enzyme, which normally adds methyl groups to C residues, have
been implicated in the human ICF syndrome (immunodeficiency,
centromeric instability, facial anomalies; Okano et al., 1999).

In addition, as well as resulting from alteration in methylation recog-
nition proteins or methylases, disease can also result from changes in
methylation patterns on the DNA. Thus, in the human fragile X syndrome
a triplet sequence CGG, which is present in 10–50 tandem copies in the
first exon of the FMR-1 gene, is amplified so that over 230 tandem copies
are present in patients with this syndrome. This amplified sequence is then
heavily methylated on the C residues (see Section 6.5), resulting in tran-
scriptional silencing of the FMR-1 gene. The protein normally produced
by the FMR-1 gene acts as a regulator of the translation of other mRNAs
and its absence in turn produces the mental retardation and other symp-
toms characteristic of the fragile X syndrome (for reviews see Trottier et
al., 1993; Jin et al., 2004). This represents another mechanism by which
an expansion in a three-base sequence can cause disease, in addition to
the different mechanisms involving sequestration of transcription factors
which were discussed above). Altered methylation patterns have also been
observed in other human diseases such as cancer (for reviews see Baylin
and Herman, 2000; Feinberg and Tycko, 2004; Lund and van Lohuizen,
2004).

Other aspects of chromatin remodeling can also be affected in human
diseases. Thus, the Williams syndrome transcription factor, which is
mutated in the human disease Williams syndrome, is a component of the
WINAC chromatin remodeling complex. This complex interacts with the
vitamin D receptor, which is a member of the steroid/thyroid hormone
receptor family of transcription factors (see Sections 7.2 and 8.2).
Chromatin remodeling by the WINAC complex is essential for recruitment
of the vitamin D receptor to its target genes and this process is defective
in Williams syndrome producing mental retardation and growth defi-
ciency (Kitagawa et al., 2003; for a review see Belandia and Parker, 2003).

Similarly, a mutation in the SNF2 factor which is part of the chromatin
remodeling SWI/SNF complex discussed in Section 6.7, results in a severe
form of α-thalassemia that not only results in lack of globin gene expres-
sion as in other thalassemias (see, for example, Section 7.5) but also leads
to other symptoms such as mental retardation, indicating that the activ-
ity of this factor is necessary for opening the chromatin structure of both
the α-globin genes and a number of other genes, so preventing their tran-
scription if it is absent (Gibbons et al., 1995).
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Interestingly, in another type of α-thalassemia, changes in chromatin
structure are also involved but in a completely different way. In this case,
a deletion removes one of the two copies of the α-globin gene, leaving the
other copy on the same chromosome intact. However, the deletion also
removes the 3′ end of the LUC7L gene, which is adjacent to the α-globin
genes but is transcribed from the opposite strand of the DNA (Fig. 9.5).
This removes the polyadenylation signal terminating the RNA of the
LUC7L gene and results in its transcript continuing through the remain-
ing α-globin gene, where it is transcribed off the opposite, anti-sense
strand to that from which the α-globin gene is transcribed. By a mecha-
nism which is not understood but may be related to that of small
interfering RNAs (see Section 6.6), this antisense RNA somehow induces
C methylation of the α-globin gene. In turn this results in transcriptional
silencing of the remaining α-globin gene, leading to thalassemia, even
though all the regulatory elements of the gene and its coding sequence
are intact (Tufarelli et al., 2003; for a review see Kleinjan and van
Heyningen, 2003) (Fig. 9.5).
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In a particular form of α-thalassemia, one of the two α-globin genes (α-G1) and
part of the LUC7L gene, including its polyadenylation site (Poly A) are deleted.
This results in the LUC7L RNA transcript extending into the remaining α-globin
gene (α-G2) in an anti-sense orientation. In turn, this results in the methylation
(me) and transcriptional silencing of the α-G2 gene.



Post-transcriptional events (Fig. 9.1e)

As well as affecting transcriptional processes, mutations can also affect
gene regulation at post-transcriptional stages (see Chapters 3 and 5 for an
account of these processes and their role in gene regulation).

A number of such mutations which affect the processes of RNA splic-
ing or alternative splicing have been described and fall into two classes
(for a review see Faustino and Cooper, 2003). The first class involves a
mutation in the splice site of a particular gene which results in a failure
properly to splice its RNA or to produce one of the alternatively spliced
mRNAs (Fig. 9.6a). Thus, for example, the failure to produce one of the
two alternatively spliced mRNAs derived from the porphobillinogen
deaminase gene is the cause of one form of the disease acute intermittent
porphyria.

In the second class, the mutation affects a splicing factor and therefore
affects a number of genes whose splicing requires this factor (Fig. 9.6b).
Hence, the effect of this class of mutation is not confined to a single gene.
An example of this second class is seen in the SMN gene which was orig-
inally defined on the basis of its mutation in the disease spinal muscular
atrophy and has now been shown to encode a protein which is essential
for RNA splicing. Hence diseases can result both from mutations in RNA
splicing proteins and from mutations in specific target RNAs which affect
their splicing pattern.

Although splicing represents the post-transcriptional stage of gene
expression which has been most characterized in terms of disease-causing
mutations, other post-transcriptional stages also appear to be affected in
specific diseases. Thus, for example, a defect in RNA editing of the gluta-
mate receptor mRNA has been suggested to be involved in motor neurone
disease (Kawahara et al., 2004). Similarly, mutations in the translational
initiation factor eIF2B has been shown to be the cause of the neurologi-
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cal disease leukoencephalopathy with vanishing white matter (for a review
see Abbott and Proud, 2004).

Although a wide variety of human diseases arise due to defects in gene
regulation, the human disease that exhibits the most extensive malregu-
lation of gene expression is cancer. Thus, not only does cancer often result
from the over-expression of certain cellular genes (known as proto-onco-
genes) due to errors in their regulation, but several of these genes
themselves actually encode transcription factors and cause the disease by
affecting the expression of other genes. Subsequent sections of this chap-
ter will therefore focus on the connection between cancer and the
malregulation of gene expression, and will illustrate how our increasing
knowledge of this connection has aided our understanding both of the
disease and of the processes that regulate gene expression in normal and
transformed cancer cells.

9.2 Proto-oncogenes

In order to provide a background to our discussion of cancer and gene
regulation, it is necessary to discuss briefly the nature of cancer-causing
oncogenes and the process that led to their discovery (see reviews by
Broach and Levine, 1997; Hunter, 1997; Vogelstein and Kinzler, 1992).

As long ago as 1911, Peyton Rous showed that a connective tissue cancer
in the chicken was caused by an infectious agent. This agent was subse-
quently shown to be a virus and was named Rous Sarcoma virus (RSV)
after its discoverer. This cancer-causing, tumorigenic virus is a member of
a class of viruses called retroviruses, whose genome consists of RNA rather
than DNA as in most other organisms.

The majority of viruses of this type do not cause cancers but simply
infect a cell and produce a persistent infection with continual production
of virus by the infected cell. In the case of RSV, however, such infection
also results in the conversion of the cell into a cancer cell, capable of indef-
inite growth and eventually killing the organism containing it.

In the case of non-tumorigenic retroviruses, the genome contains only
three genes, which are known as gag, pol and env, and which function in
the normal life cycle of the virus (Fig. 9.7). Following cellular entry, the
viral RNA is converted into DNA by the action of the Pol protein, and this
DNA molecule then integrates into the host chromosome. Subsequent
transcription and translation of this DNA produces the viral structural
proteins Gag and Env which coat the viral RNA genome, yielding viral
particles that leave the cell to infect other susceptible cells.

Inspection of the RSV genome (Fig. 9.8) reveals an additional gene,
known as the src gene, which is absent in the other viruses, suggesting
that this gene is responsible for the ability of the virus to cause cancer.
This idea was confirmed subsequently by showing that, if the src gene
alone was introduced into normal cells, it was able to transform them to
a cancerous phenotype. This gene was therefore called an oncogene (from
the Greek onkas for mass or tumor) or cancer-causing gene.

Following the identification of the src oncogene in RSV, a number of
other oncogenes were identified in other oncogenic retroviruses infecting
both chickens and mammals, such as the mouse or rat. Over 20 cellular
proto-oncogenes which were originally identified in this way are now
known (Table 9.1).
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The identification of individual genes that are able to cause cancer obvi-
ously opened up many avenues of investigation for the study of this
disease. From the point of view of gene regulation, however, the most
exciting aspect of oncogenes was provided by the discovery that these
cancer-causing genes are derived from genes present in normal cellular
DNA. Thus, using Southern blotting techniques (Methods Box 2.1) Takeya
and Hanafusa (1985) detected a cellular equivalent of the viral src gene in
the DNA of both normal and cancer cells (Fig. 9.9), and also showed that
an mRNA capable of encoding the Src protein was produced in normal
cells. Subsequent studies identified cellular equivalents of all the retrovi-
ral oncogenes. Many of these cellular equivalents of the viral oncogenes
have now been cloned and shown to encode proteins identical or closely
related to those present in the retroviruses. To avoid confusion, the viral
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oncogenes are given the prefix v, as in v-src, while their cellular equiva-
lents are designated proto-oncogenes and given the prefix c, as in c-src.

The presence of cellular equivalents of the retroviral oncogenes suggests
that the viral genes have been picked up from normal cellular DNA follow-
ing integration of a non-tumorigenic virus next to the proto-oncogene.
The subsequent incorrect excision of the viral genome resulted in its pick-
ing up the gene and converting it into a tumorigenic virus (Fig. 9.10).
Hence the oncogene in the virus is derived from a cellular gene which is
present in the DNA of normal cells.

Paradoxically, the same gene can be present in normal cells without any
apparent adverse effect and yet can cause cancer when incorporated into
a virus. It is now clear that this conversion of the proto-oncogene into a
cancer-causing oncogene is caused by one of two processes. Either the gene
is mutated in some way within the virus, so that an abnormal product is
formed, or alternatively the gene is expressed within the virus at much
higher levels than are achieved in normal cells, and this high level of the
normal product results in transformation (Fig. 9.11).
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Table 9.1 Proto-oncogenes and their functions

Oncogene Species infected by virus Normal function of protein

abl Mouse Tyrosine kinase
erbA Chicken Transcription factor and hormone receptor
erbB Chicken Receptor for epidermal growth factor, tyrosine kinase
ets Chicken Transcription factor
fes Cat Tyrosine kinase
fgr Cat Tyrosine kinase
fms Cat Tyrosine kinase, receptor for colony-stimulating factor
fos Mouse Transcription factor
jun Chicken AP1-related transcription factor
kit Cat Tyrosine kinase
lck Chicken Tyrosine kinase
mos Mouse Serine/threonine kinase
myb Chicken Transcription factor
myc Chicken Transcription factor
raf Chicken Serine/threonine kinase
ras Rat GTP-binding protein
rel Turkey Transcription factor
ros Chicken Tyrosine kinase
sea Chicken Tyrosine kinase
sis Monkey Platelet-derived growth factor B chain
ski Chicken Nuclear protein
src Chicken Tyrosine kinase
yes Chicken Tyrosine kinase

kb
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Figure 9.9

Southern blot showing hybridization of the RSV src
gene with normal chicken DNA cut with the 
restriction enzymes Sacl or BamHl. Redrawn from
Takeya and Hanafusa, Cell 32, 881–890 (1983), by
permission of Professor H. Hanafusa and Cell Press.



Such conversion of a proto-oncogene into a cancer-causing oncogene is
not confined to viruses, however. Cases of cancer which have no viral
involvement in humans have now been shown to be due either to the
over-expression of individual cellular proto-oncogenes or to their alter-
ation by mutation within the cellular genome. Hence these genes play an
important role in the generation of human cancer.

The potential risk of such proto-oncogenes causing cancer raises the
question of why these genes have not been deleted during evolution. In
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fact, proto-oncogenes have been highly conserved in evolution, equiva-
lents to mammalian and chicken oncogenes having been found not only
in other vertebrates but also in invertebrates, such as Drosophila, and even
in single-celled organisms, such as yeast.

The extraordinary evolutionary conservation of many of these genes,
despite their potential danger, led to the suggestion that their products
were essential for the processes regulating the growth of normal cells, and
that their malregulation or mutation therefore results in abnormal growth
and cancer. This idea has been confirmed abundantly as more and more
proto-oncogenes have been characterized and shown to encode growth
factors that stimulate the growth of normal cells, cellular receptors for
growth factors and other cellular proteins involved in transmitting the
growth signal within the cell, either by acting as a protein kinase enzyme
or by binding GTP.

Ultimately the growth regulatory pathways controlled by oncogene
products end in the nucleus, with the activation of genes whose corre-
sponding proteins are required by the growing cell. It is not surprising,
therefore, that several proto-oncogenes have been shown to encode tran-
scription factors that regulate the expression of genes activated in growing
cells (for reviews see Lewin, 1991; Forrest and Curran, 1992) (Table 9.2).

Hence, oncogenes present two aspects of importance from the point of
view of the regulation of gene expression. Firstly, since cancer is often
caused by elevated expression of cellular oncogenes, the processes whereby
this occurs are of interest, both from the point of view of the etiology of
cancer and for the light they throw on the mechanisms which regulate
gene expression. This topic is discussed in Section 9.3. Second, the study
of the transcription factors encoded by a few proto-oncogenes has led to
a better understanding of the processes regulating gene expression in cells
growing normally and in cancer cells, and this is discussed in Section 9.4.

9.3 Elevated expression of oncogenes

The products of cellular proto-oncogenes play a critical role in cellular
growth control and, in many cases, are synthesized only at specific times
and in small amounts. It is not surprising, therefore, that transformation
into a cancer cell can result when these genes are expressed at high levels
in particular situations.

The simplest example of such over-expression occurs in the case of retro-
viruses where, as we have already discussed, the oncogene comes under the
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Table 9.2 Oncogenes and transcription factors

Oncogene Comments

erbA Mutant form of the thyroid hormone receptor
ets Binding site often found in association with AP1 site
fos Binds to AP1 site as Fos-Jun dimer
jun Can bind to AP1 site alone as Jun-Jun dimer
mdm2 Inhibits gene activation by p53
myb –
myc Requires Max protein to bind to DNA
rel Member of the NFκB family
spi-1 Identical to PU.1 transcription factor



influence of the strong promoter contained in the retroviral long terminal
repeat (LTR) region and is hence expressed at a high level (Fig. 9.11).

A similar up-regulation due to the activity of a retroviral promoter is
also seen in the case of avian leukosis virus (ALV) of chickens. Unlike the
retroviruses described so far, however, this virus does not carry its own
oncogene. Rather, it transforms by integrating into cellular DNA next to
a cellular oncogene, the c-myc gene (Fig. 9.12a) (for reviews of c-myc see
Eisenman, 2001; Levens, 2003; Nilsson and Cleveland, 2003). The expres-
sion of the c-myc gene is brought under the control of the strong promoter
in the retroviral LTR, and it is hence expressed at levels 20–50 times higher
than normal, producing transformation. This process is known as
promoter insertion.

In other cases of this type, the ALV virus has been shown to have inte-
grated downstream rather than upstream of the c-myc gene. Hence, the
elevated expression of the c-myc gene in these cases cannot be due to
promoter insertion. Rather, it involves the action of an enhancer element
in the viral LTR which activates the c-myc gene’s own promoter. As
discussed in Section 7.3, enhancers, unlike promoters, can act in either
orientation and at a distance, and hence the ALV enhancer can activate
the myc promoter from a position downstream of the gene (Fig. 9.12b).
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These cases are of interest from the point of view of gene regulation, as
indicating how viral regulatory systems can subvert cellular control
processes. Of potentially greater interest, however, are the cases where up-
regulation of a cellular oncogene occurs through the alteration of internal
cellular regulatory processes, rather than through viral intervention. The
best-studied example of this type concerns the increased expression of the
c-myc oncogene which occurs in the transformation of B cells in cases of
Burkitt’s lymphoma in humans or in the similar plasmacytomas that occur
in mice.

When these tumors were studied, it was noted that they commonly
contained very specific chromosomal translocations which involved the
exchange of genetic material between chromosomes 8 and 14 (Fig. 9.13).
Most interestingly, the region of chromosome 8 involved includes the c-
myc gene, and the translocation results in the myc gene being moved to
chromosome 14, where it becomes located adjacent to the gene encoding
the immunoglobulin heavy chain. This translocation results in the
increased expression of the myc gene which is observed in the tumor cells.

Such translocation of specific oncogenes to the immunoglobulin locus
resulting in increased expression is not unique to the myc gene but has
been observed for a variety of other oncogenes in different B-cell leukemias,
while similar translocations involving oncogene translocation to the T-cell
receptor gene locus (which is highly expressed in T lymphocytes) have been
observed in T-cell leukemias (for reviews see Rabbits, 1994; Latchman,
1996) (see also Section 9.4). The mechanisms responsible for the observed
up-regulation of oncogene expression have been best described, however,
in the case of the myc oncogene and these will now be discussed.
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Detailed study of the processes mediating increased myc gene expres-
sion has indicated that it is produced by different mechanisms in different
lymphomas, depending on the precise break points of the translocation
within the c-myc and immunoglobulin genes. In all cases studied,
however, the break point of the translocation occurs within the
immunoglobulin gene, resulting in a truncated gene lacking its promoter
being linked to the c-myc gene. This fact, together with the fact that the
genes are always linked in a head-to-head orientation (Fig. 9.14), indicates
that the up-regulation of the c-myc gene does not occur via a simple
promoter insertion mechanism (see Fig. 9.12a) in which it comes under
the control of the immunoglobulin promoter. In some cases, however, the
B-cell-specific enhancer element, which is located between the joining and
constant regions of the immunoglobulin genes (see Sections 2.4 and 7.3),
is brought close to the myc promoter by the translocation (Fig. 9.15). This
enhancer element is highly active in B cells and can activate the myc
promoter in a manner analogous to the enhancer of ALV (see Fig. 9.12b).

Hence, in this case the c-myc gene is up-regulated by the action of the
B-cell-specific regulatory mechanisms of the immunoglobulin gene, the
immunoglobulin enhancer activating the c-myc promoter rather than its
own promoter, which has been removed by the translocation. In other
cases, however, this does not appear to be the case, the break point of the
translocation having removed both the immunoglobulin promoter and
enhancer. This leaves the c-myc gene adjacent to the constant region of
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the immunoglobulin gene without any obvious B-cell-specific regulatory
elements. In these cases it is likely that the up-regulation of the c-myc gene
arises from its own truncation in the translocation. This results in the
removal of negative regulatory elements that normally repress its expres-
sion, such as the upstream silencer element which normally represses the
c-myc promoter (see Section 7.4 and Fig. 9.16).

More extensive truncation of the c-myc gene, involving the removal of
transcribed sequences rather than upstream elements, has also been
observed in some tumors. Frequently, this involves the removal of the first
exon of the c-myc gene which does not contain any protein-coding infor-
mation. This exon may thus fulfil a regulatory role by modulating the
stability of the c-myc RNA or by affecting its translatability. Hence, its
removal could enhance the level of c-myc protein by increasing the stabil-
ity or the efficiency of translation of the c-myc RNA produced at a constant
level of transcription. A similar increase in gene expression could be
achieved by the removal of sequences within the first intervening
sequence which inhibit the transcriptional elongation of the nascent c-
myc transcript (see Section 4.3).

The increased expression of an oncogene produced by the removal of
sequences that negatively regulate it is also seen in the case of the lck
proto-oncogene, which encodes a tyrosine kinase related to the c-src gene
product. In this case, activation of the oncogene in tumors is accompa-
nied by the removal of sequences within its 5′ untranslated region,
upstream of the start site of translation. The removal of these sequences
results in a 50-fold increase in the initiation of translation of the lck mRNA
into protein. Most interestingly, the region removed contains three AUG
translation initiation codons which are located upstream of the correct
initiation codon for production of the Lck protein (Fig. 9.17). The elimi-
nation of these codons results in increased translation initiation from the
correct AUG, suggesting that initiation at the upstream codons inhibits
correct initiation. This is exactly analogous to the regulation of transla-
tion of the GCN4 protein, which was discussed in Section 5.6.
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It is likely that the processes regulating the expression of oncogenes
such as c-myc and lck, which are revealed by studying their over-expres-
sion in tumors, also play a role in their normal pattern of regulation during
cellular growth. Hence, their further study will throw light not only on
the mechanisms of tumorigenesis but also on the processes regulating
gene expression in normal cells.

Other examples of up-regulation of oncogene expression in tumori-
genesis may occur, however, by mechanisms that are unique to the
transformed cell. Thus, as discussed in Section 2.3 DNA amplification
is relatively rare in normal cells. In tumors, however, it is observed
frequently for specific oncogenes and results in the presence of regions
of amplified DNA which are visible in the microscope as homoge-
neously staining regions or as double minute chromosomes. Such
amplification is especially common in human lung tumors and brain
tumors, and frequently involves the c-myc-related genes, N-myc and 
L-myc. The expression of these genes in the tumor is increased dramat-
ically due to the presence of up to 1000 copies of the gene in the tumor
cell.

A variety of mechanisms, involving both the subversion of normal
control processes or abnormal events occurring in the tumor cell, there-
fore result in the observed over-expression of oncogenes in tumor cells. In
turn, such over-expression is critical for tumor formation. Thus, for exam-
ple, if the high levels of c-myc in a mouse model of liver cancer are reduced,
the tumor cells lose their cancerous phenotype and differentiate into hepa-
tocytes. If over-expression of c-myc is then restored, the cells return to a
cancerous phenotype (Shachaf et al., 2004). When taken together with the
production of abnormal oncogene products due to mutations, it is likely
that the overexpression of specific oncogenes is involved in a wide vari-
ety of human cancers.

9.4 Transcription factors as oncogenes

As described in Section 9.2, the isolation of the cellular genes encoding
particular oncogene products led to the realization that they were involved
in many of the processes regulating cellular growth. Ultimately the onset
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and continuation of cellular growth is likely to involve the activation of
cellular genes that are not expressed in quiescent cells. It is not surpris-
ing, therefore, that several proto-oncogenes have been shown to encode
transcription factors which regulate the transcription of genes activated
in growing cells (Table 9.2) and several of these cases will be discussed (for
reviews see Lewin, 1991; Forrest and Curran, 1992).

Fos, Jun and AP1

The chicken retrovirus, avian sarcoma virus AS17, contains an oncogene,
v-jun, whose equivalent cellular proto-oncogene encodes a nuclearly
located DNA binding protein. Sequence analysis of this protein revealed
that it showed significant homology to the DNA binding domain of the
yeast transcription factor GCN4, suggesting that it might bind to similar
DNA sequences (Fig. 9.18). Interestingly, GCN4 itself had been shown
previously to bind to similar sequences to those bound by a factor, AP1
(activator protein 1), which had been detected in mammalian cell extracts
by its DNA binding activity (Fig. 9.19).

This relationship of Jun and AP1 to the sequence and binding activity,
respectively, of GCN4 led to the suggestion that Jun might be related to
AP1. This was confirmed by the findings that antibody to Jun reacted with
purified AP1 preparations, and that Jun expressed in bacteria was capable
of binding to AP1 binding sites in DNA. Moreover, Jun was capable of
stimulating transcription from promoters containing AP1 binding sites but
not from those which lacked these sites. Hence, the jun oncogene encodes
a sequence-specific DNA binding protein capable of stimulating tran-
scription of genes containing its binding site, which is identical to the AP1
binding site.

Although Jun undoubtedly binds to AP1 binding sites, preparations of
AP1 purified on the basis of this ability contain several other proteins in
addition to c-Jun. Several of these are encoded by genes related to jun, but
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Comparison of the C-terminal amino acid sequences of the chicken Jun protein
and the yeast transcription factor GCN4. Boxes indicate identical residues.
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another is the product of a different proto-oncogene, namely c-fos.
Interestingly, however, although Fos is present in AP1 preparations, it does
not bind to DNA when present alone but requires the product of the c-
jun gene for DNA binding. Hence, in addition to its ability to bind to AP1
sites alone, Jun can also form a complex with Fos that binds to this site.
As discussed in Section 8.2, this association takes place through the leucine
zipper domains of the two proteins and results in a heterodimer complex
which binds to the AP1 binding site with much greater affinity than the
Jun homodimer.

Hence, both Fos and Jun, which were identified originally through
their association with oncogenic retroviruses, are also cellular transcrip-
tion factors (for reviews see Karin et al., 1997; Jochum et al., 2001;
Shaulian and Karin, 2002). Such a finding raises the question of the
normal role of these factors and how they can cause cancer. In this
regard it is of obvious interest that the AP1 binding site is involved in
mediating the induction of genes that contain it in response to treat-
ment with phorbol esters, which are also capable of promoting cancer.
Thus, not only do many phorbol ester-inducible genes contain AP1 bind-
ing sites (see Table 7.2), but, in addition, transfer of AP1 binding sites
to a normally non-inducible gene renders that gene inducible by phor-
bol esters. Increased levels of Jun and Fos are also observed in cells after
treatment with phorbol esters. Hence, these substances act by increas-
ing the levels of Fos and Jun, which in turn cause increased transcription
of other genes containing AP1 binding sites that mediate induction by
the Fos-Jun complex.

Most interestingly, increased levels of Jun and Fos are also produced
by treatment with serum or growth factors which stimulates the growth
of quiescent cells. Hence, the transduction of the signal to grow, which
begins with the growth factors and their cellular receptors and contin-
ues with intra-cytoplasmic signal transducers such as protein kinases and
GTP binding proteins, ends in the nucleus with the increased level of
the transcription factors Jun and Fos (Fig. 9.20). These proteins will then
activate the genes whose products are necessary for the process of growth
itself.

Clearly, it is relatively easy to fit the oncogenic properties of Jun and
Fos into this framework. Thus, if these proteins are normally produced
in response to growth-inducing signals and activate growth, their
continual abnormal synthesis will result in a cell which will be stimu-
lated to grow continually and will not respond to growth-regulating
signals. Such continuous uncontrolled growth is characteristic of the
cancer cell.

In agreement with this idea, mutations in the leucine zipper region of
Fos, which abolish its ability to dimerize with Jun and induce genes
containing AP1 sites, also abolish its ability to transform cells to a cancer-
ous phenotype. Hence, the ability of Fos to cause cancer is directly linked
to its ability to act as a transcription factor for genes containing the appro-
priate binding site.

Interestingly, AP1 sites in growth-regulated genes are often located close
to binding sites for the Ets protein, another transcription factor which is
encoded by a cellular proto-oncogene (see Table 9.2). Hence several differ-
ent oncogenic transcription factors may cooperate to produce high-level
transcription of specific genes in actively growing cells.
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v-erbA and the thyroid hormone receptor

Unlike most other retroviruses, avian erythroblastosis virus (AEV) carries
two cellular oncogenes, v-erbA and v-erbB. When c-erbA, the cellular equiv-
alent of v-erbA, was cloned, it was shown to encode the cellular receptor
that mediates the response to thyroid hormone.

As discussed in Sections 8.3 and 8.4, this receptor is a member of the
superfamily of steroid–thyroid hormone receptors which, following bind-
ing of a particular hormone, induce the transcription of genes containing
a binding site for the hormone–receptor complex. In the case of ErbA, the
protein contains a region that can bind thyroid hormone. Following such
binding, the hormone–receptor complex induces transcription of thyroid
hormone-responsive genes, such as those encoding growth hormone or
the heavy chain of the myosin molecule (Fig. 9.21).

The finding that the cellular homolog of the v-erbA oncogene is a
hormone-responsive transcription factor provides a further connection
between oncogenes and cellular transcription factors. It raises the ques-
tion, however, of the manner in which the transfer of the thyroid
hormone receptor to a virus can result in transformation. To answer this
question it is necessary to compare the protein encoded by the virus with
its cellular counterpart. As shown in Fig. 9.22 the ErbA protein has the
typical structure of a member of the steroid–thyroid hormone family (see
also Fig. 8.18), containing both DNA binding and hormone binding
regions. The viral ErbA protein is generally similar except that it is fused
to a portion of the retroviral gag protein at its N-terminus. It also contains
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a number of mutations in both the DNA binding and hormone binding
regions, as well as a small deletion in the hormone binding domain.

Of these changes, it is the alterations in the hormone binding domain
which have the most significant effects on the function of the protein and
which are thought to be critical for transformation. Thus, these changes
abolish the ability of the protein to bind thyroid hormone and activate
transcription. However, the protein retains the inhibitory domain which
allows the Erb-A protein to repress gene transcription in the absence of
thyroid hormone (see Section 8.3). Thus, the viral protein is functionally
analogous to the alternatively spliced form of the c-erbA gene product
discussed in Section 8.4, which lacks the hormone binding domain and
dominantly represses the ability of the hormone binding receptor form to
activate thyroid hormone-responsive genes.

The idea that the non-hormone binding viral ErbA protein might also
be able to do this has been confirmed by studying the effect of this onco-
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gene on thyroid hormone-responsive genes. As expected, the v-erbA gene
product was able to abolish the responsiveness of such genes to thyroid
hormone by binding to the thyroid hormone-response elements in their
promoters and preventing activation by the cellular ErbA protein–thyroid
hormone complex (Fig. 9.23).

Interestingly, however, this repression by v-erbA does not simply involve
the passive blockage of binding by c-erbA following thyroid hormone
treatment. Thus, mutations in the inhibitory domain described in Section
8.3 can abolish the oncogenic activity of v-erbA. These mutations do not
affect the ability of v-erbA to bind to DNA but prevent it from recruiting
the inhibitory co-repressor which is essential for its ability to actively
repress transcription (see Section 8.3) (for a review see Perlmann and
Vennstrom, 1995). Hence the ability actively to repress transcription is
essential for transformation by v-erbA (Fig. 9.24).

The explanation of how such gene repression by viral ErbA can result
in transformation is provided by the observation that the introduction of
the viral gene into cells can repress transcription of the avian erythrocyte
anion transporter gene. This gene is one of those which is switched on
when chicken erythroblasts differentiate into erythrocytes. It has been
known for some time that the viral ErbA protein can block this process,
and it is now clear that this is achieved by blocking the induction of the
genes needed for this to occur. In turn, such blockage of differentiation
allows the cells to continue to proliferate. When this is combined with
the introduction of the v-erbB gene, which encodes a truncated form of
the epidermal growth factor receptor and renders cell growth independ-
ent of external growth factors, transformation results (Fig. 9.25).

Transformation caused by v-erbA thus represents an example of the acti-
vation of an oncogene by mutation resulting, in this case, in its losing the
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ability to activate transcription but retaining its ability to act as a domi-
nant repressor of transcription. As discussed in Section 8.4, however, one
alternatively spliced transcript of the c-erbA gene is also able to do this
and, like the v-erbA gene product, cannot bind thyroid hormone. Hence,
this repression of transcription by a non-hormone binding form of the
receptor is likely to be of importance in normal cells also.

Other transcription factor-related oncogenes

Although the fos-jun and erbA cases represent the best characterized exam-
ples of the connection between oncogenes and transcription factors,
several other cellular oncogenes encode transcription factors (see Table
9.2; for a review see Lewin, 1991).

One of these, the Myc protein, has been studied intensively in view of
its over-expression in many human tumors (see Section 9.3) (for reviews
see Eisenman, 2001; Levens, 2003; Nilsson and Cleveland, 2003). The Myc
protein clearly encodes a transcription factor which contains the leucine
zipper motif characteristic of many transcription factors, including Fos
and Jun (see Section 8.2), as well as a helix-loop-helix motif (see Section
8.2). Moreover, mutations in the leucine zipper region of the protein abol-
ish its oncogenic ability to transform normal cells, suggesting that the
ability to act as a transcription factor is essential for Myc-induced trans-
formation.

Despite all this evidence, for many years the actual role of Myc in tran-
scriptional control remained unclear. This was because it was not possible
to demonstrate the binding of Myc to a specific DNA sequence in the
manner that had been shown to occur for Jun and ErbA. This problem
was resolved, however, by the finding that Myc has to heterodimerize with
a second factor, Max, in order to bind to DNA (for reviews see Baudino
and Cleveland, 2001; Levens, 2003). Hence, Myc resembles Fos in requir-
ing another factor for sequence-specific binding. This finding indicates
once again the importance of heterodimerization in regulating the activity
of transcription factors and also illustrates how the function of a particu-
lar factor can remain obscure simply because its partner has not yet been
isolated.

Although our discussion of oncogenes as transcription factors has
focused on the cellular genes which are initially identified in RNA tumor
viruses, a number of oncogenes encoding transcription factors have also
been identified on the basis of their involvement in the chromosomal
translocations which occur in human leukemias (see Section 9.3). Thus,
as well as involving previously characterized oncogenes, such as the myc
gene, these translocations can involve genes not previously shown to
produce cancer when over-expressed. For example, a member of the
homeobox family of transcription factors (see Section 8.2), Hox-11, has
been shown to be involved in cases of acute childhood leukemia where
its expression is activated by translocation to the T-cell receptor gene
locus.

As well as resulting in increased expression of a proto-oncogene by
translocation to a highly active immunoglobulin or T-cell receptor gene
locus, such chromosomal translocations can also cause leukemias by
producing fusion genes between two genes which were previously located
on separate chromosomes (for reviews see Rabbits, 1994; Latchman, 1996;

Gene regulation and human disease 331



Look, 1997) (Fig. 9.26). Such fusion proteins presumably produce cancer
because the fusion protein has cancer-causing properties distinct from
those of either intact protein alone. Thus, the fusion protein which is pres-
ent in 15% of human acute myeloid leukemias involves the AML and ETO
transcription factors. This AML-ETO fusion protein is able to bind to basic
helix-loop-helix factors (see Section 8.2) and prevent them binding the
CBP co-activator, thereby acting as a transcriptional repressor (Zhang 
et al., 2004).

As in the case of translocations causing over-expression, such translo-
cations can involve genes encoding transcription factors previously
identified within RNA tumor viruses or those which have not previously
been shown to have an oncogenic effect. Thus, the c-ets-1 proto-oncogene
originally identified in a chicken retrovirus (see Table 9.1), which was
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discussed in Section 8.2, becomes fused to the platelet-derived growth
factor receptor gene in chronic myelomonocytic leukemia. In contrast, in
acute promyelocytic leukemia (PML) the translocation involves the fusion
of two transcription factor genes not characterized in oncogenic retro-
viruses, namely the retinoic acid receptor α gene (a member of the
steroid/thyroid hormone receptor family discussed in Section 8.2 and the
PML transcription factor, a zinc finger transcription factor which was orig-
inally characterized on the basis of its involvement in this disease.

As in the case of the AML-ETO fusion protein, the RAR-PML fusion
protein acts as a transcriptional repressor, even though the retinoic acid
receptor alone can act as an activator. This inhibitory activity of RAR-PML
involves its ability to recruit histone deacetylases and produce an inactive
chromatin structure (Grignani et al., 1998; for a review see Lin et al., 2001).
Indeed, the AML-ETO fusion protein can also bind histone deacetylases
(in addition to its effect on CBP binding by basic helix-loop-helix factors).
This suggests that enhanced deacetylation induced by oncogenic fusion
proteins may play a critical role in human leukemia (for reviews see
Minucci et al., 2001; Hake et al., 2004) (Fig. 9.27) and may be a target for
therapy (see Section 9.7).

Interestingly, the ELL gene which is involved in chromosomal translo-
cations leading to fusion protein products in acute myeloid leukemia is a
transcription elongation factor (for a review see Conaway and Conaway,
1999). This indicates that oncogenes can encode factors involved in tran-
scriptional elongation as well as transcriptional initiation and alteration
of chromatin structure (see Section 4.3 for discussion of transcriptional
elongation and its control).

In addition to such cellular oncogenes identified in RNA tumor viruses
or at sites of chromosomal translocations, it is worth noting that DNA
viruses that can cause cancer also encode oncogenes capable of regulating

Gene regulation and human disease 333

(a)

+

Transcription

(b)
HDA

Inactive chromatin
structure

No transcription

RAR

RAR\
PML

Figure 9.27

The RAR/PML fusion protein found in promyelocytic leukemia can recruit a
histone deacetylase which produces an inactive chromatin structure. It therefore
acts as a transcriptional repressor (panel b) unlike the normal retinoic acid
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cellular gene expression. In particular, both the large T oncogenes of the
small DNA viruses, SV40 and polyoma, and the E1A protein of adenovirus
are capable of affecting the transcription of specific cellular genes, and this
ability is critical for the ability of these proteins to transform cells. Unlike
the oncogenes of RNA viruses, however, the genes encoding these viral
proteins do not appear to have specific cellular equivalents, and are likely
to have evolved within the virus rather than having been picked up from
the cellular genome.

The similar ability of oncogenes from DNA and RNA tumor viruses to
affect cellular gene expression, despite their very different origins, suggests
that such modulation of cellular gene expression is critical for the trans-
forming ability of these viruses.

9.5 Anti-oncogenes

Nature of anti-oncogenes

Following the discovery of cellular oncogenes it was rapidly shown that
they encoded proteins which promoted cellular growth so that their acti-
vation by over-expression or by mutation resulted in abnormal growth
leading to cancer. Subsequently, however, it became clear that cancer
could also result from the deletion or mutational inactivation of another
group of genes. This indicated that these genes encoded products which
normally restrained cellular growth so that their inactivation would result
in abnormal, unregulated growth. These genes were therefore named anti-
oncogenes or tumor suppressor genes (for reviews see Knudson, 1993;
Weinberg, 1993; Vogelstein and Kinzler, 1992).

Clearly the inhibitory role of anti-oncogenes indicates that cancers will
involve the deletion of these genes or the occurrence of mutations within
them which inactivate their protein product, rather than their over-
expression or mutational activation as occurs in the oncogenes (Fig. 9.28).
Thus far a number of genes of this type have been defined on the basis of
their mutation or deletion in specific tumor types (Table 9.3). Most inter-
estingly, the three best-defined anti-oncogene products all encode
transcription factors. Two of these, p53 and the Wilms’ tumor gene prod-
uct, appear to act by binding to target sites in the DNA of specific genes
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Table 9.3 Anti-oncogenes and their functions

Anti-oncogene Tumors in which gene is mutated Nature of protein product

APC Colon carcinoma Cytoplasmic protein
BRCA-1 Breast cancer DNA repair, transcription factor?
BRCA-2 Breast cancer DNA repair, transcription factor?
DCC Colon carcinoma Cell adhesion molecule
NF1 Neurofibromatosis Activator of Ras GTPase activity
NF2 Schwannomas, meningiomas Cytoplasmic protein
p53 Sarcomas, breast carcinomas, Transcription factor

leukemia, etc.
RB1 Retinoblastoma, osteosarcoma, small Transcription factor

lung cell carcinoma
VHL Pheochromocytoma, kidney carcinoma Transcriptional elongation regulator
WT1 Wilms’ tumor Transcription factor



and regulating their expression while the third, the retinoblastoma gene
product (Rb-1), acts predominantly via protein–protein interactions with
other regulatory transcription factors. The p53 and Rb-1 proteins will
therefore be discussed as examples of these two types (for a review of the
Wilms’ tumor gene product see Hastie, 2001).

p53

The p53 protein was originally identified as a 53 kDa protein which bound
to the large T-oncogene protein of the small DNA virus SV40. Subsequent
studies have shown that the gene encoding this protein is mutated in a
very wide variety of human tumors, especially carcinomas (for reviews of
p53, see Vogelstein et al., 2000; Haupt et al., 2002; Sharpless and DePinho,
2002). In normal cells, p53 is induced in response to DNA damage and its
activation results in growth arrest and/or cell death. Most interestingly,
inactivation of the p53 gene in mice does not prevent the normal devel-
opment of the animal. Rather, it results in an abnormally high rate of
tumor formation which results in the early death of the animal. This has
led to the idea that the p53 gene product normally acts to prevent cells
with damaged DNA from proliferating by inducing their growth arrest or
death. In the absence of p53 such cells proliferate and form tumors, which
occur at high frequency when p53 is inactivated by mutation.

The detailed characterization of the p53 gene product has shown that
it is a transcription factor capable of binding to a specific DNA sequence
and activating the expression of specific genes. The mutations which occur
in human tumors result in a loss of the ability to bind to DNA, indicat-
ing that the ability of p53 to do this is crucial for its ability to control
cellular growth and suppress cancer. The p53 protein thus functions, at
least in part, by activating the expression of specific genes whose protein
products act to inhibit cellular growth (Fig. 9.29i). Its inactivation by gene
deletion (Fig. 9.29ii) or by mutation (Fig. 9.29iii) thus leads to a failure to
express these genes, leading to uncontrolled growth.

Interestingly, a failure of p53-mediated gene activation can also occur
even in the presence of functional p53 (Fig. 9.29iv). Thus, many human
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soft tissue sarcomas contain intact p53 protein but have amplified the
cellular mdm2 oncogene. The MDM2 oncoprotein binds to p53 and
promotes its modification by the addition of ubiquitin. Interestingly, the
addition of a single ubiquitin residue to p53 promotes its export from the
nucleus whilst the addition of two such residues promotes its degradation
(Li et al., 2003) (Fig. 9.30). Either effect evidently prevents p53 activating
its target genes in the nucleus (for a review see Yang et al., 2004).

The interaction of p53 with oncogenic proteins is not unique to the
MDM2 oncoprotein. Thus, as noted above, it was the interaction of p53
with the SV40 large T oncoprotein which led to the original identification
of the p53 protein. As in the case of the MDM2 protein, the interaction
of p53 with either the large T protein or the transforming proteins of
several other DNA viruses prevents p53 from activating its target genes.
Such functional inactivation of p53 appears to play a critical role in the
ability of these viruses to transform cells to a cancerous phenotype. When
taken together with the action of the MDM2 protein, this indicates that
functional interactions between oncogene and anti-oncogene products are
likely to be critical in the control of cellular growth. Hence changes in this
balance due to the over-expression of specific oncogenes or the loss of
anti-oncogenes will result in cancer.

336 Gene Regulation

(i)
p53

p53

Inactive
p53

gene
+

GIG
Transcription

No transcription

No transcription

(ii)

(iii)

(iv)

Gene deleted

Gene mutated

Intact gene
+ amplified MDM2

oncogene

MDM2

GIG

GIG

No transcription
GIG

p53

Figure 9.29

The functional p53 protein acts to stimulate the transcription of genes (GIG)
whose protein products inhibit growth (i). This effect can be prevented,
however, by the deletion of the p53 gene (ii) or by its inactivation by mutation
(iii), as well as by the MDM2 oncoprotein which binds to p53 and inactivates it
(iv). The activation domain of p53 is indicated by the colored area.



As well as being modified by ubiquitination, the activity of p53 is also
regulated by other post-translational modifications (for reviews see Mayo
and Donner, 2002; Prives and Manley, 2001). Thus, the phosphorylation
of p53 at its N-terminus prevents its interaction with MDM2, thereby
stabilizing the protein, whilst the addition of acetyl residues at its C-termi-
nus enhances its DNA binding ability (Luo et al., 2004). Similarly,
methylation of p53 on a specific lysine residue stimulates its nuclear local-
ization and enhances its stability (Chuikov et al., 2004).

Hence, as in the case of the histones discussed in Section 6.6, the activ-
ity of p53 is modulated by phosphorylation, methylation and acetylation
(Fig. 9.31). Interestingly, the RAR-PML fusion protein found in promye-
locytic leukemia (see Section 9.4) can induce deacetylation of p53, thereby
inhibiting its activity, providing an example of the activity of an anti-
oncogene being targeted by an oncogenic fusion protein (Insinga et al.,
2004).

The critical role of p53 in regulating the expression of genes encoding
growth inhibitory proteins focuses attention on the nature of these growth
inhibitory genes. A number of potential target genes for p53 have now been
identified. One of these encodes a protein (p21) that acts as an inhibitor
of cyclin-dependent kinases. Cyclin-dependent kinases are enzymes that
stimulate cells to enter cell division. Hence, the identification of a p53-
regulated gene as an inhibitor of these enzymes immediately suggested that
p53 acts by stimulating the expression of this inhibitory factor, which in
turn inhibits the cyclin-dependent kinases and therefore prevents cells
replicating their DNA and undergoing cell division (Fig. 9.32).

Similarly, the observation that p53 also stimulates the expression of the
bax gene, whose protein product stimulates programmed cell death or
apoptosis, supports a role for p53 in promoting the death of cells which
have become abnormal and can no longer divide normally.
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MDM2 catalyzes the addition of one or two ubiquitin residues to p53 resulting
in its inactivation by respectively promoting its export from the nucleus or its
degradation.



It is likely, therefore, that p53 acts as a sensor for damage to cellular
DNA, for example, by irradiation, which could result in mutations occur-
ring. When it is activated, growth arrest genes are stimulated and the cell
ceases to divide so that it can repair the damage. If the damage to the cell
is irreparable however, genes inducing apoptosis are activated by p53 and
the cell dies. Evidently, in the absence of p53, cells with DNA damage or
mutations will continue to replicate and, if the mutations activate specific
oncogenes, then a cancer will result (Fig. 9.33).
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Hence, the p53 gene product plays a key role in regulating cell division,
acting by regulating the expression of specific target genes. Its inactiva-
tion by mutations or by specific oncogene products is likely to play a
critical role in the majority of human cancers. Although p53 was initially
believed to be a unique protein, unrelated to any others, two proteins
which are related to p53 have now been identified and have been named
p63 and p73 on the basis of their molecular weights (for reviews see
Lohrum and Vousden, 2000; Davis and Dowdy, 2001; Yang et al., 2002).
Neither p63 or p73 appears to be commonly mutated in human cancer
but they do appear to be required for normal development. Thus, loss or
mutation of p63 leads to the human disease known as EEC syndrome
(ectrodactyly, ectodermal dysplasia and cleft lip) in which patients have
limb defects and facial clefts (Celli et al., 1999).

The retinoblastoma protein

The retinoblastoma gene (Rb-1) was the first anti-oncogene to be identi-
fied. This was on the basis that its inactivation results in the formation of
eye tumors known as retinoblastomas (for a review of Rb see Harbour and
Dean, 2000). As with p53, the Rb-1 protein acts as an anti-oncogene by
regulating the expression of specific target genes. Unlike p53, however, it
appears to act primarily via protein–protein interactions with other tran-
scription factors.

In particular, Rb-1 has been shown to interact with the cellular tran-
scription factor E2F. E2F normally stimulates the transcription of several
growth-promoting genes such as the cellular oncogenes c-myc and c-myb
(see Section 9.4), and the genes encoding DNA polymerase α and thymi-
dine kinase (for a review see Bracken et al., 2004). The interaction of Rb-1
with E2F does not affect the ability of E2F to bind to its target sites in the
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In normal cells, p53 is activated by damage to DNA. The cell is then induced to
growth arrest, allowing the damage to be repaired. If the damage cannot be
repaired, p53 activates cell death and the damaged cell dies. In the absence of
p53, the damaged cell continues to proliferate and, if it has mutations in onco-
genes, will form a cancer.



DNA but prevents it stimulating transcription. This is due to Rb-1 bind-
ing to the transcriptional activation domain of E2F and blocking its
activity via a quenching type mechanism (see Section 8.3). In addition,
however, it has been shown that Rb-1 can bind to both histone deacety-
lases (Luo et al., 1998) and histone methylases (Ringrose and Paro, 2001)
and thereby promote histone deacetylation and methylation. As discussed
in Section 6.6, both these modifications promote a more closed chromatin
structure incompatible with transcription.

Hence, Rb-1 can block the action of E2F both by inhibiting its ability
to activate transcription and via promoting a closed chromatin structure
(Fig. 9.34). Hence Rb-1 acts as an anti-oncogene by preventing the tran-
scription of several growth-promoting genes, including oncogenes such as
c-myc, which themselves encode transcription factors.

During the normal cell cycle of dividing cells, the Rb-1 protein becomes
phosphorylated and this prevents its interacting with E2F, allowing the E2F
factor to activate the growth-promoting genes whose protein products are
necessary for cell cycle progression (Fig. 9.35a). Such an effect can also be
achieved by the deletion of the Rb-1 gene or its inactivation by mutation
which prevents the production of a functional Rb-1 protein (Fig. 9.35b).
Similarly, it is also possible for such an absence of functional Rb-1 protein
to arise from transcriptional inactivation of the Rb-1 gene which is other-
wise intact. Thus six out of 77 retinoblastomas were found to have a heavily
methylated Rb-1 gene which would result in a failure of its transcription
(see Section 6.5), even though the gene itself was theoretically capable of
encoding a functional protein. In addition, as with the p53 protein, the
Rb-1 protein can be inactivated by protein–protein interaction with the
oncogene products of DNA viruses. In this case, however, the association
of the viral protein with Rb-1 dissociates the Rb-1–E2F complex, releasing
free E2F which can then activate gene expression (Fig. 9.35c)

Thus, the Rb-1 protein plays a critical role in cellular growth regulation,
modulating the expression of specific oncogenes and acting as a target for
the transforming oncoproteins of specific viruses. Interestingly, Rb-1 has
also been shown to interact with the RNA polymerase I transcription factor
UBF (see Section 3.2) and thereby repress the transcription of the genes
encoding ribosomal RNA. In addition, it can also repress the transcription
of the 5S rRNA and tRNA genes by RNA polymerase III (see Section 3.2)
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by interacting with TFIIIB (for a review see White, 2004). Since transcrip-
tion of the RNAs involved in protein synthesis is evidently necessary for
cellular growth, Rb-1 can act as a global inhibitor of cellular growth by
preventing the transcription of all the genes transcribed by RNA poly-
merases I and III as well as those of specific genes essential for growth by
RNA polymerase II (Fig. 9.36). Interestingly, p53 can also inhibit RNA poly-
merase III transcription by targeting TFIIIB (Crighton et al., 2003),
suggesting that this may represent a common effect of different anti-onco-
genes (for a review see White, 2004).

Rb-1 itself is inhibited by association with the Id2 transcription factor,
a member of the inhibiting class of helix-loop-helix proteins which was
discussed in Chapter 8 (Section 8.2). In tumor cells over-expressing the N-
myc oncogene transcription factor (see Section 9.3), the Id2 gene is
transcriptionally activated by N-myc. The excess Id2 binds to Rb-1 and
inactivates it, allowing the tumor to grow (Lasorella et al., 2000). This
therefore represents another example of oncogenes and anti-oncogenes
interacting antagonistically to regulate cellular growth, with the over-
expression of an oncogene protein resulting in the inactivation of an
anti-oncogene protein.

Together with p53, therefore, Rb-1 plays a key role in restraining cellu-
lar growth. Indeed many parallels exist between these two proteins. Thus,
as well as being regulated by tumor virus proteins, Rb-1, like p53 (see
above), is inhibited by interaction with the MDM2 protein. Moreover,
acetylation of Rb-1 enhances its interaction with MDM2 (Chan et al.,
2001) indicating that both p53 and Rb-1 can be regulated via phospho-
rylation and acetylation.

In addition, there is evidence that the p53 and Rb-1 pathways interact
with one another. Thus, the phosphorylation of Rb-1 which regulates its
activity is carried out by the cyclin-dependent kinases. Hence, the action
of p53 which stimulates the p21 inhibitor of these kinases will reduce their
activity and hence maintain Rb-1 in its non-phosphorylated growth
inhibitory form (Fig. 9.37).

Gene regulation and human disease 341

E2F

No transcription

(a)
(b)
(c)

Normal cell cycle

Deletion or inactivation
of Rb gene

DNA tumor virus

P

O

Transcription +
Rb

Rb

Rb

Rb

–

E2F +

Transcription +

E2F +

Transcription +

E2F +

Figure 9.35

The retinoblastoma protein (Rb) binds to the E2F transcription factor and
represses transcription. This inhibition can be relieved allowing E2F to activate
transcription when: (a) the Rb protein is phosphorylated which occurs during
the normal cell cycle and prevents its interacting with E2F; (b) the gene encod-
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product of a DNA tumor virus oncogene (o) which releases it from E2F.



Other anti-oncogene transcription factors

In addition to p53, Rb-1 and the Wilms’ tumor gene product, which are
well-defined transcription factors, it is probable that other anti-oncogenes
are also transcription factors. Thus, the products of the BRCA-1 and BRCA-
2 genes which are mutated in many cases of breast cancer appear to act
primarily by regulating the rate at which damaged DNA is repaired. They
also contain regions which can act as activation domains (see Section 8.3)
and it has therefore been suggested that they also act as transcriptional
regulators (for a review see Marx, 1997). In agreement with this idea,
BRCA-1 has been shown to interact with the C-terminal domain of RNA
polymerase II and modulate its phosphorylation which is critical for tran-
scriptional elongation (Moisan et al., 2004) (for discussion of the
C-terminal domain of RNA polymerase II and its role in transcriptional
elongation see Sections 3.2 and 4.3).

The vital role of p53, Rb-1 and the other anti-oncogene products, indi-
cates that, although discovered later than the oncogenes, the
anti-oncogenes are likely to play as critical a role in regulating cellular
growth in general and the pattern of gene expression in particular. Hence,
the precise rate of cellular growth is likely to be controlled by the balance
between interacting oncogene and anti-oncogene products with cancer
resulting from a change in this balance by activation or over-expression
of oncogenes or inactivation of anti-oncogenes.
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By binding to the polymerase transcription factor UBF, the polymerase II tran-
scription factor E2F and the polymerase III transcription factor TFIIIB, Rb-1 can
repress transcription of the ribosomal RNA genes by RNA polymerase I, the tran-
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the tRNA and 5S rRNA genes by RNA polymerase III.



9.6 Oncogenes/anti-oncogenes: the relationship of cancer
and normal cellular function

The key role of gene regulation in the control of normal development and
functioning of the adult organism is indicated by the very large number
of diseases which involve the mutation of genes encoding transcription
factors or other proteins involved in gene regulation. However, the disease
which most frequently results from alterations in gene regulation is
cancer. Indeed, the study of the processes whereby increased expression
or mutation of certain cellular genes or the deletion or inactivation of
other genes can cause cancer has greatly increased our knowledge of the
process of transformation, whereby normal cells become cancerous.
Similarly, the recognition that the products of these cellular genes play a
critical role in the growth regulation of normal cells has allowed insights
obtained from studies of their activities in tumor cells to be applied to the
study of normal cellular growth control.

Such a reciprocal exchange of information is well illustrated in the case
of the oncogenes and anti-oncogenes that encode cellular transcription
factors. Thus, the study of the Rb-1 and p53 proteins has greatly enhanced
our knowledge of the processes regulating the transcription of genes
whose protein products enhance or inhibit cellular growth.

Similarly, the isolation of the fos and jun genes in tumorigenic retro-
viruses has aided the study of the effects of growth factors on normal cells,
while the recognition that the v-erbA gene product is a truncated form of
the thyroid hormone receptor has allowed the elucidation of its role in
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transformation via the inhibition of erythroid differentiation. These two
cases also illustrate the two mechanisms by which cellular genes can
become oncogenic – namely mutation or over-expression. Thus, in the
case of the v-erbA gene, mutations have rendered the protein different
from the corresponding c-erbA gene from which it was derived. These alter
the properties of the protein so it cannot bind thyroid hormone, and it
behaves as a dominant repressor of transcription.

Interestingly, in a situation where an oncogene product and an anti-
oncogene product interact, cancer can result from mutations which
enhance the activity of the oncogenic protein or decrease the activity of
the anti-oncogene protein. This is seen in the case of the adenomatous
polyposis coli (APC) anti-oncogene protein (see Table 9.3), which is not a
transcription factor and the β-catenin oncogene protein which plays a key
role in cell–cell adhesion but also acts as a transcription factor (for reviews
see Taipale and Beachy, 2001; Nelson and Nusse, 2004). These two factors
normally interact and this interaction results in the export of β-catenin to
the cytoplasm and its rapid degradation (Rosin-Arbesfeld et al., 2000; Fig.
9.38a). This prevents it from moving to the nucleus and interacting with
the LEF-1 transcription factor which was discussed in Section 7.3, and
stimulating its ability to activate transcription (for reviews see Hunter,
1997; Nusse, 1997). In normal cells, in response to specific signals, β-
catenin is stabilized and can stimulate the ability of LEF-1 to activate
transcription resulting in cellular proliferation (Fig. 9.38b). However, such
stabilization can also be achieved either by the inactivation of APC by
mutation or by mutation of β-catenin itself resulting in its enhanced
stability (Fig. 9.38c).

Hence, normal cellular growth is controlled by interaction of the anti-
oncogene product APC and the oncogene product β-catenin and can be
stimulated by inactivating mutations in the anti-oncogenic partner or acti-
vating mutations in the oncogenic partner. In addition to illustrating
another example of oncogene activation by mutation, β-catenin also illus-
trates a unique dual role, acting both as a factor critical for cell-to-cell
adhesion and as an oncogenic transcription factor capable of regulating
gene activity. Indeed, it is likely that this dual role allows it to transmit
signals from cell adhesion components to the nucleus, resulting in
changes in gene expression in response to extracellular events.

In contrast to the situation with oncogenes encoding proteins which
pre-exist in an inactive form, and can be activated by mutation, onco-
genes whose products are made only in response to a particular growth
signal and whose activity then mediates cellular growth can cause cancer
simply by the normal product being made at an inappropriate time. Thus,
in the case of Fos or Jun, which are synthesized in normal cells in response
to treatment with growth-promoting phorbol esters or growth factors,
their continuous synthesis is sufficient to transform the cell. Interestingly,
it has recently been shown that the c-Jun protein antagonizes the pro-
apoptotic activity of p53 (see Section 9.5), providing a further example of
proto-oncogene/anti-oncogene antagonism (Eferl et al., 2003).

Such cases of high-level expression of a normal oncogene product caus-
ing cancer also occur in a number of cases without any evidence of
retroviral involvement. These examples of alterations in cellular regula-
tory processes producing increased expression of particular genes
obviously provide another aspect to the connection between cancer and
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gene regulation. Thus, information on the origin of the translocations of
the c-myc gene in Burkitt’s lymphoma is obviously important for the study
of cancer etiology. Similarly, the fact that such translocations increase
expression in some cases by removing elements that normally inhibit c-
myc expression, allows the characterization of such negative elements and
their role in regulating c-myc expression in normal cells.

Hence, the study of cellular oncogenes and anti-oncogenes has
contributed greatly to our knowledge both of cancer and of cellular
growth-regulatory processes, and is likely to continue to do so in the
future.

9.7 Gene regulation and therapy of human disease

As the role of aberrant gene regulation in cancer and many other diseases
is better understood, it is becoming clear that such increased understand-
ing could lead to improved therapy for such diseases based on the
manipulation of gene expression.

In some cases, such therapy might involve artificially increasing the
expression of a regulatory protein. Thus, for example, as described in
Section 8.4, activation of the NFκB transcription factor plays a key role in
the immune response and blocking its activity would be of value in treat-
ing human diseases involving damaging inflammation. This could
potentially be achieved by enhancing the levels of the inhibitory IκB
protein either by identifying drugs which can switch on the patient’s own
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Interaction of the oncogene product β-catenin (β–C) and the anti-oncogene
product APC (APC). In normal cells APC and β-catenin are associated in the
cytoplasm and this results in the rapid degradation of β-catenin (panel a). In
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also be achieved in cancer by the inactivation of APC by mutation or the activat-
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susceptible to degradation. In either case the β-catenin moves to the nucleus
and interacts with LEF-1 stimulating its activity (panel c).



IκB gene or by using a gene therapy procedure to deliver exogenous copies
of the IκB gene (for review of gene therapy procedures see French
Anderson, 1998; 2000) (Fig. 9.39a).

Alternatively, a similar therapeutic benefit could be achieved by inhibit-
ing the synthesis of NFκB itself (Fig. 9.39b). One potential method of
doing this would be artificially to synthesize small inhibitory RNAs
directed against NFκB. These would act in the same way as naturally occur-
ring small inhibitory RNAs (see Section 5.7) to block NFκB synthesis (for
reviews of the potential therapeutic applications of small inhibitory RNAs
see Hannon and Rossi, 2004; Rossi, 2004).

Although these potential therapeutic approaches are of interest, they are
not specific to gene regulatory proteins but could be used for any protein
where increased or decreased expression was desired. Moreover, currently
they suffer from the limitation that methods to deliver an exogenous gene
or small inhibitory RNAs safely and efficiently to human patients are still

346 Gene Regulation

Activation

INFLAMMATION

NFκB IκB

NFκB IκB NFκB IκB

P
NFκB

NFκB

IκBNFκB IκB NFκB IκB

IκB

IKK

IKK

α
β

γ

P

P*

(a) (b)

(c) (d)

Figure 9.39

Potential therapeutic strategies for disrupting the activation of NFκB. 
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IκB (see also Fig. 8.55).



being developed. Similarly, considerable effort will be required to identify
drugs which can alter the expression of the endogenous gene encoding,
for example, a transcription factor in a safe, specific and effective manner.

Interestingly however, a number of therapeutic drugs which are
currently taken by many patients act by targeting transcription factors (for
a review see Latchman, 2000). In many cases, these drugs were introduced
on the basis of their efficacy in a particular situation and were only shown
to act via a transcription factor many years later. Thus, for example, sali-
cylate (aspirin), one of the most commonly used drugs, was introduced
many years ago. Much more recently, it was shown that it can inhibit IκB
phosphorylation, thereby promoting the association of IκB with NFκB and
having an anti-inflammatory effect (Pierce et al., 1996) (Fig. 9.39c).

This example suggests that targeting the post-translational modification
of transcription factors which is often essential for their activation (see
Section 8.4) may have therapeutic potential. Indeed, when the mechanism
of action of the commonly used anti-inflammatory drugs cyclosporin and
FK506 (tarcolimus) was characterized, they were found to block the
dephosphorylation of the NF-AT transcription factor which is required for
an effective immune response.

As well as targeting post-translational modification, it is also possible to
target protein–protein interactions which can also play a role in tran-
scription factor activation (see Section 8.4). Thus, it is now relatively easy
to map the region of a specific protein which interacts with another
protein and to confirm this by structural studies. Once this has been
achieved, small peptides can be prepared which mimic the binding region.
These therefore compete for binding and can be used to disrupt the
protein–protein interaction.

Thus, for example, a small peptide has been used to disrupt the
protein–protein interactions in the IκB kinase (IKK) which is a multi-
protein complex required for the phosphorylation of IκB. This peptide
therefore blocked IkB phosphorylation (which is required for NFκB acti-
vation) and produced an anti-inflammatory effect in vivo (Jimi et al., 2004)
(Fig. 9.39d).

Hence, a variety of potential therapeutic methods for inhibiting NFκB
exist with salicylate treatment being used clinically (Fig. 9.39). This poten-
tial modulation of NFκB is of particular importance in view of its key role
in inflammation and more recent indications that it is involved in certain
types of cancer (for reviews see Balkwill and Coussens, 2004; Marx, 2004b;
Perkins, 2004).

Although the identification of peptides which can disrupt protein–
protein interactions is of value, their potential therapeutic application is
limited by the ability to deliver them efficiently to the target cells in the
patient’s body. Ideally, it would be preferable to develop small diffusible
molecules which would be simple to deliver and would disrupt specific
protein–protein interactions. This has been achieved in the case of the
interaction between the anti-oncogene p53 and the MDM2 which
normally promotes degradation of p53 (see Section 9.5). Thus, structural
studies indicated that part of the p53 protein inserts itself into a deep
pocket in the MDM2 molecule. A chemical compound designed to fill this
pocket was able to block p53/MDM2 binding and thereby activated p53
leading to reduced tumor growth both in culture and in the intact animal
(Vassilev et al., 2004; for reviews see Lane and Fischer, 2004; Marx, 2004a)
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(Fig. 9.40) (color plate 13). This type of drug which targets protein–protein
interaction is therefore likely to be of value clinically, paralleling the use
of drugs such as salicylate or cyclosporin/FK506 which target phosphory-
lation.

As well as transcription factor activity being regulated by phosphoryla-
tion or protein–protein interaction, it can also be regulated by ligand
binding (see Section 8.4). This is seen particularly in the members of the
steroid/thyroid hormone family of transcription factors which are acti-
vated by their appropriate ligand. This effect has been exploited
therapeutically in different situations either to stimulate a receptor or
inhibit it. Thus, for example, in breast cancers which are dependent on
estrogen for their growth, therapy can involve the drug tamoxifen. This
competes with estrogen for binding to the estrogen receptor but does not
induce gene activation by the receptor following binding.

Conversely, as discussed above (Section 9.1), the PPARγ member of the
steroid/thyroid hormone receptor family is mutated in a few patients with
diabetes, indicating its normal role in preventing the disease. In the vast
majority of patients, who have a normal PPARγ receptor and whose disease
is due to other causes, the disease can be treated by stimulating the activ-
ity of the receptor. This is achieved by using synthetic drugs, known as
thiazolidinediones, which bind to the receptor and stimulate its activity
(for reviews see Kersten et al., 2000; Rosen and Spiegelman, 2001; Evans
et al., 2004).

Hence, in different therapeutic applications, treatment can be carried
out by either inhibiting the activity of a member of the steroid/thyroid
hormone receptor family of transcription factors (Fig. 9.41a) or artificially
stimulating it (Fig. 9.41b).
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A similar therapeutic approach has also been used in cases of promye-
locytic leukemia involving the oncogenic fusion protein linking the PML
protein with the retinoic acid receptor γ (RARγ) protein, which is a member
of the steroid/thyroid hormone receptor family. As discussed in Section
9.4, this fusion protein acts as a repressor of transcription, unlike the
parental RARγ protein, which stimulates transcription following activation
by retinoic acid.

One means of treating this form of leukemia, therefore, involves the
administration of retinoic acid, to stimulate the gene activation proper-
ties of the retinoic acid receptor portion of the fusion protein and
overcome the transcriptional inhibition normally produced by the fusion
protein (Fig. 9.42a).

Although this treatment is effective in some cases, especially when
combined with chemotherapy, it does not produce a long-term cure in
many cases. This has led to the idea of an alternative therapy based on
the finding that the RAR/PML fusion protein represses gene expression by
recruiting histone deacetylases which produce an inactive chromatin
structure (see Section 9.4). Thus, histone deacetylase inhibitors have been
developed and may ultimately have a clinical role in leukemia caused by
the RAR/PML fusion protein, acting by blocking the gene repression
caused by the fusion protein (Fig. 9.42b).

As noted in Section 9.4, histone deacetylation is involved in gene repres-
sion induced by other oncogenic fusion proteins such as AML-ETO. Hence,
this approach may be applicable in a number of different human
leukemias (for reviews see Lin et al., 2001; Minucci et al., 2001). Indeed,
the involvement of changes in chromatin structure, histone modification
and DNA methylation in a number of human diseases (Section 9.1) indi-
cates that therapies involving the manipulation of chromatin structure by
chemicals which alter histone acetylation or DNA methylation may have
widespread applicability in the treatment of cancer and other human
diseases (for a review see Egger et al., 2004).

Hence, a wide range of actual and potential therapies exist involving
the manipulation of chromatin structure or of transcription factor activa-
tion, whether achieved by ligand binding, post-translational modification
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or protein–protein interaction. These methods are evidently targeted
against a specific gene or genes which are regulated by a particular tran-
scription factor or which show alteration in their chromatin structure in
specific diseases.

However, another potential therapeutic approach exists which takes
advantage of a specific property of transcription factors in order to manip-
ulate the expression of any gene in the genome. Thus, as described in
Section 8.2, the two cysteine–two histidine zinc finger has an α-helical
region which contacts the DNA. It has been shown that the nature of the
amino acids at the N-terminus of this α-helix determines the exact DNA
sequence to which the zinc finger binds. Moreover, it is now possible to
predict the exact DNA sequence which will be bound by a finger with
particular amino acids at the N-terminus of the α-helix.

On the basis of this, zinc fingers can be designed which will bind to a
specific target sequence that is present in a particular gene of interest. If
such a zinc finger is introduced into cells, it will bind specifically to the
target gene and not to all the other genes in the cell which do not contain
its target sequence.

If this designer zinc finger is linked to the inhibitory domain of a tran-
scription factor (see Section 8.3) it will deliver this domain to the target
gene and specifically inhibit its transcription (Fig. 9.43a). Hence, this
method offers an exciting means of specifically switching off a target gene.
It has been used, for example, to inhibit the expression of specific viral
genes and thereby block infection of cultured cells with viruses causing
human disease such as herpes simplex virus or human immunodeficiency
virus (Papworth et al., 2003; Reynolds et al., 2003).

As well as targeting viral gene expression, this method can also be used
to target an individual cellular gene. Thus, Tan et al. (2003) used this
approach to inhibit the expression of the CHK2 gene (which is involved
in cell proliferation and cancer) and used gene chip technology (see
Section 1.3) to show that whilst CHK2 mRNA levels were reduced, the
levels of all other RNAs were unchanged.

Evidently, as well as using this approach to inhibit the expression of a
single gene, it is also possible to activate specifically an individual gene by
linking the designer finger to the activation domain of a transcription
factor (see Section 8.3) (Fig. 9.43b). This approach has been used to acti-
vate the gene encoding the VEGF growth factor in the intact animal in
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Alternative approaches to overcoming the transcription inhibitory effect of the
RAR/PML fusion protein. Panel (a), treatment with retinoic acid stimulates gene
activation by the RAR component. Panel (b), treatment with histone deacetylase
inhibitors blocks the inhibiting effect of histone deacetylases which bind to the
RAR/PML fusion protein. Compare with Fig. 9.27.



vivo. The enhanced levels of VEGF produced were functional and were able
to produce increased blood vessel growth, indicating that this effect could
be of therapeutic value in diseases where patients suffer from poor blood
supply (for a review see Pasqualini et al., 2002).

The effective use of this approach, like gene therapy or small inhibitory
RNAs, requires the development of effective means of delivering the
designer finger or the DNA encoding it to the patient. Nonetheless, it has
considerable therapeutic potential, since unlike the other methods we
have discussed, it can target any gene regardless of its normal method of
regulation. The use of this method, together with the other more specific
methods discussed in this section, thus offers real hope for improved ther-
apy of many human diseases.

9.8 Conclusions

As discussed in this chapter, many human diseases including cancer are
caused by alterations in the processes which regulate gene expression due
to either the loss of a particular factor, its enhanced expression or to the
presence of a mutant form. Often the study of such diseases can throw
light not only on the mechanisms causing the disease itself but also on
the processes regulating gene expression in normal cells which have been
disrupted in the disease.

Ultimately, such an enhanced understanding of the processes normally
regulating gene expression and the way they are altered in disease will lead
to a new generation of therapies for human diseases. Thus, currently,
many thousands of patients take therapeutic drugs such as salicylate,
FK506 or tamoxifen which target transcription factors but all these drugs
were isolated on the basis of their efficacy and their mechanism of action
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It is possible to design zinc fingers (ZF) which will bind specifically to a DNA
sequence (X) in a target gene. Linking this finger to a transcriptional inhibitory
domain can be used to specifically switch off the target gene (panel a), whilst
linkage to a transcriptional activation domain can specifically switch on the
target gene (panel b).



only determined subsequently. The recent identification of small mole-
cules which can block the p53/MDM2 interaction and the production of
designer zinc fingers targeted at particular genes offers hope of a new
generation of therapeutic drugs designed specifically to target particular
aspects of gene regulation.
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Conclusions and future
prospects 10
The extraordinary rate of progress in the study of gene regulation can be
gauged from the fact that by 1980 no transcriptional regulatory protein
or its DNA binding site in a regulated promoter had been defined. The
tremendous advances since that time were evident by the time the first
edition of this book was published. Thus, at that time (1990), a relatively
clear picture of the action of individual factors which regulate gene expres-
sion was available. For example, in the case of gene induction by
glucocorticoid hormone it was known that these agents act by activating
specific receptor proteins (Section 8.2), that such activated receptors bind
to specific DNA sequences upstream of the target gene (Section 7.2),
displacing a nucleosome (Section 6.7) and that a region in the receptor
protein then interacts with a factor bound to the TATA box to activate
transcription (Section 8.3).

Clearly, therefore, the process by which a single agent can activate a
specific transcription factor and thereby modulate gene expression was
reasonably well understood in outline. However, in the period from 1990
to the publication of the second edition of this book in 1995, it became
increasingly clear that the activation of a single transcription factor by a
single agent cannot be assessed in isolation. Rather, the activity of a
specific factor will depend upon its interaction with other transcription
factors as well as with other proteins. Thus, for example, glucocorticoid
hormone activates transcription by promoting the dissociation of the
glucocorticoid receptor from the inhibitory hsp90 protein which other-
wise anchors it in the cytoplasm and prevents it from moving to the
nucleus and activating transcription (see Section 8.4).

A similar example of protein–protein interactions regulating transcrip-
tion factor activity, but in the opposite direction, is observed in the Fos
and Jun proteins which regulate gene expression in response to phorbol
ester treatment (Section 9.4). Thus, as noted in Section 8.2, the Fos protein
cannot bind to DNA on its own but can do so only after forming a
heterodimer with the Jun protein. This heterodimer then binds to DNA
and activates transcription. Hence, in this case, the interaction with
another protein allows Fos to activate transcription whereas in the case of
the glucocorticoid receptor the interaction with hsp90 has the opposite
effect.

Such types of protein–protein interactions regulating transcription
factor activation are not confined to the regulation of gene expression by
short-term inducers but are also involved in the regulation of tissue-
specific gene expression. Thus, as discussed in Section 8.2, the MyoD
transcription factor can bind to the promoters of muscle-specific genes
and activate their expression, thereby causing the differentiation of a



fibroblast cell line into muscle cells. The production of differentiated skele-
tal muscle cells in this situation requires, however, that the cells are
cultured in the absence of growth factors. In the presence of growth factor,
the cells contain high levels of the inhibitory factor Id which heterodimer-
izes with MyoD and prevents it binding to DNA and activating
transcription. The production of the skeletal muscle phenotype therefore
requires not only high levels of the activating MyoD protein but also a
fall in the levels of the inhibitory Id protein which is induced by growth
factor removal.

It is clear, therefore, that in families of transcription factors which are
capable of dimerization by means of specific motifs, such as the leucine
zipper or helix-loop-helix (see Section 8.2), such dimerization with
another member of the family can result in activation (Fos-Jun) or repres-
sion (MyoD-Id).

The Id example also illustrates another theme which has become of
increasing importance in gene regulation, namely the importance of
specific inhibition as opposed to activation of gene expression (see Section
8.3). As well as transcription factors, such as the Id factor, which function
only as inhibitors, cases also exist where the same factor can also function
as a direct activator or repressor depending on the circumstances. This is
seen in the case of the thyroid hormone receptor which, unlike the gluco-
corticoid receptor, binds to its DNA target site even in the absence of
hormone. As discussed in Section 8.3, this factor can directly inhibit
promoter activity in the absence of thyroid hormone, whereas in the pres-
ence of thyroid hormone it undergoes a conformational change which
allows it to activate gene expression.

This case of the thyroid hormone receptor illustrates two of the major
themes to have emerged between the publication of the second edition of
this work and the present day: namely the role of co-repressor/co-activa-
tor molecules and the influence of transcription factors on chromatin
structure. Thus, as discussed in Section 8.3, the inhibitory domain of the
thyroid hormone receptor acts indirectly by recruiting an inhibitory mole-
cule known as the nuclear receptor co-repressor which actually produces
the inhibitory effect. Although this factor may interact directly with the
basal transcriptional complex, it has also been shown itself to recruit
another molecule which has the ability to acetylate histones (see Section
6.6). As such histone acetylation is associated with a tightly packed chro-
matin structure incompatible with transcription (see Section 6.6), the
inhibitory effect of the thyroid hormone receptor appears to be mediated,
at least in part, by the ability of its co-repressor to recruit a molecule which
can organize the chromatin into a non-transcribable form.

As discussed in Section 8.3, the addition of thyroid hormone results in
a conformational change in the thyroid hormone receptor which results
in the release of its co-repressor and allows the receptor to activate tran-
scription. Interestingly, as with transcriptional repression by the receptor,
such activation requires a co-factor and involves alterations in histone
acetylation. Thus, following exposure to thyroid hormone, the thyroid
hormone receptor can bind the CBP co-activator. This factor was origi-
nally identified as a co-activator which binds to the CREB transcription
factor but was subsequently shown to be involved in transcriptional acti-
vation by nuclear receptors such as the glucocorticoid receptor and the
thyroid hormone receptor (see Section 8.3).
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As discussed in Section 8.3, CBP is able to act as a co-activator by inter-
acting with components of the basal transcriptional complex to stimulate
its activity. In addition, however, it also has histone deacetylase activity
(see Section 6.6) indicating that by deacetylating histones it can reverse
the effects of the nuclear receptor/co-repressor complex and convert the
chromatin into a form where transcription can occur. Hence, the addition
of thyroid hormone converts the thyroid hormone receptor from a form
which can bind an inhibitory co-repressor complex with histone acetylase
activity to a form where it can bind a stimulatory co-activator with histone
deacetylase activity.

This example thus indicates the critical importance of co-activators and
co-repressors, as well as providing a critical link between the transcription
factors discussed in Chapter 8 and the chromatin structure changes
discussed in Chapter 6. Indeed, it has become increasingly clear that modi-
fication of histones by transcriptional regulators is a key event in the
modulation of chromatin structure, leading to transcriptional activation
or repression. As discussed in Section 6.6, such histone modifications
include not only acetylation but also methylation, phosphorylation,
ubiquitination and sumoylation with the existence of one modification at
a particular amino acid, influencing positively or negatively the occur-
rence of another modification at another amino acid. This has led to the
idea of a “histone code” in which a particular pattern of modification on
the histones in a particular region of DNA promotes or inhibits the
changes necessary for transcription to occur by affecting the recruitment
of chromatin remodeling complexes and DNA binding transcriptional
activators or repressors.

Interestingly, a number of co-activator/co-repressor molecules appear to
interact respectively with a number of different activating or inhibitory
transcription factors. In the case of the CBP co-activator which is used by
transcription factors activated by different signaling pathways, this has
been shown to result in interactions between these pathways. Thus, both
the glucocorticoid receptor which is activated by steroids and the AP1 (Fos-
Jun) complex which is activated by phorbol esters require the CBP
co-activator in order to mediate this stimulatory effect on gene transcrip-
tion. Because CBP levels in the cell are relatively low, when both pathways
are activated simultaneously, they will compete for the limited amount of
CBP and neither pathway will be able to activate transcription. Hence, the
requirement of both of these pathways for CBP results in a mutual inhi-
bition of gene activation by each of these factors.

This example illustrates how the effect of one signaling pathway can be
affected by the activation of another signaling pathway. Hence, in the
absence of glucocorticoid hormone, the glucocorticoid receptor will be
anchored in the cytoplasm by hsp90 and the Fos–Jun complex will be able
to interact with CBP and activate gene expression in response to growth
factors or phorbol esters. However, when the glucocorticoid receptor is
freed from hsp90 by the presence of glucocorticoid, it can interact with
CBP removing it from Fos–Jun and preventing them activating gene
expression. This is seen in the case of the gene encoding the collagenase
enzyme which is activated by the Fos–Jun complex in response to phor-
bol esters and can produce severe tissue destruction in an inflamed area.
As expected on the basis of the above model, the activation of this gene
by phorbol esters is inhibited by treatment with glucocorticoid hormone,
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accounting for the anti-inflammatory effort of this steroid hormone.
Conversely, the activation of glucocorticoid-responsive genes by hormone
treatment will be inhibited by the presence of high levels of Fos and Jun
induced by growth factor or phorbol ester treatment since they will
compete for the limited amount of available CBP.

These examples indicate, therefore, that the effect of a particular factor
on gene expression will depend on the nature of the other factors present
in the cell and the state of activation of specific signaling pathways.
Moreover, it is clear that our simple picture of the glucocorticoid receptor
acting in isolation has to be modified to consider its inhibition by inter-
action with hsp90, as well as its need to recruit other factors in order to
stimulate transcription such as CBP and, as discussed in Section 6.7, the
SWI-SNF complex which also reorganizes chromatin structure.

Over the last few years it has become clear that the regulation of a single
gene in an intact cell is vastly more complex than could be predicted from
the study of an isolated transcription factor interacting with its binding
site. At first sight it may appear that recent progress in this area has merely
complicated the issue. However, the process of gene regulation must not
only produce all the different types of cells in the body but also ensure
that each cell type is produced in the right place and at the right time
during development.

It is inevitable, therefore, that gene regulation must be a highly complex
process with numerous factors interacting with each other and their
respective DNA binding sites to activate or inhibit the expression of
specific genes in specific cell types. Moreover, such transcriptional control
is significantly supplemented by post-transcriptional control processes
such as RNA splicing or RNA editing which can produce multiple mRNAs
encoding related proteins from a single gene, as well as by the regulation
of RNA stability or RNA translation which can produce a rapid change in
protein levels (see Chapter 5). Indeed, it is becoming increasingly clear
that the processes which control transcriptional initiation and elongation,
interact with post-transcriptional processes such as capping, splicing and
polyadenylation to ensure the final mRNA is produced in an effective and
coordinated manner (Sections 3.3 and 4.3).

Interestingly, the CBP factor which, as discussed above, plays a critical
role in regulating gene activation in response to specific signaling path-
ways also appears to be involved in gene regulation during development.
Thus, as discussed in Section 9.1, mutations in the CBP gene in humans
result in Rubinstein-Taybi syndrome, which is characterized by abnormal
development leading to mental retardation and physical abnormalities.
Interestingly, this disease occurs when only one of the two copies of the
CBP gene is mutated with the other being capable of producing functional
CBP protein and individuals with two mutant CBP genes have never been
identified. This indicates that CBP is likely to be of such importance that
its complete loss by inactivation of both CBP genes is incompatible with
survival. Moreover, as in the signaling processes described above, the
precise level of CBP in a cell is critical for proper development and a single
functional gene evidently cannot produce sufficient CBP for normal devel-
opment to occur.

The central role of CBP in many different signaling pathways and in
development together with the critical role of the basal transcription
factor TBP in transcription by all three RNA polymerases (see Section 3.2)
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has often made gene regulation in the last few years appear to be “The
study of CBP and TBP”. Of course, despite the central role of these factors,
it is far more complex than that. Nonetheless, the progress in under-
standing gene regulation in terms of factor–factor interactions, changes in
chromatin structure, etc., which has taken place in the last few years indi-
cates that an understanding of the ultimate problem of mammalian
development in terms of differential gene expression can ultimately be
achieved. Similarly, our enhanced understanding of the role of aberrant
gene regulation in human cancer and other diseases (see Chapter 9) offers
hope of improved therapies for such diseases based on the artificial manip-
ulation of gene expression in human patients.
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