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Chapter 1 


Nucleic Acid Structure and 
Gene Expression 

KEY CONCEPTS 

The great bulk of eukaryotic genetic information is stored in the DNA found in the nucleus. 
A tiny amount is also stored in mitochondrial and chloroplast DNA. 

DNA molecules are polymers of nucleotide repeat units that consist of one of four types of 
nitrogenous base, plus a sugar, plus a phosphate. 

The backbone of any DNA molecule is a sugar-phosphate polymer, but it is the sequence of 
the bases attached to the sugars that determines the identity and genetic function of any 
DNA sequence. 

• 	 DNA normally occurs as a double helix, comprising two strands that are held together by 
hydrogen bonds between pairs of complementary nitrogenous bases. 

1tansmission of genetic information from cell to cell is normally achieved by copying the 
complementary DNA molecules that are then shared equally between two daughter cells. 

Genes are discrete segments of DNA that are used as a template to synthesize a fun ctional 
complementary RNA molecule. 

Most genes make an RNA that will serve as a template for making a polypeptide. 

Various genes make RNA molecules that do not encode polypeptide. Such noncoding RNA 
often helps regulate the expression of other genes. 

Uke DNA, RNA molecules are polymers of nucleotide repeat units that consist of one of four 
types of nitrogenous base (three of these are the same as in DNA). plus a slightly different 
sugar, plus a phosphate. 

Unlike DNA, RNA molecules are usually single-stranded. 


To become functional, newly synthesized RNA must undergo a series of maturation steps 

such as excising unwanted intervening sequences and chemical modification of certain 
bases. 

Polypeptide synthesis occurs at ribosomes, either in the cytoplasm or inside mitochondria 
and chloroplasts. 

• 	 The sequential information encoded in the RNA is interpreted at the ribosome via a triplet 
genetic code, determining the basic structure of the polypeptide. 

Polypeptides often undergo a variety of chemical modifications. 


Proteins display extraordinary structural and functional diversity. 




2 Chapter 1: Nucleic Acid Structure and Gene Expression 

1.1 DNA, RNA, AND POLYPEPTIDES 
Molecular genetics is primarily concerned with the inter-relationship between 
two nucleic acids, DNA and RNA, and how these are used to synthesize polypep
tides, the basic component of all proteins. RNA may have been the hereditary 
material at a very early stage of evolution, but now, except in certain viruses, it no 
longer serves this role. Genetic information is instead stored in more chemically 
stable DNA molecules that can be copied faithfully and transmitted to daughter 
cells. 

Nucleic acids were originally isolated from the nuclei of white blood celis, but 
are fou nd in all cells and in viruses. In eukaryotes, DNA molecules are found 
mainly in the chromosomes of the nucleus, but each mitochondrion also has a 
small DNA molecule, as do the chloroplasts of plant cells. 

A gene is a part of a DNA molecule that serves as a template for making a 
functionally important RNA molecule. In simple organisms such as bacteria, the 
DNAis packed with genes (typically at least several hundred up to a few thousand 
cUfferent genes). In eukaryotes, the small DNA molecules of the mito chondrion 
or chloroplast contain a few genes (tens up to hundreds) but the nucleus often 
contains thousands of genes, and complex eukaryotes typically have tens of 
thousands. In the latter case, however, much of the DNA consists of repetitive 
sequences whose fun ctions are not easily identified. Some of the repetitive DNA 
sequences support essential chromosomal functions, but there are also many 
defective copies of functional genes. 

There are many different types of RNA molecule but they can be divided into 
two broad classes. In one class, each RNA molecule contains a coding RNA 
sequence that can be decoded to generate a corresponding polypeptide seq uence. 
Because this class of RNA carries genetic information from DNA to the protein 
synthesis machinery, it is described as messenger RNA (mRNA). Messenger RNA 
made in the nucleus needs to be exported to the cytoplasm to make proteins, but 
the messenger RNA synthesized in mitochondria and chloroplasts is used to 
make proteins within these organelles. Most gene expression is ultimately dedi
cated to making polypeptides, so proteins represent the major functional end
point of the information stored in DNA. 

The other RNA class is noncoding RNA. Such molecules do not serve as tem
plates for making polypeptides. Instead they are often involved in assisting the 
expression of other genes, so metimes in a fairly general way and sometimes by 
regulating the expression of a small set of target genes. These regulatory proc
esses may involve catalytic RNA molecules (ribozyrnes). 

Most genetic information flows in the sequence DNA -4 RNA -4 

polypeptide 

Genetic information generally flows in a one-way direction: DNA is decoded to 
make RNA, and then RNA is used to make polypeptides that subsequently form 
proteins. Because of its universality, this flow of genetic information has been 
described as the central dogma of molecular biology. Two processes are essential 
in all cellular organisms: 

transcription, by which DNA is used by an RNA polymerase as a template for 
synthesizing one of man y different types of RNA; 
translation , by wh.ich mRNA is decoded to make polypeptides at ribosomes, 
wh.ich are large RNA-protein complexes found in the cytoplasm, and also in 
mirochondria and chloroplasts. 
Genetic information is encoded in the linear sequence of nucleotides in DNA 

and is decoded in groups of three nucleotides at a time (triplets) to give a linear 
sequence ofmlcleotides in RNA. This is in turn decoded in groups of three nucle
otides (codons) to generate a linear sequence of amino acids in the polypeptide 
product. 

Eukaryotic cells, including mammalian cells, contain nonviral chromosomal 
DNA sequences, such as members of the mammalian LINE- I repetitive DNA 
family, that encode cellular reverse transcriptases, which can produce DNA 
sequences from an RNA template. The central dogma of unidirectional flow of 
genetic information in cells is therefore not strictly valid. 
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Figur. 1.1 Repeat units in nucleic acids.Nucleic acids and polypeptides are linear sequences of simple 
(A) The linear backbone of nucleic acids 

repeat units 	 consists of alte rnating phosphate and sugar 
residues. Attached to each sugar is a base.

Nucleic acids The basic repeat unit (pale peach shading) 
DNA and RNA have very similar structures, Both are large polymers with long consists of a base + sugar + phosphate = a 
linear backbones of alternating residues of a phosphate and a five -carbon sugar. nucleotide. The sugar has fi ve carbon atoms 

Attached to each sugar residue is a nitrogenous base (Figure 1.IA),The sugars in numbered l ~ to 5' . (6) In DNA, the sugar is 

DNA and RNA differ, in either lacking or possessing, respectively, an -OH group deoxyribose. (C) In RNA, the sugar is ribose, 
which differs from deoxyribose in having aaltheir 2' -carbon positions (Figure LIB, C), In deoxyribonucleic acid (DNA), the 
hydroxyl (OH) group attached to carbon 2'.sugar is deOl,-yribose; in ribonucleic acid (RNA), the sugar is ribose, 

Unlike the sugar and phosphate residues, the bases of a nucleic acid molecule 
valY, The sequence of bases identifies the nudeic acid and determines its func
tion, Four types of base are commonly foun d in DNA: adenine (A), cytosine (C), 
guanine (G), and thymine (T), RNA also has four major types of base, Three of 
them (adenine, cytosine, and guanine) also occur in DNA, but in RNA uracil (U) 
repl aces thymine (Figure 1.2A), 
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and U) are fou nd in RNA. A and G are purines; C, T, and 

(e) N	 NH, U are pyrimidines. (6) A nucleoside is a base + sugarIH, 	
J residue; in thi scase, it is adenosine. (C) A nucleotide 

is a nucleoside + a phosphate group that is attached6 7 c,," /	 C " to the 3' or 5' carbon of the sugar.The two examplesN" N-?- " CH-?- C ~ shown here are adenosine 5'-monophosphate (AMP)
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rings mean that the plane of the ring is at an angle of 
900 with respect to the plane of the chemical groups 
that are linked to the 1' 104' carbon atoms w ithin the 
ring. If the plane of the base is represented as lying on 
the surface of the page, the 2' and 3' carbons of the 
sugar could be viewed as projecting upward out of the 
page, and the oxygen atom as projecting downwardC H H C t" 	 C H H Cl 
below its su rfa ce. Phosphate groups are numbered 

H3' I 2' 1 H H3' I 2'1 H sequentially (a.. p,1, etc.), according to their distance 
OH OH OH H from the su gar ring. 
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TABLE 1.1 NOMENCLATURE FOR BASES, NUCLEOSIDES, AND NUCLEOTIDES 

Base Nucleos ide = base - sugar 

Ribose Deoxyribose 

Purine 

Adenine OO.€- "'\Oi.. -~ 

deoxyadenosine 

2 _: g ~ ~nosine 

deoxyguanosine 

Pyrimidine 

Cytosine cytid ine 

deoxycyt idine 

Thymine thymidine 

deoxythymidine 

Uracil urid ine 

deoxyuridine 

Monophosphate 

adenosine monophosphate 
(AMP)' 

deoxyadenosine monophosphate 
(dAMP)b 

guanosine monophosphate 
(GMP)' 

deoxyguanosine monophosphate 
(dGMP) 

cytidine monophosphate (CMP)a 

deoxycytidine monophospha te 
(dCMP) 

thymidine monophosphate 
ITMP)' 

deoxythymidine monophosphate 
(dTMP) 

uridine monophosphate (UMP);! 

deoxyuridine monophosphate 
(dUMP) 

Nucleotide = nucleoside + phosphate(s) 

Diphosphate 

adenosine diphosphate (ADP) 

deoxyadenosine diphosphate 
(dADP) 

guanosine d iphosphate (GOP) 

deoxyguanosine diphosphate 
(dGDP) 

cytidin e diphosphate (CDP) 

deoxycytid lne diphosphate 
(d CDP) 

thymidine diphosphate (TOP) 

deoxythymidine diphosphate 
(dTDP) 

uridine diphosphate (UDP) 

deoxyuridine diphosphate 
(dUDP) 

Triphosphate 

adenosine t riphosphate (ATP) 

deoxyadenosine triphosphate 
(d ATP) 

guanosine triphosphate (GTP) 

deoxyguanosine triphospha te 
(dGTP) 

cytidine triphosphate (CTP) 

deoxycytidine triphosphate 
(dCTP) 

thym idine triphosphate (TIP) 

deoxythymidine triphosphate 
(dTTP) 

uridine triphosphate (UTP) 

deoxyuridine triphosphate 
(dUTP) 

~Nucleosjde monophosphates are alternatiyely na med as fo ll ows: AMP, adenylate; GMP, guanylate; CMP, cytidylate; TMP, thymidylate; UMP, uridylate. 
t>where the sugar is ri bose, the nucleotide is AMP; where the sugar is deoxyribose, the nucleotide is dAMP. This pattern applies throughout the table. 
Note that TMP. TOP, and TTP are not normally found in cells. 

Bases consist of heterocyclic rings of carbon and nitrogen atoms, and can be 
divided into two classes: purines (A and G). which have two interlocked rings. 
and pyrimidines (e, T, and U) , which have a single ring. In nucleic acids. each 
base is attached to carbon l ' (one prime) of the sugar; a sugar with an attached 
base is called a nucleoside (Figure 1.2B). A nucleoside with a phosph ate group 
attached at the 5' or 3' carbon of the sugar is Ole basic repeat unit of a DNA strand 
and is called a nucleotide (Figure 1.2e and Table I. t) . 

Polypeptides 
Proteins are composed of one or more polypeptide molecules that may be modi
fied by the addition of carbohydrate side chains or other chemical groups. Like 
DNA and RNA. polypeptide molecules are polymers that are a linear sequence of 
repeatlng units. The basic repeat unit is called an amino acid. An amino acid has 
a positively charged amino group (-NH2) and a negatively charged carboxylic 
acid (carboxyl) group (-eOOH). These are connected by a central a-carbon atom 
th at also bears an identifying side chain that determines the chemical nature of 
tbe amino acid. POlypeptides are formed by a condensation reaction between the 
amino group of one amino acid and the carboxyl group of the next, to form a 
repeating backbone, where the side chain (called an R-group) can differ from one 
ami no acid to another (figure 1.3). 

l he 20 different common amino acids can be categorized according to their 
edJains: 
bibic amino acids (Figure 1.4A) carry a side chain with a net positive charge 

pb,·siologicai pH; 
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• 	 acidic amino acids (Figure L4B) carry a side chain with a net negative charge 
at physiological pH; 

• 	 uncharged polar amino acids (Figure lAC) are electricaily neutral overall, 
although their side chains carry polar electrical groups with fractional electri
cal charges (denoted as &+ or 8- ); 

nonpolar neutral amino acids (Figure L4D) are hydrophobic (repellingwater) , 
often interacting with one another and with other hydrophobic groups. 
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asparagine glutamine serine threonine tyrosine Cy05teine 
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glycine alanine valine leucine isoleucine proline 
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methionine phenylalanine tryplophan 
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nonpolar 

DNA, RNA, AND POLYPEPTIDES 

FIgure 1.3 The basic repeat structun~ of 

polypeptides. A polypeptide is a polymer 
consisting of amino acid repeat units (pale 

peach shading). Amino acids have the 
general formula H2N-eH(A)-eOOH, where 
A is the side chain, H2N- is the amino group, 

and -(OOH is the carboxyl group. The 
central a carbon carries all three groups, in 

each amino acid. The blue shading illustra tes 
one of the peptide bonds that l ink adjacent 

amino acids. 

Figu'.1 ~4 R groups of the 20 common 
amino acids, grouped according to 

chemical class. Th ere are 11 polar amino 
acids, divided into three classes: (A) basic 

amino acids (pos itively charged); (8) acidic 
amino acids (negatively charged); and 

(el uncharged polar amino acids bearing 

three different types of chemical group. 
Polar chemical groups are highlighted. (0) In 

addition, a fourth class is composed of nine 

nonpolar neutral amino acids. Amino acids 
w ithin each class are chemically very similar. 

Side-chain carbon atoms are numbered 
from [he central a-carbon atom (see the 

lysine side chain). In proline, [he A group's 

side chain connects to the amino acid's -NH2 
group as well as to its central a-carbon atom. 
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TABLE 1.2 WEAK NONCOVAlENT BONDING BONDS AND FORCES-----..:t 
Type of bond 	 Nature of bond 

Hydrogen 	 Hydrogen bonds form when a hydrogen atom interacts with electron-attracting 
atoms, usually oxygen or nitrogen atoms 

Ionic 	 IOnic interac tions occur between charged groups. They can be very strong in 
crystals, but in an aqueous environment the charged groups are shielded by both 
water molecules and ions in solution and so are quite wea k. Nevertheless. they 
can be very important in biological function, as in enzyme-substrate recognition 

Van derWaals 	 Any two atoms in close proximity show a weak attractive bonding interac tion 
forces 	 (van derWaals attract ion) as a resu lt of their fluctuating electrical charges. When 

atoms become extremely close, they repel each other very strongly (van der 
Waals repulsion). Although individual van derWaals attractions are very weak, the 
cumulative effect of many such attractive forces can be important when there is a 
very good tit between the surfaces of two macromolecules 

Hydrophobic 	 Water is a polar molecule. Hydrophobic molecu les or chemical groups in an 
forces 	 aqueous environment tend to cluster. This minimizes their disruptive effects on 

the complex network of hydrogen bonds between water molecules. Hydrophobic 
groups are said to be held together by hydrophobic bond s, although the basis of 
their attraction [s their common repulsion by water molecules 

In general, polar amino acids are hydrophilic, and nonpolar amino acids are 
hydrophobic. Glycine, with its very small side chain, and cysteine (whose -SH 

. group is not as polar as an - OH groupl occupy intermediate positions on the 
hydrophilic-hydrophobic scale. 

As described below, the side chains can be modified by the addition of various 
chemical groups or sugar chains. 

The type of chemical bonding determines stability and function 
The stability of nucleic acid and protein polymers is primarily dependent on 
strong covalent bonds between the atoms of their linear backbones. In addition 
to covalent bonds, weak noncovalent bonds ('l"nble 1.2) are important both 
between and within nucleic acids or protein molecules (Box I. l) . Individ ual non· 
covalent bonds are typically more than 10 times weaker than individual covalent 
bo nds. 

The structure of water is particularly co mplex, with a rapidly fluctuating nel· 
work of noncovalent bonding occurring between water molecules. The predomi· 
nant force in this structure is the hydrogen bond, a weak electros tatic bond 
between fractionally positive hydrogen atoms and fractionally negative atoms 
{oxygen atoms, in the case of water molecules}. 

BOX 1.1 THE IMPORTANCE OF HYDROGEN DON DING IN NUCLEIC ACIDS AND PROTEINS 

Intermolecular hydrogen bonding in nucleic acids 

This is important in permitting the formation of the following double

SHanded nucleic acids: 


Double-stranded DNA The stability of the double helix is 
mai ntained by hydrogen bonding between A-T and C-G base 
p2l1rs. The individual hydrogen bonds are weak, but in eukaryotk 
celts the two strands of a DNA helix are held together by between 
tens ofthousands and hundreds of millions of hydrogen bonds. 
o A-R/'.JA duplexes. Hydrogen bonds form naturally between DNA 
and RNA d uring tran scription, but the base pairi ng is transient 
beouse the RNA migrates away from DNA as it matures. 
DoubJf:-scronded RNA. This occurs stably in the genomes of some 
vJru:ses.1t also arises transiently in cells during gene expression. 
ie r example, during RNA splicing, small nuclear RN A molecules 
bind to complementary sequences in pre-mRNA, and mRNA 

codons bind to tRNA during translation . Many regulatory RNAs, 
such as microRNAs, control the expression of selected target 
genes by base pairing to complementary sequences at the RNA 

level. 

Intramolecular hydrogen bond ing in nucleic acids 
This is particularly prevalent in RNA molecu les. Intramolecular base 
pairing can form hairpins that may be crucially important to the 
st ructure of some RN As such as rRN A and tRN A (see Figure 1.9), and as 
targets for gene regu lation. 

Intramolecular hyd rogen bonding in proteins 
Severa l characteristic elements of protein secondary structure, such 
as a-helices and ~-pleated sheets, arise because of hydrogen bonding 
between side cha ins of different amino acids on the same polypeptide 
chain. 

http:vJru:ses.1t
http:A-R/'.JA


7 NUCLEIC ACID STRUCTURE AND DNA REPLICATION 

Charged molecules are highly soluble in water. Because of the phosphate 
groups in their component nucleotides, both DNA and RNA are negatively 

1
CH basecharged polyanions. Depending on their amino acid composition, proteins may 0 

be electrically neutral, or they may carry a net positive charge (basic protein) or a "1/ ""-., 1 
C H H C1 

net negative charge (acidic protein). All of these molecules can form multiple 41'!: _ V I 
interactions with the water during their solubilization. Even electrically neutral H" I 2'1 H 
proteins are readily soluble, if they contain sufficient charged or neutral polar o H 

1amino acids. In contrast, membrane-bound prote ins with many hydrophobic O = p  O-

amino acids are thermodynamically more stable in a hydrophobic environ 1 
ment. o 

Although individually weak, the numerous noncovalent bonds acting together ~ base 

make large contributions to the stab ili ty of the conformation (structme) of these " I / 0 ""-.,1 
molecules and are important for specifying the shape of a macromolecule. C H H C i'

4' I'c_ t/ 1Covalent bonds are comparatively stable, so a high input of energy is needed to 
H)' I r l H

break them. No ncovalent bonds, however, are constantly being made and broken o H 
at physiological temperatures (see Box 1.1 ). I 

Figure 1.5 A 3', 5' -phosphodiester bond. 
fhe phosphodiester bond (pale peach 1.2 NUCLEIC ACID STRUCTURE AND DNA 
shading) joins the 3' carbon atom of one 

REPLICATION 	 sugar to the 5' carbon atom of the next 
sugar in the sugar- phosphate ba<kbone of a 
nucleic acid. DNA and RNA structure 

DNA and RNA molecules have linear backbones consisting of alternating 
sugar residues and phosphate groups. The sugar residues are linked by 
3', 5'-phosphodiester bonds, in which a phosphate group links the 3' carbon 
atom of one sugar to the 5' carbon atom of the next sugar in the sugar-phosphate 
backbone (FIgure 1.5). 

Although certain viral genomes are composed of single-stranded DNA, cellu
lar DNA forms a double helix: two strands of DNA are held together by hydrogen 
bonds to form a duplex. Hydrogen bonding occurs between the laterally opposed 
complementary base pairs on the two strands of the DNA duplex. Such base 
pairs fo rm according to Watson-Crick rules: A pairs with T, while G pairs with C 
(FIgure 1.6). 

Because of base pairing, the base composition of DNA is not random: the 
amount ofA equals that ofT, and the amount ofG equals that ofe. The base com
position of DNA can therefore be specified by quoting the percentage of GC 
(= percentage of G + percentage of C) in its composition. For example, DNA with 
42% GC has the following base composition: G, 21%; C, 21 %; A, 29%; T, 29%. 

The two strands of a DNA double helix curve around each other to produce a 
minor groove and a major groove in the double helix, where the distance occu
p ied by a single complete turn of the helix (its pitch) is 3.6 nm (FIgure 1.7). DNA 
can adopt different types of helical structure. Under physiological conditions, 
most DNA in bacterial or eukaryotic cells adopts the B form, which is a right
banded helix (i t spirals in a clockwise directio n away from the observe r) and has 
JO base pairs per turn. Rarer forms are A-DNA (right-handed helix with II base 
pairs per turn) and Z-DNA (a left-handed helix with 12 base pairs per turn). 
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Flgur.1 .6 AT and GC base pairs. (A) AT base pairs have two connecting hydrogen bonds (doned red lines); (8) GC base pairs have 

three. Fractional positive charges and frac tiona l negative charges are shown by 8+ and 0- , re spectively. 
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Because the phosphodiester bonds link carbon atoms number 3' and number 
5' of successive sugar residues, the two ends of a linear DNA strand are different. 
The 5' end has a terminal sugar residue in which carbon atom number 5' is not 
linked to another sugar residue. The 3' end has a terminal sugar resid ue whose 3' 
carbon is not involved in phosphodiester bonding, The two strands of a DNA 
duplex are described as being anti-parallel to each other because the 5'-.3' direc
tion of one DNA strand is the opposite to that of its partner, according to Watson
Crick base-pairing rules (Figure 1.8). 

Genetic information is encoded by the linear sequence of bases in the DNA 
strands. The two strands of a DNA duplex have complementary seq uences, so the 
sequence of bases of one DNA strand can therefore readily be inferred from that 
of the other strand. It is usual to describe DNA by writing the sequence of bases 
of one strand only, in the 5'-.3' direction, which is the direction of synthesis of 
new DNA or RNA from a DNA 'template. When describing the sequence of a DNA 
region encompassing two neighboring bases (a dinucleotide) on one DNA strand, 
it is usual to insert a 'p' to denote a connecting phosphodiester bond. So, a CG 
base pair means a C on one DNA strand is hydrogen-bonded to a G on the com
plementary strand, but CpG represents a deoxycytidine covalently linked to a 
neighboring deoxyguanosine on the same DNA strand (see Figure 1.8). 

Unlike DNA, RNA is normally single·stranded except for certain viruses that 
have double·stranded RNA genomes. However, to perform certain cell functions 
two RNA molecules may need to associate transiently to form base pairs, and 
intermolecular hydrogen bonding also permits the formation of transient RNA
DNA duplexes (see Box 1.1). 

In addition, hydrogen bonding can occur between bases within a single
stranded RNA (or DNA) molecule to produce structurally and functionally impor' 
tant stretches of double·stranded sequence. Hairp in structures may be formed 
with s tems that are stabilized by hydrogen bonding between bases (Figure 1.9AJ. 
lntrachain base pairing causes certain RNA molecules to have complex struc
tures (Figure 1.9B). 

In double-stranded RNA, A pairs with U instead ofT. Although G usually pairs 
with C, sometimes G-U base pairs are formed (see the example in Figure 1.9B), 
Although not particularly stable, G-U base pair ing does not significantly distort 
the RNA- RNA helix. 
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Figute 1r1 Features of the DNA double 
hel~. The two DNA strands wind round each 
other, producing a minor groove and a major 
groove In the double helix. The double helix 
has a pitch of 3.6 nm and a radius of 1 nm 
per cum. 

I=lgl.l,.1.6 Anti-parallel nature of the DNA 

double helix. The two anti-parallel DNA 
strands run in opposite directions in linking 

3' to S' carbon atoms in the sugar residues. 
This double-stranded trinucleotide has the 
sequence 5' pCpGpT-OH 3'YS' pApCpG- OH 3', 
where p stands for a phosphate group and 
-OH 3' represents the 3' terminal hydroxyl 
group. Thi s is conventionally abbreviated to 
give the S'~3' sequence of nucleotides on only 
one strand, either as S'-CGT-3' (blue strand) or 
as S'-ACG-3' (purple strand). 
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(AI (B) 	 FIgure 1,9 Base pairing within single
stranded nucleic acids. (A) Hairpin formation5' AGACCAccMri"dd"IiCAGA GCcJiiiilfai' AAGAGCC 3' 	 OH 

I 3' end 
Ahydrogen bond 

formation1 	 1~5, end
G'"C Iacceptor arm 
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A .. ·U 
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Replication is semi-conservative and semi-discontinuous 

For new DNA synthesis (replication) to begin, the two DNA strands of a helix 
need to be unwound by the enzyme helicase. The two unwound DNA strands 
then each serve as a template for DNA polymerase to make complementary DNA 
strands, using the four deoxynudeoside triphosphates (dATp, dCTp, dGTP, and 
dTTP). Two daughter DNA duplexes are formed, each identical to the parent mol
ecule (Pigure 1.101. Each daughter DNA duplex contains one strand from the 
parent molecule and one newly synthesized DNA strand, so the replication proc
ess is semi~conservative. 

DNA replication is initiated at specific points, called origins of replication, 
generatingY-shaped replication forks, where the parental DNA duplex is opened 
up. The an ti-parallel parental DNA strands serve as templates for the synthesis of 
complementary daughter strands that run in opposite directions. 

The overall direction of chain growth is 5'.....>3' for one daughter strand, the 
leading strand, but 3'->5' for the other daughter strand, the lagging strand 
(figure 1.11 ). The reactions catalyzed by DNA polymerase involve the addition of 
a deoxynudeoside monophosphate (dNMP) residue to the free 3' hydroxyl group 
of the growing DNA strand. However, only the leading strand always has a free 3' 
hydroxyl group that allows continuous elongation in the same direction in which 
the replication fork moves. 

The direction of syn thesis of the lagging strand is opposite to that in which the 
replication fork moves. As a result, strand synthesis needs to be accomplished in 
a progressive series of steps, making DNA segments that are typically 100-1000 
nucleotides long (Okazaki fragments). Successively synthesized fragm ents are 
eventually joined covalently by the enzyme DNA ligase to ensure the creation of 
two complete daughter DNA duplexes. Only the leading strand is synthesized 
continuously, so DNA synthesis is therefore semi-discontinuous. 

DNA polymerases sometimes work in DNA repair and 
recombination 

The machinery for DNA replication relies on a variety of proteins (80)[ 1.2) and 
RNA primers, and has been highly conserved during evolution. However, the 
complexity of the process is greater in mammalian cells, in terms of the numbers 
of different DNA polymerases (TobIe 1.3), and of their constituent proteins and 
rubunits. 

Most DNA polymerases in mammalian cells use an individual DNA strand as 
a template for synthesizing a complementary DNA strand and so are DNA
directed DNA polymerases. Unlike RNA polymerases, DNA polymerases nor
mally require the 3'-hydroxyl end of a base-paired primer strand as a substrate. 
TIlerefore, an RNA primer, synthesized by a primase, is needed to provide a free 
3' OH group for the DNA polymerase to start synthesizing DNA. 

by intramolecular hydrogen bonding. 
Hydrogen bonds between the sequences 
highlighted by dark pink shading within this 
single-stranded nucleic acid (shown here 
as RNA) can stabilize folding back to form a 
hairpin with a double-stranded stem. 
{B} Extensive intramolecular base pairing in 
transfer RNA. The tRNAGly shown here as an 

example illustrates the classical cloverleaf 
tRNA structure. There are three hairpins (the 

oarm, anticodon arm, and the T141C arm) plus 
a stretch of base pairing between 5' and 
3' terminal sequences (called the acceptor 
arm because the 3' end is used to attach an 
amino acid). Note that tRNAs always have the 

same number of base pairs in the stems of the 
different arms of thei r cloverleaf structure and 
that the anticodon at the cen ter of the middle 
loop identifies the tRNA according to the 
amino acid it will bear. The minor nucleotides 
depi((ed are: 0, S,6-dihydrouridine; 
'V, pseudourid ine (S-ribosyluracil); m SC. 
5-methylcytidine; m 1A. l-methyladenosine; 
Um, 2' -O-methyluridine. 

3'5' 

parental 

duple)( 


3' 

5' • ~3' S" - 3' 
new ongmal original new 
'-------l I 

daughter daughter 
duplex duplex 

Figure 1.1 0 Semi-conservative DNA 
replication. The parental DNA duplex 
consists of two comp lementary, 
anti-parallel DNA stra nds that unwind to 
serve as templates for the synthesis of 
new complementary DNA strands. Each 
completed daughter DNA duplex contains 
one of the two parental DNA strands plus 
one newly synthesized DNA strand. and is 
structurally identical to the original parental 
DNA duplex. 
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5' 3' 5' 3' 5' 3' 	 Figure 1.11 Semi-discontinuous DNA 
replication. The enzyme helicase opens up 
a replication fork, where synthesis of new 
daughter DNA strands can begin . The overall 
direction of movement o f the replication 
fork matches that of the continuous 5'---+3' 
synthesis of the leading daughter DNA 
strand. Replication is semi-discontinuous 

) 
DNA synthesis DNA synthesis 

) be<ause the lagging strand, which is 
synthesized in the opposite direction, is built 
up in pieces (Okazaki fragments, shown here 

helicase at as fragments A, B, and e), that wililarer be 
replication fork stitched together by a DNA ligase. 

3'~ ~3' 5' 3'5' 3' 5' 3' 5' 3'5' 

leading laggIng 

strand strand 


There are close to 20 different types of DNA polymerase in mammalian cells, 
Most use DNA as a template to synthesize DNA and they have been grouped into 
four familieS-A, B, X, and V-on the basis of sequence comparisons (see Table 
L3). 

Members offamily B are classical (high-fidelity) DNA polymerases and include 
the enzymes devoted to replicating nuclear DNA, They mostly have an associated 
3'-5' exonucle ase activity that is important in proofreading: if the wrong base is 
inserted at the 3' OH group of the growing DNA chain the 3' -5' exonuclease snips 
it out, This results in high-fid elity replication, because base misincorporation 
errors are extremely infrequent DNA polymerase a is a complex of a polymerase 
and a primase and is devoted to initiating DNA synthesis and initiating Okazaki 
fragments, DNA polymerases 0 and £ carry out most ofthe DNA synthesis and are 
strand-specific (see Table 1.3), 

Many DNA polymerases work in DNA repair or recombination, They include 
classical high-fidelity DNA polymerases that are also involved in repl ication 
(DNA polymerases 0 and E) and others that are dedicated to DNA repair or recom
bination, Some of the latter are high-fid elity polymerases but many of them are 
comparatively prone to base misincorporation, notably members offamily X and 
especially family Y members, For example, DNA polymerase t (iota) can have an 
error rate 20,000 or more times that of DNA polymerase E, 

The high error rate in so me DNA polymerases is tolerated because they work 
in DNA repair processes and so are used to synthesize only small stretches of 
DNA, In other cases, high error rates are advantageous, For example, low-fidelity 

BOX 1.2 MAJOR ClASSES OF PROTEINS INVOLVED IN DNA REPLICATION 

Topoisomerases- start th e process of DNA unwinding by DNA polym erases-for synthesizing new DNA strands. New 

breaking a single DNA strand, releaSing the tension holding the cellular DNA synthesis normally depends on an existing DNA 

helix in its coiled and supercoiled form. strand template that is read by a DNA--directed DNA polymerase. 

Helicases-unwind the double helix at the replication fork, once This complex aggregate of protein subunits often also provides 

supercoiting has been eliminated by a topoisomerase. DNA proofreading and DNA repair function s (see Table 1.3). This 

Single-stranded binding proteins-maintain the stability o f means that any wrongly incorporated bases can be identified, 
the replication fork. Single-stranded DNA is very vu lnerable removed, and repaired. DNA can also be synthesized from an 
to enzymatic attack; the bound proteins protect it from being RNA template, using an RNA-directed DNA polymerase (a reverse 
degraded . transcriptase). The ends of linear chromosomes are copied using a 
Primases-enzymes that attach a small complementary RNA reversetranscriptase (telomerase). 
sequence (a primer) to single-stranded DNA at the replication DNA ligases-needed to seal nicks that remain in newly 
fork. The RNA primer provides the 3' OH needed by DNA synthesized DNA after the RNA primers have been removed and 
polymerase to begin synthesis (unlike RNA polymerases, DNA the small gaps filled by DNA polymerase. The DNA ligases catalyze 
polyrnerases cannot initiate new strand synthesis from a bare the formation of a phosphodiester bond between unattached but 
single-stranded template but require an initiating molecule w ith a adjacent 3' hydroxyl and 5' phosphate groups. 
free 3' OH group o nto which deoxynucleoside triphosphates can 
be attached to build a complementary strand). 
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TABLE 1.3 MAMMALIAN DNA POLYMERASES 

DNA·DIRECTED DNA POLYMERASES 

Polymerase Family Standard DNA replication Additional or alternative roles in DNA repair, recombination, etc. 

a (alpha) B initiates synthesis at replication origins and 
initiates synthesis of Okazaki fragme nts on 
lagging strand 

P(beta) X base excision repairb 

'((gamma) A mitochondria l DNA synthesis mitochondrial DNA repaIr 

I) (delta) B main polymerase that synthesizes lagging multiple roles in DNA repai r 
strand 

E (epsilon) B synthesizes leadi ng strand multiple roles in DNA repair 

S(zeta) B translesion synthesise 

1) (eta) Y translesion synthesis' 

e(theta) A possible role in interstrand crosslink repair<!; base excision repairb; 
translesion synthesisC.; somatic hypermutatlon9 

l (iota) Y translesion synthesise; poss ible roles in base excision repairb and 
mismatch repaire 

)( (kappa) Y tranSlesion synthesise; nucleotide excision repairf 

A (lambda) X 
double-strand break repair; VO) recombination9; base excision repairb 

~ (mu) X 

v{nu) A possible role in interstrand crosslink repai,c 

Rev' Y trans lesion synthesise 

TdP X VOJ recombination9 

RNA-DIRECTED DNA POLYMERASES (REVERSETRANSCRIPTASES) 

Interspersed repeat reverse t ra nscriptases (LINE· 1 or occasionally converts mRNA and other RNA into eDNA, wh ich can integrate elsewhere 
endogenous retrovirus elements) into the genome 

Telomerase reverse transcriptase (Tert) replicates DNA at the ends of linear chromosomes 

.rrerminal deoxynucleotide transferase. bBa se excision repair identifies and removes inappropria te bases or inappropriately modi fied bases. 
'Translesion synthesis involves the repl ication of DNA past damaged DN A (lesions) on the template strand. dlnterstrand crosslink repair is the repair 
of high ly cytotoxic lesions w here covalent DNA bonds have been formed between the DNA strands. eMismatch repair is a form of DNA repair that 
corrects mistakes arising when noncomplementary nucleotides form a base pair. f Nucleotide excision repair is used to fix helix·distorting lesions. 
950matic hypermutation and VDJ recombination are mechanisms used in B cells to d iversify immunoglobulin sequences. 

DNA polymerases can continue to synthesize new DNA strands opposite a lesion 
in the template DNA (translesion synthesis) and they can contribute to the 

uence diversity of immunoglobulins (e.g. by introducing many base changes 
in coding sequences) and so assist in the recognition of numerous foreign anti
gens by the immune system. 

any viruses have RNA genomes 
DX.". is the hereditary material in all present-day cells and we generally think of 
the genome as the collective term for the different hereditary DNA molecules of 
an organism or cell. However, many viruses have an RNA genome. These RNA 
molecules can undergo self-replication, although the 2' OH group on their ribose 
residues makes the sugar-phosphate bonds rath er unstable chemically. By con
nas!. in DNA, the dem;yribose residues carry only hydrogen atoms at the 2' posi
-iDn. making DNA a more stable carrier of genetic information. 
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TABLE 1.4 DIFFERENT CLASSES OF GENOME 

DNAGENOMES 

Single~stranded (ss)DNA 

Double~stranded (ds)DNA 

RNAGENOMES 

Single~stranded (ss)RNA 

Double~stranded {ds)RNA 

Single linear 

some viruses 

some viruses; a 
very few bacteria, 
e.g. Borrelia 

some viruses 

a few viruses 

Multiple linear 

segmented ssDNA 
viruses 

segmented dsDNA 
viruses; eukaryotic 
nuclei 

segmented ssRNA 
viruses 

segmented dsRNA 
viruses 

Single circular 

some viruses 

mitochondria; 
chloroplasts; many 
bacteria and Archaea 

a very few viruses 

MUltiple circular 

multipartite viruses; 
some bacteria 

Mixed (linear + 
circular) 

a very few bacteria, 
e.g. Agrobacterium 
tumefaciens 

See Figure 1.12 for examples of viral genomes and for explanations of segmented and multipartite viruses. 

Viruses have developed many different strategies to infect and subvert cells, 
and their genomes show extraordinary diversity when compared with cellular 
genomes [fable 1.4 and Figure 1.121. Because RNA replication has a much higher 
error rate than DNA replication, viral RNA genomes have a higher mutational 
load than DNA genomes. Although viral RNA genomes are generally quite small, 
the elevated mutation rate permits more rapid adaptation to changing environ· 
mental conditions. RNA viruses usually replicate in the cytoplasm; DNA viruses 
generally replicate in the nucleus. 

Retroviruses are unusual RNA viruses both because they replicate in the 
nucleus and also because their RNA replicates via a DNA intermediate. The 
single-stranded RNA genome is converted into a single-stranded cDNA using a 
viral reverse transcriptase. The single-stranded viral cDNA is then converted into 
double-stranded DNA, by using a DNA polymerase from the host cell. Other viral 
proteins then help insert this double-stranded DNA into the host cell's chromo
somal DNA. It can remain there for long periods or be used to synthesize new 
viral RNA genomes that are packaged as new virus particles. 

'.3 RNA TRANSCRIPTION AND GENE EXPRESSION 
As well as having global roles in storing and transmitting genetic information and 
supporting chromosom e function, DNA can have cell-specific functions because 
it contains sequences that can be used to make RNA and polypeptides in ways 
that differ from cell to cell. Genes are discrete DNA segments that are spaced at 
irregular intervals along the DNA sequence and serve as templates for making 
complementary RNA sequences (transcription). The initial primary RNA tran
script must then undergo a series of matu ration steps that ultimately result in a 
mature, functional noncoding RNA or a messenger RNA that will in turn serve as 
a template to make a polypeptide. Some of the gene products are needed by 
essentially all cells for a variety of vital cell processes (such as DNA replication or 
protein synthesis). However, other RNA and protein products are made in some 
cell types but not others and may even be specific for individual cells in 
some exceptional cases, as in individual B and T lymphocytes. 

The DNA compositions of the different cell types in a multicellular organism 
are essentially identical. The variation between cells happens because of differ
ences in gene expression, primarily at the level of transcription: different genes 
are transcribed in different cells according to the needs of the cells. Some genes, 
known as housekeeping genes, need to be expressed in essentially all ceUs, but 
other genes show tissue-specific gene expression Or they may be expressed at 
specific times (e.g. at specific stages of development or of the cell cycle). 
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IA) 

DNA RNA 

single-stranded 

linear circular linear circular 

~® ~® 
parvoviruses but no DNA Intermediate 

e.g. hepatitis A o o 
e.g. M13, fd, fl e.g. hepatitis 
~0 delta virus 

e.g. rhabdoviruses 

~® 
replicate via DNA intermediate 

e.g. retroviruses 

double-stranded 

linear circular linear circular 

I I I I !I II ! ! i , iii i iii! Ii "liiiiip jj iiiiii 

herpes virus,). reoviruseso, illil"!!", " i! ~ 
papovaviruses 


adenovirus (has covalently baculoviruses 

linked terminal protein . 


C,,, !iiiii iii!! ' !!!:) 
poxvlruses 

(have dosed ends) 

IB) 

DNA RNA 

~j influenza virus gemini virus 
(segmented negative(bipartite; two - - Slrand RNA)circular double -. 

stranded DNA 

mo lecules in 

a double capsid) 


Normally, only one of the two DNA strands in a duplex serves as a template for 
RNA synthesis. During transcription, double-stranded DNA is bound by RNA 
polymerase. The DNA is then unwound, enabling the DNA strand that will act as 
il template for RNA synthesis (the template strand) to form a transient double
stranded RNA-DNA hybrid with the growing RNA strand. 

The RNA transcript is complementary to the template strand of the DNA and 
has the same 5'->3' direction and base sequence (except that U replaces T) as the 
opposite, nontemplate DNA strand. The nontemplate strand is often called the 
sense strand, and the template strand is often called the antisense strand (Figure 
J.l3). 

In documenting gene sequences, it is customary to show only the DNA 
sequence of the sense strand. The orientation of sequences relative to a gene no[
mally refers to the sense strand. For example, the 5' end of a gene refers to 

5' r r + 3· j ,- ,. 3· 
5· 

5' ppp -: ~ 1 ~ ! ! i i ! ! : : t : OH 3' 
template (antisense) st rand 

RNA 

Figure 1.12 The €J:traordinary variety 
of viral genomes. (Al Strandedness and 
topology. In single-stranded viral genomes, 
the RNA used to make protein products 
may have the same sense as the genome, 
which is therefore a positive-wand genome 
(+), or be the opposite sense (antiSense) 
of the genome, a negative-strand genome 
H. Some single-stranded (+) RNA viru ses 
(e.g. retroviruses) go through a DNA 
intermediate. and some double-stranded 

DNA viruses (e.g. hepatitis B) go through 

a replicative RNA form. (S) Segmented 

and multipartite genomes. Segmenred 
genomes are ones in which the genome is 

divided into multiple d ifferent nucleic acid 

molecules, each specifying a messenger RNA 
devoted to making a single po lypep tide. 

For example, the genome of an influenza 
virus is partitioned into eight different 
negative single-strand RNA molecules. In 

some segmented genomes, each of the 
different molecules is packaged in a separate 

virus particle (capsid). Such genomes 
are described as muftiparrite genomes, as 

illustra ted here by the bipartite genome of 

the gemini virus. 

Figure ...13 Transcribed RNA is 
complementary to one strand of DNA. 

The nucleotide sequence of transcribed 

RNA is normally identical to that of the 
sense strand, except that U replaces T, and 

is complementary to that of the template 
strand. The nucleotide at the extreme 

S' end of a primary ANA transcript carries a 
S' triphosphate group that may later 

undergo modification; the 3' end has a free 

hydroxyl group. 
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sequences at the 5' end of the sense strand, and upstream or downstream 
sequences flank the gene at its 5' or 3' ends, respectively, with reference to the 
sense strand. For transcription to proceed efficiently, various proteins (transcrip
tion factors) must bind to particular DNA sequence elements (collectively called 
a promoter) that are often located close to and upstream of a gene. The bound 
transcription factors serve to position and guide the RNA polymerase. 

RNA polymerases synthesize RNA from four nucleotide precursors: ATp, CTp, 
GTp, and UTP. Elongation involves the addition of the appropriate ribonucleoside 
monophosphate residue (AMP, CMP, GMP, or UMP) to the free 3' hydroxyl group 
at the 3' end of the growing RNA strand. These nucleotides are derived by split
ting a pyrophosphate residue (PP;) from their appropriate ribonucleoside tri
phosphate (rNTPJ precursors. Only the initiator nucleotide at the extreme 5' end 
of a primary transcript carries a 5' triphosphate group. 

Most genes are expressed to make polypeptides 
Most eukaryotic genes are expressed to produce polypeptides using RNA 
polymerase II, one of three RNApolymerases (Table 1.5). All three RNA polymer
ases cannot initiate transcription by themselves: they require regulatory factors. 
A crucial regulatory element is the promoter, a collection of closely spaced short 
DNA sequence elements in the immediate vicinity of a gene. Promoters are rec
ognized and bound by transcription fact ors that then guide and activate the 
polymerase. Transcription fact ors are said to be trans-acting, because they are 
produced by remote genes and need to migrate to their sites of action. In con
trast/ promoter sequences are cis-acting because they are located on the same 
DNA molecule as the genes they regulate. 

Promoters recognized by RNA polymerase II often include the following 
elements: 
• 	 The TATA box. Often TATAAA, or a variant sequence, this element is usually 

found about 25 base pairs (bpJ upstream fro m the transcriptional start site 
(designated by -25; Figlll"e 1.14A). It usually occurs in genes that are actively 
transcribed by RNA polymerase 11 only at a particular stage in the cell cycle 
(e.g. histone genes) or in specific cell types (e.g. the ~-globin gene). A muta
tion in the TATA box does not prevent the initiation of transcription but causes 
transcription to begin at an incorrect location. 
The GC box. Usually a variant of the sequence GGGCGG, the GC box occurs in 
a variety of genes, many of which lack a TATA box. This is the case for the 
'housekeeping' genes that perform the same function in all cells (such as 
those encoding DNA and RNA polymerases, histones, or ribosomal proteins). 
Although the GC box sequence is sequentially asymmetrical, it seems to func
tion in either orientation (Figure 1.14B). 

The CAAT box. Often located at position -80 it is usually the strongest deter
minant of promoter efficiency. Like the GC box, it functions in either 
orientation. 

TABLE 1.5 THE THREE CLASSES OF EUKARYOTlC RNA POLYMERASE 

RNA polymerase RNA synthesized Notes 

285 rRNAa, 185 rRNA"', 5.85 rRNN localized in the nucleolus; RNA polymerase I produces a single primary 
transcript (455 rRNA) that is cleaved to give the three rRNA classes listed here 

II mRNAh, miRNA', most snRN Asdand snoRNAse RNA polymerase II tra nscripts are unique in being subject to capping and 
polyade nyl ation 

III 5$ rRNN, tRNAf, U6 snRNA9, 7SL RNAh, various 
other small noncoding RNAs 

the promoter for some ge nes transcribed by RNA polymerase III (e.g. 5S rRNA, 
tRNA, 7SL RNA) IS interna l to the gene; for others, it is located upstream of the 
gene (see Figure 1.15) 

3Ribosomal RNA. bMessenger RNA. cMicroRNA. dSmall nuclear RNAs. eSmall nucleolar RN As. frransfer RNA. 9U6 snRNA is a component or the 
spliceosome, an RNA-protein complex that removes unwanted noncoding sequences from newly formed RNA transcripts. h7SL RNA forms part of the 
signal recognition particle, which has an importan t role in the transport of newly synthesized proteins. 
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(A) FI9ure 1.14 Promoters for two 
- 100 - 90 -80 - 70 - 60 - 50 - 40 -30 - 20 -10 +1 

tIlL 

(B) 

- 1000 -900 -800 - 700 -600 - 500 -400 -300 - 200 -100 +1 
~ ,~ "}) . > )~J.<" < ») 

For a gene to be transcribed byRNApolymerase II the DNA must first be bound 
by general transcription factors, to form a preinitiation complex. General tran
scription factors required by RNA polymerase 1I includeTFlLA, TFIIB, TFIID, TFIIE, 
TFIII; and TFlIH. These transcription factors may themselves comprise several 
components. For example, TFIID consists of the TATA-box-binding protein (TBP; 
also found in association with RNA polymerases I and III) plus various TBP
associated factors (TAF proteins). The complex that is required to initiate trans
cription by an RNA polymerase is known as the basal transcription apparatus 
and consists of the polymerase plus aJJ of its associated general transcription 
factors. 

In addition to the general transcription factors required by RNA polymerase 
II, specific recognition elements are recognized by tissue-restricted transcription 
factors. For example, an enhancer is a cluster of cis-acting short sequence ele
ments that can enhance the transcriptional activity of a specific eukaryotic gene. 
Unlike a promoter, which has a relatively constant position with regard to the 
transcriptional initiation site, enhancers are located at variable (often consider
able) distances from their transcriptional start sites. Furthermore, their function 
is independent of their orientation. Enhancers do, however, also bind gene regu
latory proteins. The DNA between the promoter and enhancer sites loops out, 
which brings the two different DNA sequences together and allows the proteins 
bound to the enhancer to interact with the u'anscription factors bound to the 
promoter, or with the RNA polymerase. 

A silencer has similar properties to an enhancer but it inhibits, rather than 
stimulates, the transcriptional activity of a specific gene. 

Different sets of RNA genes are transcribed by the three 
eukaryotic RNA polymerases 

Genes that encode polypeptides are always transcribed by RNA polymerase II. 
However, RNA genes (genes that make noncoding RNA) may be transcribed by 
polymerases I, II, or III, depending on the type of RNA (see Table 1.5). RNA 
polymerase I is unusual because it is dedicated to transcribing RNA from a single 
transcription unit, generating a large transcript that is then processed to yield 
three types of ribosomal RNA (see below). 

RNA polymerase II synthesizes various types of small noncoding RNA in addi
tion to mRNA. They include many types of small nuclear RNA (snRNA) and of 
small nucleolar RNA (snoRNA) that are involved in different RNA processing 
events. In addition, it synthesizes many microRNAs (miRNAs) that can show 
tissue-specific expression and typically regulate the expression of distinctive sets 
of target genes. 

RNA polymerase III transcribes a variety of small noncoding RNAs that are 
typically expressed in almost all cells, including the different u'ansfer RNA spe
cies, 5S ribosomal RNA (rRNA), and some snRNAs. The genes for transfer RNAs 
(tRNAs) and 5S rRNA are unusual in that the promoters lie within, rather than 
upstream of, the u'anscribed sequence (FIgure 1.15). 

Internal promoters are possible because the job of a promoter is simply to 
attract transcription factors that will guide the RNA polymerase to the correct 
transcriptional start site. By the time the polymerase is in place and ready to initi
ate transcription, any transcription factors previously bound to downstream 
promoter elements will have been removed from the template strand. As an 
example, transcription of a tRNA gene begins with the following sequence: 

TFIlIC (transcription factor for polymerase mC) binds to the A and B boxes of 
the internal promoter of a tRNA gene (see Figure 1.15). 

eukaryotic genes encoding polypeptides. 
Polypeptide-encoding genes are transcribed 
by ANA polymerase 11. The promoters are 
defined by short sequence elements located 
in regions just upstream of the transcription 
sta rt site (+ 1). (A) The (}globin gene 
promoter includes a TATA box (orange), a 
CAAT box (purple), and a GC box (blue). 
(B) The glucocorticoid receptor gene is 
unusual in possessing 13 upstream GC 
boxes: lOin the normal orientation, and 
3 in the reverse orientation (a/(emative 

orientations for GC box elements ate 
indicated by chevron directions). 
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(AI c::::' 
IRNA gene 

A 8 
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5S rRNA gene 
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U6 snRNA gene • II ••DSE PSE TATA 

Bound TFIlIC guides the binding of another transcription factor, TFIllB, to a 
position upstream of the transcriptional start site; TFllIC is no longer required 
and any bound TFJIlC is removed from the internal promoter. 
TFIJIB guides RNA polymerase III to bind to th e transcriptional start site. 

1.4 RNA PROCESSING 
The RNA transcript of most eukaryotic genes undergoes a series of processing 
reactions to make a mature mRNA or noncoding RNA. 

RNA splicing removes unwanted sequences from the primary 
transcript 

For most vertebrate genes-almost all protein-coding genes and some RNA 
genes-only a smali portion of the gene sequence is eventually decoded to give 
the final product. In these cases the genetic instructions for making an mRNA or 
mature noncoding RNA occur in ""on segments that are separated by interven
ing intron sequences that do not contribute genetic information to the final 
product. 

Transcription of a gene initially produces a primary transcript RNA that is 
complementary to the entire length ofthe gene, including both exons andintrons. 
This primary transcript then undergoes RNA splicing, which is a series of reac
tions whereby the intronic RNA segments are removed and discarded while the 
remaining exonic RNA segments are joined end-to-end, to give a shorter RNA 
product (Pigure 1.16). 

RNA splicing requires recognition ofthe nucleotide sequences at the bounda
ries of transcribed exons and introns (splice junctions). The dinucleotides at the 
ends of introns are highly conserved: the vast majority of introns start with a GT 
(becoming GU in intronic RNA) and end with anAG (the GT-AG rule). 

(A) transcription unit 

I 


exon 1 intron 1 exon 2 intron 2 exon 3 
91-- - - - - - - - - a9 gl --- -ag 

1 .",0",;P.;00 of geo. 

IB) , 	 ,E2 ,El" gu ----- - ag 91J -- ,g 

~ cleave p,;ma<y RNA"'O''';PIa' , 
and discard intronic sequences 1 and 2 

(C) 

" 	 E> El 

1
,pliciog of e'oo;c ',""'0'" " 2, 
and 3 to pfOduce matu re RNA 

Agur.'.l S Promoter elements in three 
genes transcribed by RNA polymerase III. 
(A) tRNA genes have an internal promoter 
conSisting of an A box (located within the 
o arm of the tRNA; see Figure 1.96) and a 
8 box that is usually found in the T\jrC arm. 
(8) The promoter of the Xenopus 5S rRNA 
gene has three components: an A box (+50 
to +60), an intermediate element (IE; +67 
to +72), and the C box (+80 to +90). (C) The 
human U6 snRNA gene hasan external 
promoter con sisting of three components. 
A distal sequence element (OSE; - 240 to 
-215) enhances transcription and works 
alongside a core promoter composed of a 
proximal sequence element (PSE; - 65 to -48) 
and a TATA box (-32 to - 25). Arrowsmark the 
+1 position. 

Flgure1.16 The process of RNA .splicing. 
(A) In thisexample, the gene contains three 
exons and twO introns. (S) The primary RNA 
transcript is a continuousRNA copy of the 
gene and contains sequences transcribed 
from exons (El, E2, and E3) and introns. 
(C) The primary transcript is cleaved at 
regions corresponding to exon- intrOn 
boundaries (splice junc tions). The RNA 
copiesof the introns are snipped out and 
discarded. (O) The RNA copies of the exons 
are retained and then fused together 

E2 El(0) 	 E' (spliced) in the same linear order as in the 
genomic DNA sequence. 

http:Flgure1.16
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Although the conserved GT and AG dinucleotides are crucial for splicing, they 
are not sufficient to mark the limits of an intron. The nucleotide sequences that 
are immediately adjacent to them are also quite highly conserved, constiruting 
splice junction consensus sequences (Hgure 1.17). A third conserved intronic 
sequence th at is also important in splicing is known as the branch site and is typi
cally located no more than 40 nucleotides upstream of the intron's 5' terminal AG 
(see Figure 1.17). Other exonic and intronic sequences can promote splicing 
(splice enhancer sequences) or inhibit it (splice silencer sequences), and muta
tions in these sequences can cause disease. 

The essential steps in splicing are as follows: 
• 	 Nucleophilic attack ofthe intron's 5' terminal G nucleotide by the invariant A 

of the branch site consensus sequence, to form a lariat-shaped strucrure. 
Cleavage of the exonlintron junction at the splice donor si teo 

Nucleophilic attack by the 3' end of the upstream exon of the splice accep tor 

site, leading to cleavage and release of the intronic RNA in the form of a lariat, 

aud the splicing together of the two exonic RNA segments (Figure 1.18). 

For genes reSiding in eukaryotic nuclei, RNA splicing is mediated by a large 

RNA-protein complex, called the spliceosome. Spliceosomes have fi ve types of 
snRNA (small nuclear RNA) and more than 50 proteins. The snRNA molecules 
associate with proteins to form smal l nuclear ribonucleoprotein (snRNp, or 
snurp) particles. The specificity of the splicing reaction is established by 
RNA-RNA base pairing between the RNA transcript to be spliced and snRNA 
molecules within the spliceosome. There are two types of spliceoso me: 

The major (GU-AG) spliceosome processes transcripts corresponding to clas
sical GT-AG introns. It contains five types of snRNA. Ul and U2 snRNAs recog
nize and bind the splice donor and branch sites, respectively. U4, U5, and U6 
snRNAs subsequently bind to cause looping out of the intronic RNA (Plgure 
1.19) . 
The minor (AU-AC) spliceosome processes transcripts corresponding to rare 
AU-AC introns. It also has five snRNAs but uses U11 and U12 snRNA instead 
of Ul and U2 and has variants ofU4 and U6 snRNA. 
Once a splice donor site is recognized by the spliceosome, it scans the RNA 

sequence until it meets the next splice acceptor site (signaled as a target by the 
upstream presence of the branch site consensus sequence). 

Specialized nucleotides are added to the ends of most RNA 
polymerase II transcripts 

1n addition to RNA splicing, the ends of RNA polymerase II transcripts undergo 
m odifications: the 5' end is capped by adding a variant guanine by using an 
unusual phosphodiester bond, and a long sequence of adenines is added to the 
3' end. As well as protecting the ends from cellular exonucleases, these rnodifica 
,jons may assist the correct functioning of the RNA transcripts. 

Flgut e 1.18 The mechanism of RNA splicing, (A) The unprocessed primary 
RNA transcript w ith intronlc RNA separating sequences El and E2 that 
correspond to exons in DN A. The splicing mechanism involves a nucleophilic 
attack on the G of the 5' GU dinucleotide. Thi s is carried out by the 2' OH group 
on the conserved A of the branch site and re sults in the formation of a lariat 
structure (6), and cleavage of the splice donor site. The 3' OH at the 3' end of the 
El sequence performs a nucleophilic attack on the splice acceptor site, causing 
release of the intronic RNA (as a lariat-shaped structure) and (C) fusion (splicing) 
ofEl and E2. 

Figure 1.17 Three consensus DNA 
sequences in introns of complex 
eukaryotes. Most introns in eukaryotic 
genes con tai n conserved sequences that 
correspond to three functionally important 
regions. Two ofthe region s, the splice donor 
site and the splice acceptor site, span the 5' 
and 3' boundaries of the intron. The branch 
site is an additional important region that 
typically occurs less than 20 nucleotides 
upstream of the splice acceptor site. The 
nudeotides shown in red in these three 
consensus sequences are almost invarian t. 
The other nucleotides detailed in both 
the in tron and the exons are those most 
commonly found at each position. In some 
instances, two nudeotides may be equally 
common, as in the case of C and T near the 
3' end of the intron. Where N appears, any of 
the four nucJeotides may occur. 
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Figure 1.19 Role of small nuclear ribonucieDprotein (snRNPs) in RNA (A) 
splicesplicing. (AI The unprocessed primary RNA transcript as in Figure 1.18. donor Site branch site 

(B) Within the spliceosome, part of the U 1 snRNA is complementary in sequence 
E1 " 

to the splice donor site consensus sequence. As a result, the U' snRNA·protein 	 " E2 
5' _ GU A AG 3' 

complex (U 1 snRNP) binds to the splice junction by RNA-RNA base pairing. The 
U2 snRNP complex similarly binds to the branch site by RNA-RNA base pairing. 
Interaction between the splice donor and splice acceptor sites is stabilized 
by (el the binding of a multi-snRNP particle that contains the U4, US, and U6 
snRNAs. The US snRNP binds simultaneously to both the splice donor and splice 
acceptor sites. Their cleavage releases the intronic sequence and allows (D) El 

and E2 to be spli ced together. 

5' capping 

Shortly after the initiation of synthesis of primary RNA transcripts that will 
become mRNA, a methylated nucleoside (7-methylguanosine, m7G) is linJ<ed by 
a 5'-5' phospho diester bond to the first 5' nucleotide. This is described as the 
capping of the 5' end ofthe transcript (Plgure 1_20); the caps of snRNA gene tran
scripts may undergo additional modification. The 5' cap may have several 
functions: 

to protect the transcript from 5'->3' exonuclease attack (uncapped mRNA 

molecules are rapidly degraded); 

to facilitate transport of mRNAs hom the nucleus to the cytoplasm; 


• 	 to facilitate RNA splicing; and 
to facilitate attachment of the 40S subunit of cytoplasmic ribosoilles to mRNA 
during translation. 

3' polyadenylation 

Transcrip tion by both RNA polymerase I and III stops after the enzyme recog
nizes a specific transcription termination site, However, the 31 ends of mRNA 
molecules are determined by a post-transcriptional cleavage reaction. The 
sequence MUAAA (sometimes AUUAAA) signals the 3' cleavage fo r most 
polymerase II transcripts. 

Cleavage occurs at a specific site 15-30 nucleotides downstream of the 
MUAAA sequence, although the primary transcript may continue for hundreds 
Or even thousands of nucleotides past the cleavage point. After cleavage has 
occurred, the enzyme poly(A) polymerase sequentially adds adenylate (AMP) 
residues to the 3' end (about 200 in the case of mammalian mRNA). This polya
denylation reaction (FIgure 1.2 I) produces a poly(A) tail that is thought to: 
• 	 Help transport mRNA to the cytoplasm. 

Stabilize at least some mRNA molecules in the cytoplasm. 
Enhance recognition of mRNA by the ribosomal machinery. 
Histone genes are unique in producing mRNA th at does not become poly

adenylated; termination of their transcription nevertheless also involves 3' cleav
age of the primary transcript. 

Figur. 1.20The 5' cap of a eukaryotic mRNA. The nucleotide components 
in pink represent the reSidue of the original 5' end of a eukaryottc pre-mRNA. 
The primary pte-mRNA tran script begins with a nucleotide that contains a 
purine (Pu) base and a 5' triphosphate group. However, as the pre-mRNA 
undergoes processing, the end phosphate group at the 5' end is excised with 
a phosphatase to leave a 5' diphosphate group, and a specialized nucleotide is 
cova lently joined to form a cap that will protect mRNA from exonuclease attack 
and assist in the initiation of tran slation. The cap nucleotide (with base shown 
in red) is first formed when a GTP residue is Cleaved to generate a guanosine 
monophosphate that is then added through a 5'-5' triphosphate linkage (pale 
peach shadi ng) to the diphosphate group of the original purine end nucleotide. 
Subsequently nitrogen atom 7 of the new 5' terminal G is methylated. In mRNAs 
syntheSized in ve rtebrate cells, the 2' carbon atom of the ribose of each of the 
two adjacent nucleotides, the origina l purine end-nucleotide and its neighbor, 
are also methylated, as illustrated in thiS example. m7G, 7-methylguanosine; 
N, any nucleotide. 

l
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rRNA and tRNA transcripts undergo extensive processing 

Four major classes ofeukaryotic rRNA have been identified: 28S, 18S, 5.8S, and 5S 
rRNA (S is the Svedberg coefficient, a measure of how fast large molecular struc
tures sediment in an ultracentrifuge, corresponding directly to size and shape). 
18S rRNA is found in the small subunits of ribosomes; the other three are compo
nents of the large subunit. Very large amounts of rRNA are required for cells to 
perform protein synthesis, so many genes are devoted to making rRNA in the 
nucleolus, a visibly distinct compartment ofthe nucleus. 

In human cells a cluster of approximately 250 genes synthesizes 5S rRNA 
usIng RNA polymerase III, which also transcribes some other small RNA species. 
The 28S, 18S. and 5.8S rRNAs are encoded by consecutive genes on a common 13 
kb transcription unit (FIgure 1.22) that is transcribed by RNA polymerase l. A 
compound unit of the 13 kb transcription unit and an adjacent 27 kb non-tran
scribed spacer is tandemly repeated about 30-40 times at the nucleolar organizer 
regions on the short arms of each of the five human acrocentric chromosomes 
(13, 14, 15, 21, and 22). These five clusters of rRNA genes, each about 1.5 million 
bases (Mb) long, are sometimes referred to as ribosomal DNA (eDNA). 
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RNA PROCESSING 

Flgu ..*1.:n PoiyadenyJation of 3' ends 
of eukaryotic mRNAs. (A, B) As RNA 

polymerase II advances (0 tran scribe a 
gene it carries at its rear two multiprotein 
comple)(es required for polyadeny lation: 
CPSF (cleavage and polyadenylation 

specificity factor) and CStF (cleavage and 
stimulation factor) that cooperate to identify 
a polyadenylation signal downstream of the 

termination codon in the RNA transcript and 
to cut the transcript. The polyadenylation 

signal comprises an AAUAAA sequence or 

close va riant and some poorly understood 

downstream Signa ls. «) Cleavage occurs 

normally about 15- 30 nucleotides 
downstream of the AAUAAA element, and 

(D) AMP residues are subsequently added by 

poly(A) polymerase to form a poly(A) tail. 

Figure 1.22 The major rRNA species are 

synthesized by cleavage of a shared 
primary transcript. (A) In human cells, the 

18S, 5.85, and 285 rRN As are encoded by a 

single tran scription unit that is 13 kb long. 
It occurs w ithin tandem repeat units of 

about 40 kb thac also includes a roughly 
27 kb non-transcribed (intergenic) spacer. 
(8) Transcription by RNA polymerase I 

produces a 13 kb primary transcript (455 
rRNA) that then undergoes a complex series 

of post-transcri ptional cleavages. 
(C- E) Ultimately, individual 18S, 28S, and 5.85 
rRNA mOlecules are relea sed. The 185 rRNA 
will form part of the small ribosomal subunit. 

The 5.85 rRN A binds to a complementary 
segment of the 285 rRNA; the resulting 
comple)( will form part of the large ribosomal 

subunit. The latter also contains 55 rRNA, 

which is encoded separately by dedicated 
genes transcribed by RNA polymerase III. 
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In addition to the sequence of cleavage reactions (see Figure 1.22), tile pri
mary rRNA transcript also undergoes a variety of base-specific modifications. 
This extensive RNA processing is undertaken by many different small nucleolar 
RNAs that are encoded by about 200 different genes in the human genome. 

Mature tRNAmolecules also undergo extensive base modifications, and about 
10% of the bases in any tRNA are modified versions of A, C, G, or U. Common 
examples of modified nucleosides include dihydrouridine, which has extra 
hydrogens at carbons 5 and 6; pseudouridine, an isomer of uridine; inosine 
(deami nated guanosine); and N,N'-dimethylguanosine. 

1,5 TRANSLATION, POST-TRANSLATIONAL 
PROCESSING, AND PROTEIN STRUCTURE 
The mRNA produced by genes in tile nucleus migrates to the cytoplasm, where it 
engages with ribosomes and other components to initiate translation and 
polypeptide synthesis. Messenger RNA transcribed from genes in the mitochon
dria and chloroplas ts is translated on dedicated ribosomes within these 
organelles. 

Only a central segment of a eukaryotic mRNA molecule is translated to make 
a polypeptide. The flanking untranslated regions (the 5' UTR and 3' UTR) are 
transcribed from exon sequences present at the 5' and 3' ends of the gene. They 
assist in binding and stabilizing tile mRNA on the ribosomes, and promote effi
cient translation (Figure 1.23). 

Ribosomes are large RNA-protein complexes composed of two subunits. In 
eukaryotes, cytoplasmic ribosomes have a large 60S subunit aud a smaller 40S 
subunit. The 60S subunit contains three types of rRNA molecule: 28S rRNA, 5.8S 
rRNA, and 5S rRNA, as well as about 50 ribosomal proteins. The 40S subunit con
tains a single 18S rRNA and more tioan 30 ribosoma l proteins. Ribosomes provide 
the structural framewo rk for polypeptide synthesis. The RNA components are 
predominantiy responsible for the catalytic function of the ribosome; the protein 
components are thought to enhance the fu nction ofthe rRNA molecules, although 
a surprising number of tilem do not seem to be essential for ribosome function . 

mRNA is decoded to specify polypeptides 

The assembly of a new polypeptide from its constituent amino acids is governed 
by a triplet genetic code. Within an mRNA the central nucleotide sequence that is 
used to make polypeptide is scanned from 5' to 3' on the ribosome in groups of 
three nucleotides (codons). Each codon specifies an amino acid, and the decod
ing process uses a collection of different tRNA molecules, each of which binds 
one type of amino acid . An antino acid-tRNA complex is known as an aminoacyl 
tRNA and is form ed when a dedicated amino acyl !RNA synthetase covalently 
links the required amino acid to the terminal adenosine in the conserved CCA 
trinucleotide at the 3' end ofthe tRNA. 
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Figure 1 • .23 Transcription and translation 
of the human fi-globin gene. (A) The 
~-glob in gene comprises three exons (El-E3) 
and two !ntrons. The 5' end sequence of 
El and the 3' end sequence of E3 are 
noncoding sequences (unshaded sections). 
(B) These sequences are transcribed and 
so occur at the 5' and 3' ends (unshaded 
sections) of the ~-globin mRN A that emerges 
from RNA prOcess ing. They are not, however, 
translated and so do not specify any part of 
the precursor polypeptide (C). This figu re 
also illustrates that some codo ns can be 
specified by ba ses that are separated by an 
intron. The arginine at position' 04 in the 
~-g l obin polypeptide is encoded by the last 
three nucleotides (AGG) of exon 2 but the 
arg inine at position 30 is encoded by an AGG 
codon whose first two bases are encoded by 
the last two nucleotides of exon 1 and w hose 
third base is encoded by the first nucleotide 
of exon 2. (D) During post-translational 
modification the 147·amino acid precursor 
polypeptide undergoes cl eavage to remove 
ils N-terminal methionine residue, to 
generate the mature' 46-residue j}-globin 
protein. The flanking Nand C symbolS to 
the left and right. respect ively, in «() and 
(0) depict th e N-terminu-s IN) and 
( -terminus (C). 
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Each tRNA has its own anticodon, a trinucleotide at the center of the anti
codon arm (see Figure 1.9B) that provides the necessary specificity to interpret 
the genetic code. For an amino acid to be added to a growing polypeptide, the 
relevant codon of the mRNA molecule must be recognized by base pairing with a 
complementary anticodon on the appropriate amino acyl !RNA molecule. This 
hap pens on the ribosome. The small ribosomal subuni t binds the mRNA, and the 
large subunit has two sites for binding aminoacyl tRNAs, namely a P (peptidyl) 
site and an A (aminoacyl) site (Plgure J _24). 

The cap at the 5' end of messenger RNA mol ecules is important in initiating 
translati on. It is recognized by certain key proteins that bind the small ribosomal 
subunit, and these initiation fa ctors hold the mRNA in place. In cap-dependent 
translation initia tion, the ribosome scans the 5' UTR of the mRNA in the 5'--.3' 
direction to find a suitable initiation codon, an AUG that is found within the 
Kozak consensus sequence 5' -GCCPuCCAUGG-3' (where Pu represents purine). 
The most important determinants are the G at position +4 (immediately follow
ing the AUG codon), and the purine (preferably A) at -3 (three nucleotides 
upstream ofthe AUG codon) . 

Figure 1.24 rn translation, the genetic 
code is deciphered on ribosomes by 
codon- anticodon recognition. CA) The 
large ribosomal subunit (60S in eukaryotes) 
has two sites for binding an aminoacyl tRNA 
(a transfer RNA with its attached amino aCid): 
the P Cpeptidyl) site and the A (aminoacyll 
site. The sma ll ribosomal subunit (405 in 
eukaryotes) binds mRNA, which is scanned 
along its 5' UTR in a 5' ~3' direction until 
the Start codon is identified, an AUG located 
w ithin a larger consensus sequence (see 
the text) . An ini tiator tRNAMet carrying a 
methionine residue binds to the P site with 
its anticodon in regi ster with the AUG start 
codon. (8) The appropriate aminoacyl tRN A 
is bound to the A site with its anticodon 
base-pairing w ith the next codon {GGG in 
this case, specifying glycine). (C} The rRNA 
in the large subunit catalyzes peptide bond 
formation, resulting in the methionine 
detaching from its tRN A and being bound 
instead to the glycine attached to the 
tRNA held at the A site. (D) The ribosome 
trans locates along the mRNA so that the 
tRNA bearing the Met-Gly dipeptide is 
bound by the P site. The next aminoacyl 
tRNA (here, carrying Tyr) binds to the A site in 
preparation for new peptide bond formation. 
(El Peptide bond formation . The N atom of 
the amino group of the amino acid bound to 
the tRN A in the A site makes a nucleophilic 
attack on the carboxyl C atom of the amino 
acid held by the tRN A bound to the P site. 
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When a suitable initiation codon is identified, an initiating tRNAMe, with its 
attached methionine binds to the P site on the large ribosomal subunit so that its 
anticodon base-pairs with the AUG initiator codon on dle mRNA (see Figure 
1.24). Once this has happened, the transcriptional reading frame is established 
and co dons are interpreted as successive groups ofthree nucleotides continuing 
in the 5'-->3' direction downstream of the initiating AUG codon. An aminoacyl 
tRNAfor the second codon (a tRNAG1y to recognize GGG in the example of Figure 
J .24) binds to the neighboring A site in the large subunit. 

Once dle P and A sites are occupied by aminoacyl tRNAs, the largest rRNA 
component within the large subunit of the ribosome is thought to act as a pepti
dyl transferase. It catalyzes the formation of a peptide bond by a condensation 
reaction between the amino group of the amino acid held by ilie tRNA in the A 
site and the carboxyl group of the methionine held by the tRNAMet The net result 
is to detach ilie initiator methionine from its tRNA and attach it to the second 
amino acid, forming a clipeptide (see Figure 1.24). Now without any attached 
amino acid, the tRNAMe< migrates away from the P site and its place is taken by 
the tRNA widl the attached dipeptide that formerly occupied ilie A site. The liber
ated A site is now filled by an aminoacyl tRNA carrying an anticodon iliat is com
plementary to the iliird codon, and a new peptide bond is formed to make a tri
peptide, and so on. 

After a ribosome has initiated translation of an mRNA and has then moved 
along the mRNA, other ribosomes can engage wiili the same mRNA. The result
ing polytibosome structures (po lysomes) make multiple copies of a polypeptide 
from the one mRNA molecule. Polypeptide chain elongation occurs until a termi
nation codon is met. For mRNA transcribed from nuclear genes, termination 
codons come in iliree varieties: UM (ochre) , UAG (amber), and UGA (opal), but 
there are some differences for mitochondrial mRNA as described in the next 
section. 

In response to a ternlination codon a protein release factor enters the A site 
instead of an aminoacyl tRNA to signal that the polypeptide sho uld disengage 
from the ribosome. The completed polypeptide will ilien undergo processing 
iliat can include cleavage and modification of the side chains. Its backbone will 
have a free amino group at one end (the N-terminal end) and a free carboxyl 
group at ilie other end (the C-terminal end). 

The genetic code is degenerate and not quite universal 
The genetic code is a three-letter code, and iliere are four possible bases to choose 
fro m at each of the three base positions in a codon. There are therefore 43 = 64 
possible codons, which is more than sufficient to encode ilie 20 major types of 
amino acid. The genetic code is degenerate because, on average, each amino acid 
is specified by about three different codons. Some amino acids (such as leucine, 
serine, and arginine) are specified by as many as six codons; others are much 
more poorly represented (FIgure 1.25). The degeneracy of the genetic code most 
often involves ilie third base of the codon. 

mtDNA mtDNA 
variants variant 

~l lYS CMCAG IGin GAGGM I G!u UAGUM I STOP 

MCI Asn CAC IHis GAC IAsp UAC ITyr
MU CAU GAU UAU 

ACA I CCA I UCA IACG CCG GCA IGCG Ala UCG Ser
Ace Thr CCC Pro GCC UCC 
ACU CCU GCU UCU 

UGA I STOP TrpSTOP IAGA IA<g CGAI AGG CGG GGA I Gly UGG ' TrpArg GGG 
AGC I CGC GGC UGe 
AGU Ser GGU CysCGU UGU 

Me< AUA . Ue UUA ICUA I GUA I UUG LeuAUG I Met GUGCUG l eu GUC Valcue 
AUU CU U GUU UUU 
AUC I lie UUCIPhe 

Figur.l .l~The genetic code. All 64 
possible codons of the genetic code and the 
amino acid specified by each, as read in the 
5'~3' direction from the mRNA sequence. 
The interpretations of the 64 codons in the 
'universal' genetic code are shown in black 
immediately to the right of the codons. 
Sixty-one codonsspecify an ami no acid. 
Three STOP codons (UAA, UAG, and UGAI do 
not encode any amino acid. The genetic code 
for mitochondrial mRNA (mtDNA) conforms 
to the universal code except for a few 
variants. For example, in the mitochondrial 
genetic code in humans and many other 
species four codons are used differently: 
UGA encodes tryptophan instead of being a 
STOP codon, AUA encodes methionine, and 
instead of encoding arginine, AGA and AGG 
are STOP codons. 
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Although more than 60 codons can specify an amino acid, Ihe number of dif
ferenl cytoplasmic tRNA molecules is quite a bit smaller, and only 22 types of 
mitochondrial tRNA are made. The interpretation of more than 60 sense codons 
with a much smaller number of different tRNAs is possible because base pairing 
in RNA is more flexible than in DNA. Pairing of codon and anticodon follows the 
normalA- U and G--C rules for the first two base positions in a codon. However, at 
the third position there is some flexibility (base wobble), and GV base pairs are 
tolerated here (Table 1.6). 

The genetic code is the same throughout nearly all life forms. However, mito
chondria and chloroplasts have a limited capacity for pro tein synthesis, and dur
ing evolution their genetic codes have diverged slightly from that used at.cyto
plasmic ribosomes. Translation of nuclear-encoded mRNA continues until one 
of three stop codons is encountered (UM, UAG, or UGA) but in mammalian 
mitochondria there are four possibilities (UM, UAG, AGA, and AGG). 

The meaning of a codon can also be dependent upon the sequence context; 
tI,at is, the nature of the nucleotide sequence in which it is embedded. Depending 
on the surrounding sequence, some codons in a few types of nuclear-encoded 
mRNA can be interpreted differently from normal. For example, in a wide variety 
of cells the stop codon UGA is alternatively interpreted as encoding seleno 
cysteine with some nuclear-encoded mRNAs, and VAG can sometinles be inter
preted to encode glutamine. 

Post-translational processing: chemical modification of amino 
acids and polypeptide cleavage 

Primary translation products often undergo a variety of modifications during or 
after translation. Simple or complex chemical groups are often covalently 
attached to the side chains of certain am ino acids (Table 1.7). [n addition, 
polypeptides may occasionally be cleaved to yield one or mOre active polypep
tide products. 

Addition of carbohydrate groups 
Glycoproteins have oligo saccharides covalently attached to the side chains of 
certain amino acids. Few proteins in the cytosol are g1ycosylated (carry an 

TABLE 1.6 RULES FOR BASE 
PAIRING CAN BE RELAXED 
(WOBBLE) AT POSITION 3 
OF A CODON 

Base at 5' end of 
tRN A anticodon 

Base recognized 
at 3' end of mRNA 
codon 

A U only 

C G only 

G (or!)" C orU 

U AorG 

"Inosine (I) is a deaminated form of 
guanosine. 

TABLE 1.7 MAJOR TYPES OF MODIFICATION OF POLYPEPTIDES 

Type of modification (group added) 


Phosphorylation (P04-) 


Methylation (CH)) 


Hydroxylation (OH) 


':"cetylat ion (CH3CO) 


Carboxylation ((OOH) 


V-glycosylarion (complex carbohydrate) 


O-glycosyiation (complex carbohydrate) 


Glycosyl phosphatldylinositol (g lycolipid) 


'~yr istoy lation (C '4 fatty acyl group) 


Dalmi toylation (C16 fatty acyl group) 


;:~rnesy lation ((' 5 prenyl group) 


-:::~ranylgeranylation (C10 prenyl group) 


--~~~--~----------~-------4
Target amino acid,s) Notes 

Tyr, Ser, Thr 

Lys 

Pro, Lys, Asp 

Lys 

Glu 

Asnil 

Ser, Thr, Hylb 

Asp~ 

Glyd 

Cyse 

(ys~ 

CysC 

achieved by specific kinases; may be reversed by ph05phatases 

achieved by methylases; reversed by demethylases 

hydroxyproline (Hyp) and hydroxylysine (Hyl) are particularly common in 
collagens 

achieved by an acetyla se; reversed by deacetylase 

achieved by y-carboxylase 

takes place initially in the endoplasmic reticulum, with later add itional changes 
occurring In the Golgi apparatus 

takes place in the Golgi appara tus; less common than N-glycosyJation 

se rves to anchor protein to outer layer of plasma membrane 

serves as membrane anchor 

serves as membrane anchor 

serves as membrane anchor 

serves as membrane anchor 

T"T"hls is especially common when Asn is in the sequence: Asn-X-{Serffhr), where X is any amino acid other than Pro. bHydroxylysine. CAt ( -terminus 
polypeptide. dAt N-terminus of polypeptide. eroform S-pa lmitoyllink. 
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attached carbohydrate); if they are, they have a single sugar residue, N-acetyl
glucosamine, attached to a serine or threonine residue. However, proteins that 
are secreted from cells or transported to Iysosomes, the Golgi apparatus, or the 
plasma membrane are routinely glycosylated. In these cases, the sugars are 
assembled as oligosaccharides before being attached to the protein. 

Two major types of glycosylation occur. Carbohydrate N-glycosylation 
involves attaching a carbohydrate group to the nitrogen atom of an asparagine 
side chain, and O-glycosylat ion entails adding a carbohydrate to the oxygen atom 
of an OH group carried by the side chains of certain amino acids (see Table 1.7). 

Proteoglycans are proteins with attached glycosaminoglycans (polysaccha
rides) that usually include repeating disaccharide units containing glucosamine 
or galactosamine. The best-characterized proteoglycans are components of the 
e\uacellular matrix, a complex network of macromolecules secreted by, and sur
rO Wlding, cells in tissues or in culture systems. 

Addition of lipid groups 

Some proteins, notably membrane proteins, are modified by the addition offatty 
acyl or prenyl groups. These added groups typically serve as membrane anchors, 
hydrophobic amino acid sequences that secure a newly synthesized protein 
within either a plasma membrane or the endoplasmic reticulum (Table 1.8). 

Anchoring a protein to the outer layer of the plasma membrane involves the 
attachment of a glycosylphosphatidylinositol (GPl) group. This glycolipid group 
contains a fatty acyl group that Serves as the membrane an chor; it is linked suc
cessively to a glycerophosphate unit, an oligosaccharide unit, and finally
tluough a phospho ethanolamine unit-to the C-terminus of the protein. The 
entire protein, except the GPI anchor, is located in the extracellular space. 

Post-translational cleavage 

The primary translation product may also undergo internal cleavage to generate 
a smaller mature product. Occasionally the initiating methionine is cleaved from 

TABLE 1.8 LEVELS OF PROTEIN STRUCTURE 

level Defini tion Notes 

Primary the linear sequence of amino acids in a can vary enormously in length from a few to 
polypeptide thousands of amino acids 

Secondary 	 the path that a polypeptide backbone follows varies along the length of the polypeptide; common 
within local regions of the primary structu re 	 elements of secondary structure include the a·helix 

and p-plea ted sheet 

the overall three-dimensional structure of a can take various forms (e.g. globular, rod-like. tube. 

polypeptide, arising from the combination of all coil, sheet) 

of the secondary structures 


Qu:;ternary 	 the aggregate structure of a multimeric protein can be stabilized by disulfide bridges between 
(comprising more than one subunit, which may subunits or ligand binding, and other factors 
be of more than one type) 
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the primary translation product, as during the synthesis of Il-globin (see Figure 
1.23C, 0). More substantial polypeptide cleavage is observed during the matura
tion of many proteins, including plasma proteins, polypeptide hormones, 
neuropeptides, and growth factors. Cleavable signal sequences are often used to 
mark proteins either for export or for transport to a specific intracellular location. 
A single mRNA molecule can sometimes specify more than one functional 
polypeptide chain as a result of post-translational cleavage of a large precllisor 
polypeptide (Figure 1.26). 

The complex relationship between amino acid sequence and 
protein structure 
Proteins can be composed of one or more polypeptides, each of which may be 
subject to post-translational modification. Interactions between a protein and 
either of the folJowing may substantially alter the conformation of that protein: 

A cofactor, such as a divalent cation (such as Ca2+, Fe2+, Cu2+, or Znz+), or a 
small molecule required for functional enzyme activity (such as NAD+). 

Aligand (any molecule that a protein binds specifically). 

Four different levels of structural organization in proteins have been distin
guished and defined (see Table 1.8). 

Even withi n a single polypeptide, there is ample scope for hydrogen bonding 
between different amino acid residues. This stabilizes the partial polar charges 
along the backbone ofthe polypeptide and has profound effects on that protein's 
overall shape. With regard to a protein's conformation, the most Significant hydro 
gen bonds are those that occur between the oxygen of one peptide bond's carbo
nyl (C=O) group and the hydrogen of the amino (NHJ group of another peptide 
bond. Several fundamental structural patterns (motifs) stabilized by hydrogen 
bonding within a single polypeptide have been identified, the most fundamental 
of which are described below. 

The a-helix 
This is a rigid cylinder that is stabilized by hydrogen bonding between the carbo
nyl oxygen of a peptide bond and the hydrogen atom of the amino nitrogen of a 
peptide bond located four amino acids away (Figure 1.27). a-Helices often occur 

(AI 

exon 1 intron 1 exon 2 intron 2 exon 3 


1 ~ lW 

gene C----'.et ag 
I 

~ a .. G 

tran scription andl ,,,; , '" 
j RNA processing ./ 

(8) 11 63 110 // 

mRNA m 7Gppp AAAAM.--
L--J 

5' UTR "anSiation1 ~' UTR 

(C) I 1 24' 25 . 110 i 
preproinsulin N IMel Ala lPhe Pile _ ASill c 

post-trans,ationa' l 
1 24 cleavage 


(01 leader sequence [Met Ala I 

1 

Plie 

c'ea"ge of ,coinsulin1 
1 35 


tEl 
 ·1GlU- Xii! 
con necting peptide 

1 30 1 21 
IPM leu ~ + r-Gly A§m 

insulin e chain in sulin A chain 

Figu.re 1..26 Insulin synthesis involves 

multiple post-translational cleavages of 
polypeptide precursors. (A) The human 

insu lin gene comprises three exons and 
two introns. The coding sequence (the part 

that will be used to make polypeptide) is 

shown in deep blue. It is confined to the 3' 
sequence of exon 2 and the 5' sequence of 
exon 3. (8) Exon 1 and the 5' part of exon 2 

speCify the 5' untransJated regi on (5' UTR), 
and th e 3' end of exon 3 specifies the 

3' UTR. The UTRs are transcribed and so 

are present at the ends of the mRNA. (e) A 
primary translation produce. p rep roi nsulin, 

has 110 residues and is cleaved to give 
(D) a 24·residue N-terminal/eader sequence 

(that is required for the protein to cross the 

cell membrane but is thereafte r discarded) 
plus an 86-residue pro insulin precursor. 

(E) Proinsulin is cleaved to give a central 

segment (the connecting peptide) that may 
maintain the conformation of the A and B 
chains of insulin before the formation of 

their interconnecting covalent disulfide 
bridges (see Figure 1.29). 
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in proteins that perform key cellular functions (such as transcription factors, 
where they are usually represented in the DNA-binding domains). Identical 
a-helices with a repeating arrangement of nonpolar side chains can coil round 
each other to form a particularly stable coiled coil. Coiled coils occur in many 
fibrous proteins, such as collagen of the extracellular matrix, the muscle protein 
tropomyosin, a-keratin in hair, and fibrinogen in blood clots. 

The \3-pleated sheet 
B-Pleated sheets are also stabilized by hydrogen bonding but, in this case, they 
occur between opposed peptide bonds in parallel or anti-parallel segments of 
the same polypeptide chain (Figure 1.28). B-Pleated sheets occur-often together 
with a-helices-at the core of most globular proteins. 

(A) (B) 

o 
" . 

'" 

..0 0 

" '. 

..p o 
" 

Flgu,.1.2.7 The structure of a standard 
a-helix and an amphipathk a-helix_ 
(A) The structure of an ((-helix is stabilized 
by hydrogen bonding between the oxygen 
of the carbonyl group «(=0) of each peptide 
bond and the hydrogen on the peptide bond 
amide group (NH) of the fourth amino acid 
away, making the helix have 3.6 amino acid 
residues per turn. The side chains of each 
amino acid are located on the outside of the 
helix; there is almost no free space w ithin 
the helix. Note that only the backbone of the 
polypeptide is shown, and some bonds have 
been omitted for clarity. (B) An amphipathic 
a-helix has tighter packing and has charged 
amino acids and hydrophobic amino acids 
located on different surfaces. Here we show 
an end view of such a helix: five positively 
charged arginine residues are clustered on 
one side of the helix, whereas the opposing 
side has a series of hydrophobic amino 
acids (mostly Ala, Leu, and Gly). The lines 
within the circle indicate neighboring 
residues-the initiator methionine (position 
1) is connected to a leucine (2), which 

is connected to an arginine (3), which Is 
adjacent to an alanine (4), and so on. 

Fl,ure 1..28 The structure ofa Ii-pleated 
sheet. Hydrogen bonding occurs here 
between [he carbonyl ((=0) oxygens 
and amide (NH) hydrogens on adjacent 
segments of (A) parallel and (8) anti-parallel 
p-pleated sheets. (Adapted from Lehninger 
AL, Nelson DL & (ox MM (1993) Principles of 
Biochemistry, 2nd ed. With permission from 
WH Freeman and Company.) 
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The ~-turn 
Hydrogen bonding can occur betvveen amino acids that are even nearer to each 
other within a polypeptide. When this arises between the peptide bond CO group 
of one amino acid residue and the peptide bond NH group of an amino acid resi
due three places farth er along, this results in a hairpin ~-turn. Abrupt changes in 
the direction of a polypeptide enable compact globular shapes to be achieved. 
These ~-turns can connect parallel or anti-parallel strands in ~-pleated sheets. 

Higher-order structures 

Many more complex structural motifs, consisting of combinations of the above 
structural modules, form protein domains. Such domains are often crucial to a 
protein's overall shape and stability and usually represent functi onal units 
involved in binding other molecules. Another important determinant of the 
StTucture (and function) of a protein is disulfide bridges. They can form between 
the sulfur atoms of sulfhydryl (- SH) groups on two amino acids that may reside 
on a single polypeptide chain or on two polypeptide chains (Figure 1.29). 

In general, the primary structure of a protein determines the set of secondary 
structures that, together, generate the protein's tertiary structure. Secondary 
structural motifs can be predicted from an analysis of the primary structure, but 
the overall tertiary structure cannot easily be accurately predicted. Finally, some 
proteins form complex aggregates of polypeptide subunits, giving an arrange
ment known as the quaternary structure. 
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Chapter 2 


Chromosome Structure and 
Function 

KEY CONCEPTS 

Chromosomes have two funda mental roles: the faithful transmission and appropriate expression of 
genetic information, 

Prokaryotic chromosomes contain circular double-stranded DNA molecules tha t are relatively pro tein 
free, hut eukaryotic chromosomes consist of linear double-st randed DNA molecules complexed 
lhroughout their lengths with proteins. 

Chromatin is the DNA-protein matrix of eukaryo tic chromosomes. The complexed p roteins serve 
structuraJ roles. including compacting the DNA in different ways, and also regula tory roles, 

Chromosomes undergo major changes in the cell cycle, notably at S phase when they rep licate and at 
M phase when the replicated chromosomes becom e separated an d allocated to two daughter cells. 

DNA replication at S phase produces two double-stranded daughter DNA molecules that are 
held together at a specialized region, the centromere. VVhen the daughter DNA molecules remain held 
together Iik.e this they are known as sister chromatids, but once they sepa rate at M phase they become 
individual chromosomes. 

At the metaphase stage of M phase the chromosomes are so highly condensed that gene expression is 
un iformly shut down. But this is the optimal time for viewing them under the microscope. Staining 
wi th dyes that bind preferentially to GC-rich or AT-rich regions ca n give reproducible chromosome 
banding patterns that allow different chromosomes (Q be differentiated. 

During inte rphase, the long pe riod of the cell cycle that separates successive M phases, chromosomes 
have general ly very long extended conformations and are invisib le under op tical mic rosco py. The 
extended struc ture means that genes ca n be expressed effiCiently. 

Even during interphase some chromosomal regions always rema in highly condensed and 
transcriptionally inactive (heterochromatin). whereas others are ex te nded to allow gene expression 
(euchromatin). 

Sperm and egg cells have one copy of each chromosome (they are haploid). but most cells are diplOid, 
having two sets of chromosomes. 

Fert ilization of a haplo id egg by a haploid sperm generates the d iploid zygote from which all other 
body ceUs arise by cell division. 

In mitosis a cell divides to give two daughter cells, each with the same number and types of 

chromosomes as the original cell . 


Meiosis is a specialized form of cell divis ion that occurs in certain cells of the testes and ovaries to 
produce haploid sperm and egg cells. DUling meiosis new genetiC combinations are randomly created. 
partly by exchanging sequences between maternal and paternal chromosomes. 

Three ~es of functional element are needed fo r eukaryo tic chromosomes (Q transmit DNA faithfully 
from mother cell to daughter cells: the centromere (ensures correct chromosome segregation at cell 
division); replication origins (initiate DNA replication); a nd telomeres (cap the chromosomes to stop 
the internal DNA from being degraded by nucleases). 

An abnormal number of chromosomes can sometimes occur but this is often lethal if present in m ost 
cell s or the body. 

Structural chromosome abnormalities arising from breaks in chromosomes can cause genes to be 
deleted or incorrectly expressed. 

Having the correct number and structure of chromosomes is not enough. They must also have the 
correct parental o rigin because certain genes are preferential ly expressed on either paternally or 
maternally inherited chromosomes. 



30 Chapter 2: Chromosome Structure and Function 

The underlying structure and fundamental functions of DNA-replication and 
rranscription-were introduced in the previous chapter. But DNA functions in a 
context. In eukalyotic ceUs, the very long DNA molecules in the nucleus are com
plexed with a variety of structural and regulatory proteins and structured into 
linear chromosomes. The DNA molecules in mitochondria are different: they are 
comparatively short, have little protein attached to them, and are circular. 

This chapter introduces the life cycle of chromosomes in eukaryotic cells that 
are usually formed from other cells by cell division. The process of ceU division is 
a small component of the cell cycle, the process in which chromosomes and their 
constituent DNA molecules need to make perfect copies of themselves and then 
segregate into daughter cells. There are important differences between how this 
occurs in routine cell division and in the specialized form of cell division that 
gives rise to sperm and egg cells. 

A feature common to both types of cell division is the importance to the ceU 
of chromosome condensation. This affects the expression of information encoded 
in the DNA and makes long and fragile DNA strands resilient to breakage during 
the dramatic rearrangements that occur in cell division. The use of dyes to stain 
condensed chromosomes has revealed patterns that, like fingerprints, can be 
used to distinguish between them. Careful examination of these and other pat
terns can reveal evidence of chromosomal abnormalities, such as breakages and 
rearrangements that have occurred and survived but may cause disease. 

2_ 1 PLOIDY AND THE CELL CYCLE 

The chromosome and DNA content of cells is defined by the number (n) of differ
ent chromosomes, the chromosome set, and its associated DNA content (C). For 
human cells, n = 23 and Cis about 3.5 pg (3.5 x 10- 12 g). Different cell types in an 
organism, however, may differ in ploidy-the number of copies they have of the 
chromosome set. Sperm and egg cells carry a single chromosome set and are said 
to be haploid (they have 11 chromosomes and a DNA content of C). Most human 
and mammalian cells carry two copies of the chromosome set and are diploid 
(having 2n chromosomes and a DNA content of 2C). However, in several non
mammalian animal species most of the body cells are not diploid but instead are 
either haploid or polyploid. In the latter case, some species are letraploid (4n) 
and others have a ploidy of more than 4n, but triploidy (3n) is less common in 
animals because it can give rise to problems in producing sperm and egg cells. 

The cells of our body are all derived ultimately from a single diplOid cell, the 
zygote, that is formed when a sperm fertilizes an egg. Starting from the zygote, 
organisms grow by repeated rounds of cell division. Each round of cell division is 
a cell cycle and comprises a brief M phase, during which cell division occurs, and 
the much longer intervening interphase, which has three parts (Figure 2..1) . They 
are: S phase (during which DNA synthesis occurs), Gl phase (the gap between M 
phase and S phase), and G2 phase (the gap between S phase and M phase). 

We will describe the cell biology underlying the phases of the cell cycle in a 
later chapter. Here we are concerned with the life cycle of chromosomes. During 
each cell cycle, chromosomes undergo profound changes to their structure, 
number, and distribution within the cell. From the end of M phase right through 
until DNA duplication in S phase, a chromosome of a diplOid cell contains a sin
gle DNA double helix and the total DNA content is 2C(see Figure 2.1), After DNA 
duplication, the total DNA content is 4C, but the duplicated double helices are 
held together along their lengths so that each chromosome has double the DNA 
content of a chromosome in early S phase. During M phase the duplicated dou
ble helices separate, generating two daughter chromosomes, giving 4 n chromo
somes. After equal distribution of the chromosomes to the two daughter cells, 
both cells will have 2n chromosomes and a DNA content of 2C (see Figure 2.1). 

Gl is the normal state of a cell, and is the long-term end state of non-dividing 
cells. Cells enter S phase only if they are committed to mitosis; as will be described 
in more detail in Chapter 4, non-dividing cells remain in a modified Gl stage, 
sometimes called the Go phase. The cell cycle diagram can give the impression 
that all the interesting action happens in Sand M phases-but this is an illusion. 
AceU spends most of its life in Go or G J phase, and that is where the genome does 
most of its work. 
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Asmall subset of diploid body cells constitute the germ line that gives rise to 
gametes (sperm cells or egg cells). In humans, where n ~ 23, each gamete con 
tains one sex chromosome plus 22 non-sex chromosomes (aulosomes). In eggs, 
the sex chro moso me is always an X; in sperm il may be either an XOr a Y. After a 
haploid sperm fertilizes a haploid egg, the resulting diploid zygote and a1mosl all 
ofils descendant cells have the chromosome constitution 46,XX (female) or 46,XY 
(male) (Figure 2.2). 

Cells outside the germ line are somatic cells. Human somatic cells are usually 
diploid but, as will be described later, there are notable exceptions. Some types of 
non-dividing cell lack a nucleus and any chromosomes, and so are nulliploido 
Other cell types have multiple chromosome sets; they are naturally polyploid as 
a result of multiple rounds of DNA replication without cell division. 

2.2 MITOSIS AND MEIOSIS 
Mitosis and meiosis are both cell division processes that involve chromosome 
replication and cell division. However, the products of mitosis have the same 
ploid y as the initiating cell, whereas meiosis halves the cell's ploidy. Furthermore, 
whereas mitosis gives rise to genetically identical products, meiosis generates 
genetic diversity to ensure that offspring are genetically different from their 
parents. 

Mitosis is the normal form of cell division 

As an embryo develops through fetus, infant, and child to adult, many cell cycles 
are needed to generate the required number of cells. Because many cells have a 
limited life span, there is also a continuous requirement to generate new cells, 

Figure 2.2 The human life cycle, from a chromosomal viewpoint. Haploid 
egg and sperm cells originate from diploid precursors in the ovary and testis in 
women and men, respectively. All eggs have a 23,X chromosome constitution, 
representing 22 autosomes plus a single X sex chromosome. A sperm can carry 
either sex chromosome, so that the chromosome constitution is 23,X (SO%) and 
23,Y(50%). After fertilization and fu sion of the egg and sperm nuclei, the diploid 
zygote w ill have a chromosome constitution of either 46,XX or 46,XY, depending 
on which sex chromosome the fertilizing sperm carried. After many cell cycles, 
this zygote gives rise to all cells of the adult body, almost all of whi ch will have 
the same chromosome complement as the zygote from which they originated. 

Figure 2.1 Changes in chromosomes and 
DNA content during the cell cycle. The cell 
cycle shown at the right includes a very short 
M phase, w hen the chromosomes become 
extremely highly condensed in preparation 
for nuclear and cell d ivision. Afterwards, 
cells enter a long period of growth ca lled 
interphase, during which chromosomes 
are enormously extended so tha t genes 
can be expressed. Interphase is divided 
into three phases: G1, S (when the DNA 
replicates), and G2. Chromosomes con tain 
one DNA double helix from the end of M 
phase right through until just before the 
DNA is duplicated in 5 phase. After the DNA 

double helix has been duplicated. the two 
resulting double helices are held together 
tightly along their lengths (by specialized 
protein complexes called cOhesins) until 
M phase. As the chromosomes condense 
at M phase they are now seen to con sist of 
two sister chromatids, each containing a 
DNA duplex, that are bound together only 
at the centromeres. During M phase the 
two sister chromatids separate to form two 
independent chromosomes that are then 
equally distributed into the daughter cells. 
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even in an adult organism. All of these cell divisions occur by mitosis, which is 
the normal process of cell division throughout the human life cycle. Mitosis 
ensures that a single cell gives rise to two daughter cells that are each genetically 
identical to the parent cell, barring any errors that might have occurred durin9DNA replication. During a human lifetime, there may be something like 101 

mitotic divisions. 
The M phase of the cell cycle includes various stages of nuclear division 

(prophase, prometaphase, metaphase, anaphase, and telophase), and also cell 
division (cytokinesis)' which overlaps the final stages of mitosis (Figure 2.3). In 
preparation for cell division, the previously highly extended duplicated chromo
somes contract and condense so that, by the metaphase stage of mitosis, they are 
readily visible when viewed under the microscope. 

The chromosomes of early S phase have one DNA double helix, but after DNA 
replication two identical DNA double helices are produced (see Figure 2.1), and 
they are held together along their lengths by multisubunit protein complexes 
called cohesins. Recent data suggest that individual co he sin subunits are linked 
together to form a large protein ring. Some models suggest that multiple cohesin 
rings encircle the two double helices to entrap them along their lengths, or 
cohesin rings form round the individual double helices and then interact to 
ensure that the two double helices are held tightly together. 

La1er, vvhen the chromosomes have undergone compaction in preparation 
for cell di\~sion, the cohesins are removed from all parts of the chromosomes 
aparr from the centromeres. As a result, by prometaphase when the chromo
somes can now be viewed under the light microscope, individual chromosomes 
can be seen to comprise two sister chromatids that are attached at the centro
mere by the residual cohesin complexes that continue to bind the two DNA heli
ces at this position. 

Later still, at the start of anaphase, the residual cohesin complexes holding the 
sister chromatids together at the centromere are removed. The two sister chro
matids can now disengage to become independent chromosomes that will be 
pulled to opposite poles of the cell and then distributed equally to the daughter 
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Figure 2.3 Mitosis and cytokinesis. 
(A) Mitotic stages and cytokinesis. Late in 
interphase, the duplicated chromosomes 
are still dispersed in the nucleus, and the 
nucleolus is distinct Early in prophase, the 
first stage of mitosis, the centrioles (which 
were previously duplicated in interphase) 
begin to separate and migrate to opposite 
poles of the cell, where they will form 
the spindle poles. In prometaphase, the 
nuclear envelope breaks down, and the 
now highly condensed chromosomes 
become attached at their centromeres to 
the array of microtubules e)(tending from 
the mitotic spindle. At metaphase, the 
chromosomes all lie along the middle of 
the mitotic spindle, At anaphase, the sister 
chromatids separate and begin to migrate 
toward opposite poles of the cell, as a result 
of both shortening of the microtubules and 
further separation of the spindle poles. The 
nuclear envelope forms again around the 
daughter nuclei during telophase and the 
chromosomes decondense, completing 
mitosis. Constriction of the cell begins. 
During cytokinesis, filaments beneath the 
plasma membrane constrict the cytoplasm, 
ultimately producing two daughter cells. 
(B) Metaphase-anaphase transition. 
Metaphase chromosomes aligned along 
the equatorial plane (dashed line) have 
their sister chromatids held tightly 
together (by cohesin protein complexes) 
at the centromeres. The transition to 
anaphase is marked by disruption of the 
cohesin complexes, thereby releasing the 
sister chromatids to form independent 
chromosomes with their own centromeres, 
which are then pulled by the microtubules 
of the spindle in the direction of opposing 
poles (arrows). 
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cells (see Figure 2.3). Interaction between the mitotic spinelle and the centromere 
is crucial to this process and we will consider this in detail in Section 2.3. 

Meiosis is a specialized reductive cell division that gives rise to 
sperm and egg cells 
Diploid primordial germ cells migrate into the embryonic gonad and engage in 
repeated rounds of mitosis, to generate spermatogonia in males and oogonia 
in females. Further growth and differentiation produce primary spermatocytes 
in the testis, and primary oocytes in the ovary. This process req uires many more 
mitotic divisions in males than in females, and probably contributes to differ
ences in mutation rate between the sexes. 

The diploid spermatocytes and oocytes can then undergo meiosis, the cell 
di\~sion process that produces haploid gametes. Meiosis is a red uctive division 
because it involves two successive cell divisions (known as meiosis I and II) but 
only one ro und of DNA replication. As a result, it gives rise to four haploid cells. 
In males, the two meiotic cell divisions are each symmetrical, producing four 
functionally equivalent spermatozoa. Female meiosis is different because at each 
meiosis asymmetric cell division results in an unequal division of the cytoplasm. 
The products of female meios is I (the first meiotic division) are a large secondary 
oocyte and a small cell (polar body) that is discarded. During meiosis 11 the sec 
ondary oocyte then gives rise to the large mature egg cell and a second polar 
body, which again is discarded (Agure 2,4). 

In humans, primary oocytes enter meiosis [during fetal development but are 
then all arres ted at prophase until after the onset of puberty. After puberty in 
females, one primary oocyte completes meiosis with each menstrual cycle. 
Because ovulation can continue up to the fifth and sometimes sixth decades of 
life, this means that meiosis can be arrested for many decades in primary oocytes 
that are used in ovulation in later life. While arres ted in prophase, the primary 
oocytes continue to grow to a large size, acquiring an outer jelly coat, cortical 
granules, and reserves of ribosomes, mRNA, yolk,and other cytoplasmic resources 
that would sustain an early embryo. In males, huge numbers of sperm are pro 
duced continuously from puberry onward. 
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Flgute 2.4 Male and female germ line 
development and gametogenes is. 
(A) Diploid primordial germ ce lls migrate 
to the embryonic gonad (the female 
ovary (left) or the male testis (rightl]' and 

enter rounds of mitosis that establish 
spermatogonia (in males) and oogonia (in 
females). (6) Th ese undergo further mitotic 
divisions, growth, and differentiation to 
produce diploid primary spermatocytes 
and diploid primary oocytes, which can 
enter meiosis. (C) Meiosis I. After ONA 
duplications, the cells become tetraplOid 
but then divide to produce two diploid cells. 
In male gametogenesis. the cell division is 
symmetrica l, generating identical diplOid 
secondary spermatocytes. ln female meiosis 
I, by contrast, the division is asymmetric; 
the secondary oocyte is much larger than 
the li rst polar body, which is discarded. 
(0) Meiosis II. The diplOid secondary 
spermatocyte and secondary oocyte divide 
without prior DNA synthesis to give haploid 
cell products. In male gametogenesis, this 
division is agai n symmetrical. producing two 
haplOid spermatids from each secondary 
spermatocyte. In female meiosis II , the egg 
produced is much larger than the second 
(also discarded) polar body. (E) Maturation of 
spermatids produces four spermatozoa. 
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diplOid p(lmary spermatocytes 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 X maternal 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 Y paternal 

1meiosis 

haploid sperm cells 


1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 Y sperm 1 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 X sperm 2 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 Y sperm 3 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 X sperm 4 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 X sperm 5 

The second division of meiosis is identical to mitosis, but the first division has 
important differences. Its purpose is to generate genetic diversity between the 
daughter cells. This is done by two mechanisms: independent assortment of 
paternal and maternal homologs, and recombination. 

Independent assortment 
Every diploid cell contains two chromosome sets and therefore has two copies 
(homologs) of each chromosome (except in the special case of the Xand Y chro
mosomes in males). One homolog is paternally inherited and the other is mater
nally inherited. During meiosis I the maternal and paternal homologs of each 
pair of replicated chromosomes undergo synapsis by pairing together to form a 
bivalent. After DNA replication, the homologous chromosomes each comprise 
two sister chromatids, so each bivalent is a four-stranded structure at the meta 
phase plate. Spindle fibers then pull one complete chromosome (two chroma
tids) to either pole. In humans, for each of the 23 homologous pairs, the choice of 
which daughter cell each homolog enters is independent. This allows 223 or about 
8.4 x lOB different possible combinations of parental chromosomes in the gam
etes that might arise from a single meiotic division (FIgure 2.5). 

Recombination 

The five stages of prophase of meiosis 1 (Flgw-e 2.6) begin during fetal life and, in 
human females, can last for decades. During this extended process, the homologs 
within each bivalent normally exchange segments of DNA at randomly posi
tioned but matching locations. At the zygotene stage (Figure 2.6B), a proteina
ceous synaptonemal complex forms between closely apposed homologous 
chromosomes. Completion of the synaptonemal complex marks the start of the 
pachyrene stage (Figure 2.6C). during which recombination (crossover) occurs. 
Crossover involves physical breakage of the DNA in one paternal and one mater
nal chromatid, and the subsequen t joining of maternal and paternal fragments. 

The mechanism that allows alignment of the homologs is not known (see 
Figure 2.6A, B), although such close apposition is required for recombination. 
Located at intervals on the synaptonemal complex are very large multiprotein 
assemblies, called recombination nodules, that may mediate recombination 

FJgur.l.6 The five stages of prophase in meiosis I. (A) In leptotene, 
the duplicated homologous chromosomes begin to condense but remain 
unpaired. (8) In zygotene, duplica ted maternal and paternal homologs pair to 
form bivalents, comprising four chromatids. (C) In pachytene, recombination 
(crossing over) occurs by means of the physical breakage and subsequent 
rejoining of maternal and paternal chromosome fragments. There are two 
crossovers in the bivalent on the left and one in the bivalent on the right. For 
simpliCity, both crossovers on the left involve the same two chromatids. In 
realit y, more crossovers may occur, involving three or even all fou r chromatids in 
a bivalent. (0) During diplotene, the homologous chromosomes may separate 
slightly, e)(cept at the chiasmata. (E) Diakinesis is marked by contraction of the 
bivalents and is the transition to metaphase I. In this figure, only 2 of 23 possible 
pairs of homologs are illustrated (with the maternal homolog colored light blue, 
and the paternal homolog dark blue). 

Figw. 2yS Independent assortment of 
maternal and paternal homologs during 
meiosis. The figure shows a random 
selection of just 5 of the 8,388,608 (223) 

theoretically possible combinations of 
homo logs that might occur in haploid 
human spermatozoa after meiosis in a 
diploid primary spermatocyte. Maternally 
derived homologs are represented by pink 
boxes, and paternally derived homologs 
by blue boxes. For simplicity, the diagram 
ignores recombination. 
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Figure 2 .7 Metaphase I to production of gametes. (A) At metaphase I, the bivalents 
align on the metaphase plate, at the cen ter of the spindle apparatus. Contraction of 
spindle fibers draws the chromosomes in the direction of the spindle poles (a rrows). 
tBl The transition to anaphase Ioccurs at the consequent rupture of the chiasmata. 
(C) Cytokinesis segregates the two chromosome sets, each to a di fferent primary 
spermatocyte. Note that, as shown in this panel, after recombination during prophase 
I the chromatids share a single centromere but are no longer identical. (0 ) Meiosis II 
in each primary spermatocyte, which does not include DNA replication, generates 
unique genetic combinations in the haploid secondary spermatocytes. Only 2 of the 
possible 23 different human chromosomes are depicted, for clarity, so only i2 (Le. 4) of 
the possible 223 (8,388,608) possible combina tions are illustrated. Although oogenesis 
can produce only one function al haploid gamete per meiotic division (see Figure 2.4), 
the processes by which genetic diversity arises are the same as in spermatogenesis. 

events. Recombi ned homologs seem to be pl1ysicallyconnectedatspecific points. 
Each such connection marks the point of crossover and is known as a chiasma 
(plural chiasmata). There are an average of 55 chiasmata per cell in human male 
meiosis, and maybe 50% more in female meiosis. 

In addition to their role in recombination, chiasmata are thought to be essen
tial for correct chromosome segregation during meiosis I. By holding together 
maternal and paternal homologs of each chromosome pair on the spindle until 
anaphase I, they have a role analogous to that of the centromeres in mitosis and 
in meiosis II. Children with incorrect numbers of chromosomes have been shown 
genetically to be often the product of gametes in which a bivalent lacked 
chiasmata. 

Meiosis II resembles mitosis, except that there are only 23 chromosomes 
i.nstead of 46. Each chromosome already consists of two chromatids that become 
separated at anaphase II. However, whereas the sister chromatids of a mitoti c 
chromosome are genetically identical, the two chromatids of a chromosome 
entering meiosis II (Figure 2.7) are usually genetically different from each other, 
as a result of recombination events that took place during meiosis I. 

Together, the effects ofrecombination between homologs (during prophase I) 
as well as independent assortment of homologs (during anaphase I) ensure that 
a single individual can produce an almost unlimited number of genetically dis
tinct gametes. The genetic consequences of recombination are considered more 
flilly in a later chapter. 

X-V pairing 

During meiosis I in a human primary oocyre, each chromosome has a fully 
homologous parmer, and the two X chromosomes synapse and engage in cross
over just like any other pair of homologs. In male meiosis there is a problem. The 
human X and Y sex chromosomes are very different from one another. Not only is 
the X very much larger than the Y but it has a rather different DNA content and 
"ery many more genes than the Y. Nevertheless, the X and Y do pair during 
prophase I, thus ensuring that at anaph ase I each daughter cell receives one sex 
chromosome, either an Xor a Y. 

Human X and Y chromosomes pair end·to·end rather than along the whole 
length, thanks to short regions of homology between the X and Y chromosomes 
,!! the very ends of the two chromosomes. Pairing is sustained by an obligatory 
crossover in a 2.6 Mb homology region at the tips ofthe short arms, but crossove r 
also sometimes occurs in a second homology region, 0.32 Mb long, at the tips of 
we long arms. Genes in the terminal X-V homology regions have some inte rest
ing properties: 

They are present as homologous copies on the X and Ychromosomes. 

They are mostly not subject to the transcriptional inactivation that affects 
most X-linked genes as a result of the normal decondensation of one of the 
two X chromosomes in female mammalian somatic cells (X·inactivation). 

They display inheritance patterns like those of genes on autosomal chromo
somes, rather than X· linked or Y-linked genes. 
As a result of their autosomal-like inl1eritance, the terminal X-Y homology 

:-:"gio ns are known as pseudoautosomal regions. We will describe them in more 
'!etail in a later chapter when we consider how sex chromosomes evolved in 

onammals. 
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TABLE 2.1 COMPARISON OF MITOSIS AND MEIOSIS 

Characteristic Mitosis 

Location all tissues 

Products diploid somatic cells 

DNA replication and cell division normally one round of 
rep lication per cell division 

Duration of prophase short ( .... 30 min in human cells) 

Pairing of maternal and paternal homologs no 

Recombination rare and abnormal 

Relationship between daughter cells genetically identical 

Meiosis 

specialized germ line cells in testi s and ovary 

haploid sperm and eggs 

only one round of replication per two cell divisions 

can take decades to complete 

yes, during meiosis I 

during each meiosis; normally occurs at least once in each 
chromosome arm after pairing of maternal and paternal homologs 

genetically different as a result of independent assortmenr of 
homologs and recombination 

Mitosis and meiosis have key similarities and differences 
Mitosis involves a single turn of the cell cycle. After the DNA is replicated during 
S phase. the two sister chromatids of each chromosome are divided equally 
between the daughter cells during M phase. Meiotic cell division also involves 
one round of DNA synthesis, but this is followed by two cell divisions without an 
intervening second round of DNA synthesis, allowing diploid cells to generate 
haploid products. Although the second cell division of meiosis is identical to that 
of mitosis, the first meiotic division has distinct features that enable genetic 
diversity to arise. This relies on two mechanisms: independent assortment of 
paternal and maternal homologs, and recombination (Table Z-ll. 

2.3 STRUCTURE AND FUNCTION OF CHROMOSOMES 
Chromosomes have two fundamental roles: faithful transmission and appropri
ate expression of genetic information. The processes of cell division are fascinat
ing, and changes to the arrangement of chromosomes can have profound medi
cal consequences. Knowledge of the detailed structure of chromosomes is crucial 
to understanding these vital processes. 

Chromosome structure as generally illustrated in textbooks represents only 
the state that occurs during metaphase, while cells are preparing to undergo the 
last stages of cell division. At this time the chromatids are still connected to each 
other at their centro meres and they are so condensed that they can be seen with 
a light microscope. But metaphase chromosomes are so tightly packed that their 
genes cannot be expressed. Chromosomes have a quite different structure dur
ing most of the cell cycle. Throughout interphase, most chromosome regions are 
comparatively very highly extended, allowing genes to be expressed. 

For a chromosome to be copied and transmitted accurately to daughter cells, 
it requires just three types of structural element, each ofwhich is discussed in this 
section of the chapter: 

• 	 A centromere, which is most evident at metaphase, where it is the narrowest 
part of the chromosome and the region at which spindle fibers attach. 

• 	 Replication origins, certain DNA sequences along each chromosome at which 
DNA replication can be initiated. 


Telomeres, the ends of linear chromosomes that have a specialized structure 

to prevent internal DNA from being degraded by nucleases. 


Artificial chromosomes that include large introduced DNA fragments func
tion normally in both yeast and mammalian cells if, and only if, they contain all 
three of these elements. 

Chromosomal DNA is coiled hierarchically 
In the eukaryotic cell the structure of each chromosome is highly ordered and 
during mitosis each chromosome undergoes several levels of compaction. To 
achieve this, DNA is complexed with various proteins and subject to coiling and 
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supercoiling to form chromatin. Even in the interphase nucleus, when the DNA 
is in a very highly extended form, the 2 nm thick DNA double helix undergoes at 
least two levels of coiling that are directed by binding of basic histone proteins. 
First, a 10 nrn thick fila ment is formed that is then coiled into a 30 nm thick chro
matin fiber. The chromatin fiber undergoes looping and is supported by a scaf
fold of nonhistone proteins (Figure 2,8A). 

The nucleosome is the fundamental unit of DNA packaging: a stretch of 
147 bp of double-stranded DNA is coiled in just less than two turns around a 
central core of eight histone proteins (two molecules each of the core histones 
H2A, H2B, H3, and H4, all highly conserved proteins) (Figure 2.SB). Adjacent 
nucleosomes are connected by a short length (8-114 bp) oflinker DNA; the length 
of the linker DNA varies both between species and between regions of the 
genome. Electron micrographs of suitable preparations show nucleosomes to 
have a string ofbeads appearance (Figure 2.Se). This first level of DNA packaging 
is the only one that still allows transcriptional activity. 

The N-terminal tails of the core histones protrude from the nucleosomes (see 
Figure 2.8B). Specific amino acids in the histone tails can undergo various types 
of post-transla tional modification, notably acetylation, phosphorylation, and 
methylation. As a resui t, different proteins can be bou nd to the chromatin in a 
way that affects chromatin condensation and the local level of transcrip tional 
activity. Additional histone genes encode variant for ms of the core histones that 
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may be associated with particular chromosomal regions and specialized func
tions. For example, centromeres have a histone H3 variant known as CENP-A, 
and the H2AX variant of histone H2 is associated with DNA repair and 
recombination. 

In addition to the four core histones and their variants, a fifth histone, HI, 
binds to the linker DNA and is thought to be important for chromosome conden
sation and, in particular, the formation of the 30 run chromatin fiber. In this 
structure, nucleosomes are packed into a spiral or solenoid arrangement with six 
to eight nucleosomes per turn, and the H I proteins are bound to the DNA on the 
inside of the solenoid with one HI molecule associated with each nucleosome 
(Figure 2.BD). 

Packaging DNA into first nucleosomes and then the solenoids of the 30 nm 
chromatin fiber results in a linear condensation of about fiftyfold. During M 
phase, the DNA in a human metaphase chromosome is compacted even further 
to about 1/10,000 ofits stretched-out length. The scaffold of metaphase chromo
somes contains high levels of topoisomerase II and notably of condensins, pro
tein complexes that are structurally and evolutionarily related to cohesins. 
Condensins organize tight packaging of the chromatin, but the way in which the 
chromatin is so greatly compacted is not well understood. 

Interphase chromatin varies in its degree of compaction 

During interphase, most chromatin exists in an extended state that is diffusely 
staining and dispersed through the nucleus (euchromatin). Euchromatin is 
marked by relatively weak binding by histone H I molecules and by extensive 
acetylation of the four types of nucleosomal histone. Euchromatin is not uni
form. Some euchromatin regions are more condensed than others, and genes 
mayor may not be expressed, depending on the cell type and its functional 
requirements. 

Some chromatin, however, remains highly condensed throughout the cell 
cycle and forms dark-staining regions (heterochromatin). Genes that are natu
rally located within heterochromatin, or that become incorporated into hetero
chromatin through chromosomal rearrangement, are typically not expressed. 
Heterochromatin is associated with tight histone HI binding, and two classes 
have been defined: 

Constitutive heterochromatin is condensed and generally genetically inac
tive, consisting largely of repetitive DNA. It is generally found in and around 
the centromeres and at telomeres! and also accounts for much of the Y chro
mosome in mammals. In human chromosomes, it is also notably found in the 
short arms of the acrocentric chromosomes and at secondary constrictions 
on the long arms of chromosomes I, 9, and 16. 

• Facultative heterochromatin is sometimes genetically inactive (condensed) 
and sometimes active (decondensed). In each somatic cell of female mam
mals, for example, one of the two X chromosomes is randomly inactivated 
and condensed (X-inactivation). In addition, both the X and the Y chromo
somes become reversibly condensed for about 15 days during meiosis in 
spermatogenesis, forming the XY body which is segregated into a special 
nuclear compartment. 

Each chromosome has its own territory in the interphase nucleus 

The nucleus is highly organized, with many subnuclear compartments in addi
tion to the nucleolus, where rRNA is transcribed and ribosomal subunits are 
assembled. The positioning of the chromosomes within the nucleus is also highly 
organized, as revealed by specialized techniques that analyze the movements of 
individual chromosomes during interphase within living cells. 

The centro meres of different interphase chromosomes in human cells are less 
clearly aligned than in other organisms. They tend to cluster together at the 
periphery of tile nucleus during G] phase before becoming much more dispersed 
during S phase. Although the chromosomes are all in a highly extended form, 
they are not extensively entwined. Instead, they seem to occupy relatively small 
non-overlapping territories (FIgure 2.9). 

Figure 1.9 Individual chromosomes 
occupy distinct chromosome territories 
in the interphase nucleus. The nucleus of 
this human cell at interphase appears blue as 
a result of staining with DAPI, a fluorescent 
DNA-binding dye. DNA probes specific for 
human chromosome 18 or chromosome 19 
were labeled with, respectively, green or red 
fluorescent dyes. Within the nucleus both 
copies of chromosome 18 (green signal) are 
seen to be located at the periphery of the 
nucleus, but the chromosome 19 copies (red 
signal) are shown to be within the interior of 
the nucleus. (Courtesy of Wendy Bickmore, 
MRC Human Genetics Unit, Edinburgh.) 
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Although interphase chromosomes do not seem to have favorite nuclearloca
tions, chromosome positioning is nevertheless non-random. The human chro
mosomes that have the highest gene density tend to concentrate at the center of 
the nucleus; gene-poor chromosomes are located toward the nuclear envelope. 
Chromosome movements are probably restrained by telomere interaction with 
the nuclear envelope and also by internal nuclear structures (including the 
nucleolus in the case of chromosomes containing ribosomal RNA genes). 

Centromeres have a pivotal role in chromosome movement but 
have evolved to be very different in different organisms 

Chromosomes normally have a single centromere, the region where duplicated 
sister chromatids remain joined until anaphase. In metaphase chromosomes, 
the centromere is readily apparent as the primary constriction that separates the 
short and long arms. The centromere is essential for attaching chromosomes to 
the mitotic spindle and for chromosome segregation during cell division. 
Abnormal chromosome fragments that lack a centromere (acentric fragments) 
cannot attach to the spindle and fail to be correctly segregated to the nuclei of 
either daughter cell. 

Late in prophase large multiprotein complexes, known as kinetochores, form 
at each centromere, one attached to each sister chromatid. Microtubules attach 
to each kinetochore, linking the centromeres to the spindle poles (Box 2,1J. At 

BOX 2.1 COMPONENTS OF THE MITOTIC SPINDLE 

The mitotic spindle is formed from microtubules (polymers of a complex until the beg inning of M phase. At that point the 
heterodimer of a -tubulin and p-tubulin) and microtubule-associated centrosome complex splits in two and the two halves begin to 
proteins. At each of the two spindle poles in a dividing cell is a separate. Each daughter centrosome deve lops its own array of 
centrosome that seeds the outward growth of microtubule fibers microtubules and begins to migrate to one end of the cell. where it wi ll 
and is the major microtubule-organizing center of the cell. Because form a spind le pole (Figure 1C). 
their constituent tubullns are synthesized in a particular direction, the Three different forms of microtubule fiber occur in the fully formed 
microtubule fibers are polar, with a minus H end (the one next to the mitotic spindle: 
centromere) and a plus (+) end (the distal growing end). 	 Polar fibers. which develoPilt..pr,ophase. extend from the two 

Each centrosome is composed of a fibrous matrix containing a poles of the spindle toward the equator. 
pair of centrioles. which are short cylindrical structures. composed of Kinetochore fibers. which develop at prometaphase, connect the 

microtubules and associated proteins; the two centrioles are arranged large multiprotein structure at the centromere of each chromatid 

at right angles (Figure lA). During G1, the two centrioles in a pair (the kinetochore; Figure 18) and the spindle poles. 

separate. and during S phase, a daughter centriole begins to grow at Astral fibers form around each centrosome and extend to the 

the base of each mother centriole until it is fully formed during G2• periphery of the cell. 
The two centriole pairs remain dose together in a single centrosomal 

(A) 	 (8) Ie) spindle pole 

y-tubulin nng complex
cenl~osome +V - \ '// 

metaphase 
plate "\ \.? . \+ \ ,

kinetochore 

- - t--- microtubules 
 1\kinetochore.~ --\>",",rIOle'l ~+_+ 

+ 

microtuhules 


kinetochore ..
microtubule / . ,\, 

Flgvr.1 (A) Centrosome structure. (B) Kinetochore-centromere association. polar ..,!. ~ astral 
(e) Mitotic spindle structure. 	 microtubule spindle pole microtubule 
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anaphase, the kinetochore micro tubules pull the previously paired sister chro
matids toward opposite poles of the spindle. Kinetochores at the centromeres 
control assembly and disassembly of the attached microtubules, which drives 
chromosome movement. 

In the budding yeast Saccharomyces cerevisiae, the sequences that specify 
centromere function are very short, as are other functional chromosomal ele
ments (FIgUTe 2.(0). The centromere element (CEN) is about 120 bp long and 
contains three principal sequence elements, of which the central one, CDE ll, is 
particularly important for attaching microtubules to the kinetochore. A centro
meric CEN fragment derived from one S. cerevisiae chromosome can replace the 
centromere of another yeast chromosome with no apparent consequence. 

S. cerevisiae centromeres are highJy unusual because they are very small and 
the DNA sequences specify the sites of centromere assembly. They do not have 
counterparts in the centromeres of the fission yeast Schizosaccharomyces pombe 
or in those of multicellular animals. Centromere size has increased during 
eukaryote evolution and, in complex organisms, centromeric DNA is dominated 
by repeated sequences that evolve rapidly and are species-specific. The relatively 
rapid evolution of centromeric DNA and associated proteins might contribute to 
the reproductive isol ation of emerging species. 

Although centromeric DNA shows remarkable sequen'\ heterogeneity 
across eukaryotes, centromeres are universally marked by the presence of a 
centromere-specific variant of h istone H3, generically known as CenH3 (the 
human form of CenH3 is named CENP-A). At centro meres, CenH3/CENP-A 
replaces the normal histone H3 and is essential for attachment to spindle micro
tubules. Depending on centromere organization. different numbers of spindle 
microtubules can be attached (FIgure 2.1 I). 

Mammalian centromeres are particularly complex. They often extend over 
several megabases and contain some chromosome-specific as well as repetitive 
DNA. A major component of human centromeric DNA ~satellite DNA, whose 
structure is based on tandem repeats of a 171 bp monomer. Adjacent repeat units 
can show minor variations in sequence, and occasional tandem amplification of 
a sequence of several slightly different neighboring repeats results in a higher
order repeat organization. This type of a -satellite DNA is characteristic of cen
tromeres and is marked by 17 bp recognition sites for the centromere-binding 
protein CENP-B. 

Unlike the very small discrete centromeres of S. cerevisine, the much larger 
centromeres of other eukaryotes are not dependent on sequence organization 
alone. Neither specific DNA sequences (e.g. a-satellite DNA) nor the DNA
binding protein CENP-B are essential or sufficient to dictate the assembly of a 
functi onal mammalian centromere. Poorly understood DNA characteristics 
specify a chromatin conformation that somehow. by means of sequence
independent mechanisms, controls the formation and maintenance of a func
tional centromere. 

Replication of a mammalian chromosome involves the flexible use 
of mUltiple replication origins 

For a chromosome to be copied, an origin of replication is needed. This is a cis
acting DNA sequence to which protein factors bind in preparation for initiating 
DNA replication. Eukaryotic origins of replication have been studied most com
prehensively in yeast, in which a genetic assay can be used to test whether frag
ments of yeast DNA can promote autonomous replication. 

In the yeast assay, test fragments are stitched into bacterial plasmids, together 
with a particular yeast gene that is essential for yeast cell growth. The hybrid plas
mids are then used to transform a mutant yeast lacking this essential gene. 
Transfonnants that can form colonies (and have therefore undergone DNA repli
cation) are selected. Because the bacterial origin of replication on the plasmid 
does not function in yeast cells, the identified colonies must be cells in which the 
yeast DNA in the hybrid plasmid possesses an autonomously replicating 
sequence (ARS) element. 

Yeast ARS elements are functionally equivalent to origins of replication and 
are thought to derive from authentic replication origins. They are only about 

centromere 

i TCACATGAT 80-90 bp !TGAmCCGAA1 
1~A",Gc: >c'9,",,0%J~.+T !ACTAAAGGcn ITG",r"Ac,"r",ALCC ) 

CDE 1 COE 11 CDE 111 

telomere 

tandem repeats based 00 the general formula 
(TG)1_3 TG2-3 
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-50 bp 
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'::: . " 7 u 

imperfecl copies 
core element of core element 

Figure 2.10 In S. cerevi5loe, chromosome 
function is uniquely dependent on 
short defined DNA sequence elements. 
S. cerevisioe centromeres are very short 
(often 100- 11 0 bp) and, unusually for 
eukaryotic centromeres, are composed of 
defined sequence elements. There are three 
contiguous centromere DNA elements 
«DEs), of which CDE II and COE III are the 
most important functiOnally. Telomeres 
are composed of tandem TG-rich repeats. 
Autonomous replicating sequences are 
defined by short AT-rich sequences. The 
three types of short sequence can be 
combined with foreign DNA to make an 
artificial ch romosome in yeast cells. 
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50 bp long and consist of an AT-rich region with a conserved II bp sequence plus 
some imperfect copies of this sequence (see Figure 2.10). An ARS encodes bind
ing sites for both a transcription factor and a multiprotein origin of replication 
complex (ORC). 

In mammalian cells, the absence ofa genetic assay has made it more difficult 
to define origins of DNA replication, but DNA is replicated at multiple initiation 
sites along each chromosome. Reported hwnan replication origins are often sev
eral kilobases long, and their ORC-binding sites seem to be less specific than 
those in yeast. Unlike in yeast, mammalian artificial chromosomes seem not to 
require specific ARS sequences. Instead, the speed at which the replication fork 
moves in mammalian cells seems to determine the spacing between the regions 
to which chromatin loops are anchored, and this spacing in turn controls the 
choice of sites at which DNA replication is initiated. 

Telomeres have specialized structures to preserve the ends of 
linear chromosomes 
Telomeres are specialized heterochromatic DNA-protein complexes at the ends 
of linear eukaryotic chromosomes. As in centromeres, the nucleosomes around 
which telomeric DNA is coiled contain modified histones that promote the for
mation of COI)stitutive heterochromatin. 

Telomere structure, function, and evolution 
TelomericDNA sequences are almost always composed of moderately long arrays 
of short tandem repeats that, unlike centromeric DNA, have generally been well 
conserved during evolution. In all vertebrates that have been examined, th e 
repeating sequence is the hexanucleotide TTAGGG (Table 2.2). The repeats are 
G-rich on one of the DNA strands (the G-strand) and C-rich on the complemen 
tary strand. On the centromeric side of the human telomeric TTAGGG repea ts are 
a further 100-300 kb of telomere-associated repeat sequences (.I'Igure 2..I2AJ. 
These have not been conserved during evolution, and their function is not yet 
understood. ~ 

The (TTAGGG)" array of a human telomere often spans about 10-15 kb (see 
Figure 2.12A). A very large protein complex (called shelterin, or the telosome) 
contains several components that recognize and bind to telomeric DNA. Of these 
components. two telomere repeat binding factors (TRFl and TRF2) bind to 
double-stranded TTAGGG sequences. 

As a result of natu«ifdifficulty in replicating the lagging DNA strand at the 
e;\treme end of a telomere (discussed in the next section), the G- rich strand has a 
Single-stranded overhang at its 3' end that is typically 150-200 nucleotides long 
(see Figure 2.12AJ. This can fold back and form base pairs with the other, C-rich, 
strand to form a telomeric loop known as theT-loop (Figure 2.12B, C). 

Flgur. 2.11 Differences in eukaryotic centromere organization. In all 
eukaryotic centromeres a centromere-specific variant of histone H3 (generically 
called CenH3) is implicated in microtubule binding. However, the extent to which 
the centromere extends across the DNA of a chromosome and the number of 
microtubules involved can vary enormously. (Al The budding yeast S. cerevisiae 
has the simplest form of centromere organization, a point centromere, with just 
125 bp of DNA wrapped around a single nucleosome; each kinetochore makes 
only one stable microtubule attachment during metaphase. (B) In the fi ssion 
yeast 5. pombe, centromeres have multiple microtubule attachments clustered in 
a region occupying 35-110 kb of DNA (the average chromosome has more than 
4 Mb of DNA). The microtubule attachment sites are clustered in a non-repetitive 
<ore sequence which is flanked by different t ypes of repeat sequence (IMR, 
innermost; OTR. outermost). (C) Human centromeres have multiple microtubule 
attachment sites and are clustered over regions of up to 4 Mb of DNA. Higher-order 

(A) 	 S. cerevis/ae pOint 
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euchrOmatin e--- CenH3 
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~~ [
••• 

OTR IMR core IMR , OTR 

cent/al domain 

40-100 k.b 
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, - , 
i i .I ' :11 I :~ t]'9.I']·r· It t III ~
~~~
 
••• CiGC 

lype II type I type II 
Cl-saleilites a-satellites a.-satellites 

l J 
0.1--4 Mb 

(0) C. elegans 
diffuse centromere 

a-satellite DNA repeats are prominent at the centromeres. ln addition to binding 
to nu(leosomes containing a CenH3 protein, CENP-A. they also have binding sites 
for the CENP-B protein. (D) In some eukaryote species, such as the nematode ~ ~~~~ ~ Coenorhabdiliselegons. the centromere is very diffuse: kinetochores that bind 
spindle microtubules are distributed across the whole length of the chromosome, 
and the chromosomes are said to be holocentric. IAdapted from Vagnarelli P, Ribeiro ••••••c:o~ •• 
SA & Earnshaw WC (2008) FE85 Lett. 582, 1950-1959. With permission from Elsevier.} telomere telomere 
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TABLE 2.2 EVOLUTIONARY CONSERVATION OF TELOMERIC REPEAT SEQUENCES 

Occurrence Consensus telomere repeat sequenceill 

Saccharomyces cerevisiaf TG l _3 

Schizosaccharomyces pombe 

Neurospora Classa TTAGGG 

Paramecium TTGGGG 

Trypanosoma TAGGGG 

Chlamydomonas TTTTAGGG 

ArabidopsiS TTTAGGG 

Nematodes HAGGe 

Vertebrates TTAGGG 

"In the direction toward the end of the chromosome. Note: although telomere function is conserved 
throughout eukaryotes and telomeric repeat sequences are generally strongly conserved, the 
telomeres of arthropods, such as Drosophila, are radically different in structure, being composed 
of long DNA repeats that are unrelated to the TG-rich oligonucleotide repeats found in other 
eukaryotes. 

The T·loop probably represents a conserved mechanism for protecting chro
mosome ends. If a telomere is lost after chromosome breakage, the resulting 
chromosome end is unstable; it tends to fuse with the ends of other broken chro
mosomes, or to be involved in recombination events, or to be degraded. Telomere
binding proteins, notably the telosome component pon, bind to single-strarrifed 
TTAGGG repeats and can protect the terminal DNA in vitro and perhaps also in 
v':vo. 

Telomerase and the chromosome end-replication problem 

During DNA synthesis the DNA polymerase extends the growing DNA chains in 

the 5'...,3' direction. One of the new DNA strands, the leading strand, grows in the 

5'...,3' direction of DNA synthesis, but rhe other strand, the lagging strand, is syn

thesized in pieces (Okazaki fragments) because it must grow in a direction oppo

site to that of the 5'...,3' direction of DNA synthesis. A succession of 'backstitch

ing' syntheses are required to produce a series of DNA fragments whose ends are 

then sealed by DNA ligase (see Figure 1.11). 


(Al 100-300 kb ,O- l5kb 

te lomere-associated repeat sequences 

-2000 repeats - 30 repeats 

(B) (C) ....---."..,,.,..-,.,'r'I' 

~m 

Figure 2.11 At telomeres, highly 
conserved oligonucleotide repeats are 
bound by specialized proteins to form 
a protective loop. (A) Telomere structure. 
The DNA at the very ends of human 
chromosomes is defined by a tandem 
array of roughly 1700-2500 copiesof the 
hexanucleotide TTAGGG (which is conserved 
in vertebrates; see Table 2.2). The G-rich 
strand, however, protrudes at the terminus 
to form a single-stranded region composed 
of a bout 30 TTAGGG repeats. The array of 
distinctive conserved short repeats is bound 
by the shelterin (or telosome) complex (not 
shown, for simplicity; two of its subunits, 
the telomere repeat binding factor5 TRFl 
and TRF2, bind directly to double-stranded 
regions, whereas pon can bind to the 
single-stranded repeats) . like centromeric 
DNA, telomeric DNA has modified histones 
that act as signalsfor forming constitutive 
heterochromatin. (8) T-Ioop formation. The 
single-stranded terminus of [he G-rich 
strand can loop back and invade the 
double-stranded region by base-pairing with 
the complementary C-rich strand sequence. 
The resulting T-Ioop is thought to protect 
the telomere DNA from natural cellular 
mechanisms that repair double-stranded 
DNA breaks. (el Electron micrograph 
showing the formation of a roughly 15 kb 
T-Ioop at th e end of an interphase human 
ch romosome (after fixing, deproteination, 
and artiflcal thickening to assist viewing) . 
[From Griffith JO, Comeau L, Rosenfield 5 et 
al. (1999) CeJJ97, 503-5 14 .With permission 
from Elsevier.} 
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Unlike RNA polymerases, DNA polymerases absolutely require a free 3' OH 
group from a double-stranded nucleic acid from which to extend synthesis. This 
is achieved by employing an RNA polymerase to synthesize a complementary 
RNA primer that primes the synthesis of each of the DNA fragments used to make 
the lagging strand. In these cases the RNA primer requires the presence of some 
DNA ahead ofthe sequence to be copied, to serve as its template. However, at the 
extreme end of a linear DNA molecule, there can never be such a template, and a 
different mechanism is required to solve the problem of completing replication 
at the ends of a linear DNA molecule. 

A solution to the end-replication problem is provided by a specialized reverse 
transcriptase (RNA-dependent DNA polymerase) that completes leading-strand 
synthesis. Telomerase is a ribonucleoprotein enzyme whose polymerase func
tion is criticaliy dependent on an RNA subunit, TERC (telomerase RNA compo
nent), and a protein subunit, TERT (telomerase reverse transcriptase). At the 5' 
end ofvertebrate TERC RNA is a hexanucleotide sequence that is complementary 
to the telomere repeat sequence (Figure 2.13). It will act as a template to prime 
the extended DNA synthesis oftelomeric DNA sequences on the leading strand. 
Further extension of the leading strand provides the necessary template for DNA 
polymerase to complete the synthesis of the lagging strand. 

In humans, telomere length is known to be highly variable, and telomerase 
activity is largely absent from adult cells except for certain cells in highly prolif
erative hssues such as the germ line, blood, skin, and intestine. In cells that lack 
telomerase, the extreme ends of telomeric DNA do not get replicated at S phase 
and their telomeres shorten progressively. Telomere shortening is effectively a 
way of counting cell divisions and has been related to cell senescence and aging. 
Cancer cells find ways of activating telomerase, leading to uncontrolled 
replication. 

2.4 STUDYING HUMAN CHROMOSOMES 
Human chromosomes have been analyzed for research and diagnostic purposes 

J"r many decades. A succession of technological advances has permitted chro
mosome analyses with ever~increasing resolution and structural discrimination. 
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FIgure 2.11 Telomere DNA replication. 
The example shows the situation for 
human telomeres; as in other verteb rates, 
telomeric DNA consists ofTIAGGG repeats 
(Figure 2.12). The 3' end of the parental 
DNA is extended by DNA synthesis using 
the RNA component of telomerase as a 
template. The human telomerase RNA 
component hasan almost perfect tandem 
repeat ((UAACC.Q!A..ACG) near its 5' end 
that contains a complementary template 
sequence for guiding the syntheSis of 
additional telomeric hexanucteotide 
sequences at the terminal end. Recently 
synthesized hexanucleotide repeatsare 
shown in an open box, and the most recently 
synthesized repeats are shown in orange 
shading; here, the array is suggested to be 
extended by tandem copies of a GGTIAG 
hexanucleotide, but vertebrate telomere 
repeats can equally be represented by 
(GGTTAG )n as by (TIAGGG)n. By extending 
the leading strand in this way, telomerase 
provides a template fOr the lagging 
strand to be extended (by a standard 
DNA-dependent DNA polymerase). 
Eventually. after the telomerase has finished 
adding hexanucleotide repeats, the lagging 
strand cannot be extended to the extreme 
5' end, leaving the G-rich strand with an 
overhanging 3' end close to 200 nuc\eotides 
long (as shown in Figure 2.12). 
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Chromosome analysis is easier for mitosis than meiosis 
Analysis of chromosomes (cytogenetics) normally requires the viewing of divid
ing cells, but obtaining these directly from the human body can be difficult. Bone 
marrow js a possible source, but it is more convenient to obtain non-dividing 
cells and then propagate them in cell culture under laboratory conditions. 
Circulating blood cells and skin fibroblasts are the most commonly used so urces 
of human cells for cytogenetic analyses. People rarely mind giving a small blood 
sample, and the T lymphocytes in blood can be easily induced to divide by treat
ment with lectins (such as phytohemagglutinin). Alternatively, fibroblasts are 
cultured from skin biopsies. In addition, prenatal diagnosis routinely involves 
chromosome analyses on fetal cells shed into the amniotic fluid or removed from 
chorionic villi. 

Although chromosomes were described accurately in some organisms as 
early as the 1880s, for many decades all anempts to prepare spreads of human 
chromosomes produced a tangle that defied analysis. To obtain analyzable chro
mosome spreads, the cells were grown in liquid suspension and then treated with 
hypotonic saline to make them swell. This allowed the first good -quality prepara
tions to be made in 1956. White blood cells are put into a rich culture medium 
laced with phytohemagglutinin and allowed to grow fo r 48-72 hours, by which 
time they should be dividing freely. Nevertheless, because M phase occupies only 
a small part of the cell cycle, few cells will be actually dividing at anyone time. 

The proportion of cells in mitosis (the mitotic index) can be increased by 
treating the culture with a spindle-disrupting agent, such as colcemid. Cells enter 
metaphase but are then unab le to progress through the rest of M phase, so they 
accumulate at the metaphase stage of mitosis. 

Chromosomes from a slightly earlier stage of M phase (prometaphase) are 
less contracted and show more detail, making analysis easier. To obtain substan
tial cell numbers, the cells are synchronized by temporarily preventing them 
from progressing through the cell cycle. Often this is achieved by adding excess 
thymidine (to provoke a decrease in dCTP concentration, causing DNA synthesis 
to slow down so that cells remain in S phase). When the thymidine effect is / 
removed, the cells progress through the cycle synchronously. After release from 
arrest in S phase, by trial and error an optimal time can be determined when a 
good proportion of cells are in the desired prometaphase stage. 

Meiosis can be studied only in testicular or ovarian samples. Female meiosis 
is especially difficult to study, because it is active only in fetal ovaries, whereas 
male meiosis can be studied in a testicular biopsy from any post-pubertal male 
who is willing to give one. The results of meiosis can be studied by analyzing 
chromosomes from sperm, although the methodology for this is cumbersome. 
Meiotic analysis is used for some investigations of male infertility. 

Chromosomes are identified by size and staining pattern 
Until the 1970s, human chromosomes were identified on the basis of their size 
and the position of the centromeres. This allowed chromosomes to be classified 
into groups (Table 2.3) but not unambiguously identified. 

Chromosome banding 
The introduction of techniques that revealed chromosome banding panerns 
allowed each chromosome to be identified and permitted more accurate defini
tion of chromosomal abnormalities. The banding techniques require the chro
mosomes to undergo denaturation or enzyme digestion, followed by exposure to 
a DNA-specific dye. The procedures produce alternating light and dark bands in 
mitotic chromosomes (Figure 2.14 and Figure 2.15). Features of some banding 
techniques follow. 

G-banding-the chromosomes are subjected to controlled digestion with 
trypsin before being stained with Giemsa, a DNA-binding chemical dye. 
Positively staining dark bands are known as G bands. Pale bands are G 
negative. 
Q-banding- the chromosomes are stained with a fluorescent dye that binds 
preferentially to AT·rich DNA, notably quinacrine, DAPl (4', 6·rJiarnidino-2
phenylindo]e), or Hoechst 33258, and viewed by ultraviolet fluorescence. 
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TABLE 2.3 HUMAN CHROMOSOME GROUPS 

Group Chromosomes i Descripti on 

A 1- 3 largest; 1 and 3 are metace ntricb but 2 is su bmetacentriC< 

B 4.5 large; submetacentric w ith two arms very different in size 

6-11, X of medium size; submetacentric C 

D 13- 15 of medium size; acrocentricd with satell ites€' 

E 16-1 8 small; 16 is metacentric bu t 17 and 18 are submetacentric 

F 19,20 small; metacentric 

G 21.22. Y small; acrocentric, w it h satellites on 21 and 22 but not an Y BOX 2.2 HUMAN CHROMOSOME 
NOMENCLATUREaAutosomes are numbered from largest 10 smallest, except that chromosome 21 is sli ghtly sma ller 

than chromosome 22. bA rnetacenrric chromosome has its centromere at or near the middle. 
The International System for Human 

cA submetacentric chromoso me has its cent rome re placed 50 that the two arms are of c learly 
Cytogenetic Nomenclature (ISCN) is 

unequal length. dAn acrocentric chromosome has its centromere at or near one end. eA satell ite, 
fixed by the Standing Committee on 

in this context, is a small segment separated by a non-centromeric constriction from the rest of a 
Human Cytogenetic Nomenclature that 

chromosome; these occur on the short arms of most ac rocentric human chromosomes. 
i5sues detailed nomenclature reports, 
most recently in 2005 (see Fur ther 
Read ing). The basic terminology for 
banded chromosomes was decided at 
a meet ing in Paris in 1971, and i ~ often 

Fluorescing bands are called Q bands and mark the same chromosomal seg· 
ments as G bands. 

/ 
 referred to as the Paris nom enclature. 

R-banding-this is essential ly the reverse of the G-banding pattern. The Short arm locations are labeled 
chromosomes are heat·denatured in sal ine before being s tained with Giemsa. p (petit) and long arms q (queue). 
The heat treatment denatures AT· rich DNA, and R bands are Qnegative. The Each ch romosome arm is di vided into 
same pattern can be produced by binding GC-specifi c dyes such as chromo· regions labeled p 1, p2, p3, etc., and ql, 

mycin A" olivomycin, Or mithramycin. q2, q3, etc., counting outward from t he 
centromere. Regions are delimited by T- banding- ideriti fie s a subset of the R bands that are especially concen· 
spec ifi c landmarks, which are consistent 

trated close to the tel orne res. The T bands are the most intensely staining of and disti nct morphological fea tures, 
the R bands and are revealed by using either a particularly severe heat treat· such as t he ends of the chromosome 
ment ofthe chromosomes before they are stained with Giemsa. or a combina· arms, the centromere, and certain 
tion of standard dyes an d fluorescent dyes. bands. Regions are divided into bands 

labeled p11 (one-one, not eleven!), e-handing-this is th ought to demonstrate constitutive heterochromatin, 
p 12, P 13, etc., sub-bands labeled p I I . I . mainly at the centromeres. The chromosomes are typically exposed to dena· 
pl 1.2. etc., and sub-sub-bands, for turation with a saturated so lution of barium hydroxide, before Giemsa 
example p ll .21 , p ll .22, in each case

st aining. counting outward from the centromere 
Banding patterns correlate with functional elements of chromosome struc· (see Figure 2. 14 and also the inside back 

ture. The DNA of G bands replicates late in S phase and is relatively condensed, cover of this book where ideograms are 

whereas the DNA of R bands (which are G negative) generally replicates early in S shown for all human chromosomes). 

Relative distance from the phase and is less condensed. G·band DNA contains relatively few genes and is 
cent romere is descri bed by the word s less active transcriptionally. Al though the AT content of human G-band DNA is 
proximal and distal. Thus, proximal Xqonly slightly higher than that of R·band DNA, individual G bands consistently 
means the segment o f the long arm of have lower GC content than their immediate fl anking sequences. This may cor· 
the X that is closest to the centromere, 

relate with how the DNA becomes organized as it condenses. and distal 2p means the panion of 
Banding resolution can be increased by using more elongated chromosomes, the short arm of chromosome 2 tha t is 

at or before prometaphase rather than metaphase. High-resolution procedures most distant from the centromere, and 
for human chromosomes can identify 400. 550, or 850 bands (see Figures 2.1 4 therefore d osest to the telomere. 

and 2.15; see the inside back cover of this book for an ideogram for all human When comparing human 

chromosomes). Analysis of bandi ng patterns can also be used to investigate chromosomes w ith those of another 
species, the convention is to use the chromosomal abnormalities involving miss ing and mispositioned genetic 
fi rst letter of the genus name and the material. 
first two letters of the species name, for 

Reporting of cytogenetic analyses exa mple: 
HSA1 8: human chromosome 18 

A minimal cytogenetic analysis report provides a text-only statement that always (Homo sapiem)
gives the to tal number of chromosomes and the sex chromosome constitution (a PTR 1 0: chimp chromosome 10 
karyotype). The normal karyotypes for human females and males are 46,XX and (Pan troglodytes) 
46XY, respectively. When there is a chromosomal abnormality, the katyotype MMU6: mouse chromosome 6 

elsa describes the type of abnormality and the chromosome bands or sub -bands (Mus musculus) 


affected (Box 2.2). 
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(A) (B) (C) 

Q21.1 

Q21.2 

Q21.3 ./ 

More informative cytogenetic reports also show the banding structures of 
individual chromosomes. A karyogram is a graphical representation of an indi
vidual's full set of mitotic chromosomes displayed as homologous pairs (see 
Figure 2.15); confusingly, this is also often loosely called a karyotype. Karyograms 
used to be prepared by cutting up a photograph of metaphase chromosomes that 
had been spread out on a microscope slide (a chromosom.e spread) and matching 
up homologous chromosomes; now image analysis software is used instead. 

As will be described in the next section, molecular cytogenetic analyses are 
now also widely used, particularly in analyzing the chromosomes of tumor cells. 

Molecular cytogenetics locates specific DNA sequences on 
chromosomes 

Chromosome banding techniques allow analysis of the gross strucnual organiza
tion of chromosomes, with a resolution of several megabases. For higher
resolution analyses, specific DNA sequences within chromosomes need to be 
detected. 

To detect a desired DNA sequence (the target DNA sequence), a complemen
tary oligonucleotide or short nucleic acid sequence is first labeled in some way to 
generate an oligonucleotide or nucleic acid probe. The longer the probe, the 
more specific is its binding. Oligonucleotide probes are often 15-50 nucleotides 
long and are chemically synthesized. Nucleic acid probes often range in size from 
several hundred nucleotides to a few kilobases long and are often purified frag
ments of genomic DNA or DNA copies of RNA transcripts. 

1 3 

f 
? 

t
10 11 12 

) 
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13 14 15 16 lB 
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Flgu.r. 2.14 Different chromosome 
banding resolutions can resolve bands, 
sub~bands, and sub-sub-bands. G-banding 
patterns for human chromosome 4 (with 
accompanying ideogram at the right) are 
shown at increasing levels of resolution .The 
levels correspond approximately to 
IA) 400, (6) 550, and Ie) B50 bands per 
haploid set, al lowing the visual subdivision 
of bands into sub-bands and sub-sub
bandSas the resolution increases. (Adapted 
from Cross &Wolstenholme (2001). Human 
Cytogenetics: Constitutional Analysis, 3rd ed, 
(DE Rooney, ed.). With permission of Oxford 
University Press.] 

\ 


Flgur .. l ..15 Prometaphase mitotic 
chromosomes from lymphocytes of a 
normal human male. The karyogram shows 
high-resolution G-banding (between 
550 and 850 bands per haploid set). 
Compare with the idealized ideograms in 
the inside back cover page of this book. 
[From Cross &Wolstenholme (2001). HUman 
Cytogenetics: Constitutional Analysis, 3rd ed. 
(DE Rooney, ed.). Wi[h permission of Oxford 
UniverSity Press.) 
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If initially double-stranded, the labeled probe is made single-stranded and 
then added to a chromosome preparation or to cells that are treated in such a 
way so as to make the chromosomal DNA single-stranded (denaturation). The 
aim is to allow single-stranded probe sequences to bind specifically by hydrogen 
bonding to complementary single-stranded target DNA sequences within chro
mosomes (molecular hybridization). During this procedure the chromosomes 
are immobilized in some way, either within a cell-free chromosome preparation, 
or within a cell preparation. 

Chromosome fluorescence in situ hybridization (FISH) 
In standard chromosome ill situ hybridization, a labeled probe is hybridized to 
denarured chromosomal DNA present in an air-dried microscope slide prepara
tion of metaphase chromosomes. Modern methods use a fluorescence labeling 
system so that ultimately a f1uorophore (fluorescent dye) becomes bound to the 
target DNA sequence, enabling it to be efficiently tracked by fluorescence mi
croscopy. The probe can be labeled directly by incorporating a fluorescently 
labeled nucleotide precursor. Alternatively, a nucleotide containing a reporter 
molecule (such as biotin or digoxigenin) is incorporated into the DNA after which 
it can be specifically bound by a fluorescently labeled affillity molecule that binds 
strongly and specifically to the reporter molecule. 

In conventional chromosome FISH, homogeneous DNA probes are hybrid
ized to fixed metaphase or prometaphase chromosome spreads on a glass slide. 
Hybridization ofthe probe to the DNA being investigated is often marked as dou
ble spots, indicating that the labeled probe has bound to both sister chromatids 
(Hgure 2.16A and Figure:U 7A). By using sophisticated image-processing equip
ment and reporter-binding molecules carrying different fluorescent dyes, several 
DNA probes can be hybridized simultaneously so that the location of specific 
sequences can be identified in relation to each other. 

The maximum resolution of metaphase FISH is several megabases, but the 
use of the more extended prometaphase chromosomes can permit 1 Mb resolu
tion. Variations of the standard method involve artificial stretching of DNA or 
chromatin fibers (fiber FISH) so that the resolution can be increased to the kilo
baseleve!. 

Interphase FISH also offers high-resolution chromosome FISH because dur
ing interphase the chromosomes are naturally much less condensed than during 
metaphase. In this technique the probes hybridize to target chromosomal DNA 
within cellular Or nuclear preparations that are treated with digestive enzymes to 
permit probe access-see Figure 2.17B for an application. Interphase FISH can 
be performed on fresh or frozen samples or on material that has been preserved 
in paraffin blocks. 

Chromosome painting and molecular karyotyping 
In chromosome painting, a special application of chromosome FISH, the probe 
is a cocktail of multiple different DNA fragments that derive from many different 

(A) standard chromosome FISH (8) chromosome painting 

chromosome p reparation 
on microscope slide complex mixture of many different 

single type of purified types of DNA fragment from
DNA fragment one rype of chromosome 

,3be,in9 and labeling and 
denaturation denaturation

l~e~ature DNA 
rnsrtu1 1 


homogeneous --------.....1 ( netl!rogenC!O\lS DNA. p robe 
ONA probr ~ (chrommome palmI-


allow to anneal, 
expose to UV and 
visualize fluorescence 

" Jsingle probe bound 
chromosome paint bound 

Figure 2~16 Basis of the chromosome FISH 
and chromosome painting methods. Both 
methods are used on interphase chromosomes 
as well as the metaphase chromosomes 
illustrated here, where chromosome spreads 
are prepared and fixed on a microscope 
slide and the DNA is denatured in situ, (A) In 
standard chromosome FISH, homogeneous 
DNA probes are usually used to hybridize to 
a single type of chromosomal DNA sequence, 
Individual probes are labeled with a speCific 
fluorophore and each probe has the possibility 
of hybridizing to two sister chromatids to 
give a double signal. Practical applications 
of chromosome FISH used in metaphase and 
interphase chromosomes are shown in Figures 
2. 17A and 2.17B, respectively. (B) Chromosome 
painting uses a heterogeneous collection of 
labeled DNA probes that derive originally 
from multiple regions of a defined type of 
chromosome. The fragments in the probe 
cocktail are simultaneously labeled with a 
single type of fluorophore and will hybridize 
to multiple regions of a single chromosome, 
giving an aggregate fluorescent signal that 
spans an entire chromosome. Figures 2.18 and 
2.9 show practical applications of painting 
metaphase and interphase chromosomes, 
respectively. 
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locations in a single type of chromosome (Figure 2.168). The resulting aggregate 
hybridization signal typically spans a whole chromosome, causing it to 
flu oresce. 

Figure 2.9 shows an example of chromosome painting in interphase nuclei, 
but most chromosome painting is performed on metaphase chromosomes. It is 
widely employed in investigating or defining abnormal chromosome rearrange
ments in clinical and cancer cytogenetics (Figure 2.18). and is particularly help
ful with preparations from tumors, which are often of poor quality. 

Chromosome painting was initially limited by the small number of differently 
colored flu orophores available. Now multiple targets can be detected simulta
neously, by USing different probes, each labeled with its own fluorophore, or by 
employing different halancesof particular fluorophores. Analysis ofthe resulting 
color mixtures requires auto mated digital-image analysis, in which particular 
combinations offluorophores are assigned artificial pseudocoiors. 

One application is genome-wide chromosome painting. Thus, 24 different 
chromosome paints can be used to distingu ish between the 24 different types of 
human chromosome. This multiplex FISH (M-FlSH) method constitutes a form 
of molecular karyotyping that is sometimes called spectral karyotyping (SKY) 
(Figure 2. 19). M-FISH/SKY is val uable in analyzing tumor samples. Complex 
chromosome rearrangements frequently occur in tumors and are generally dif
ficult to interpret by standard karyotyping with G-banding, but the use of 24 
different chromosome paints facilitates interpretation. 

Comparative genome hybridization (CGH) 
Sometimes a form of genome painting is performed with cocktails of DNA frag
ments representing all chromosomes but labeled with a single fluorophore. The 
aim is to compare the genomic DNA of two closely related sources of cellular 
DNA tI,at are suspected to differ, through gain or loss of either subchromosomal 
regions or whole chromosomes. 

In standard comparative genome hybridization (CGH), to tal genomic DNA 
is isolated from two such cellular sources, independently labeled with two 

F1g"re :2 .17 Two-color FISH to detect 
8CR- A8L' rearrangement in chronic 
myeloid leukemia. Most cases of chronic 
myeloid leukemia (CMl) result from a t(9;221 
reciprocal translocation, wi th breakpoints 
that interrupt the ABL I oncogene at 9q34 
and the BCR gene at 22ql1. As a result of the 
CMl translocation, there is one normal copy 
each of chromosomes 9 and 22, carrying 
normal ABL / and BCR alleles, respectively, 
and two derivative chromosomes carrying 
ABL /- 8CR and BCR-ABU fusion genes. The 
figure shows examples of chromosome 
FISH analysis of CMl using (A) metaphase 
FISH and (B) interphase FISH with an ABU 
probe (red signal) and a BCR probe (green 
signal). The normal ABU and 8CR alleles 
give standard red and green signals, 
respectively (with signals from both sister 
chromatids visible for at least ABLI in (A)). 
The panels to the right represent blow-ups 
of the areas in the dashed circles in (A) .The 
white arrows show characteristic signals for 
the fusion genes on the two translocation 
chromosomes (der(9) and der(22)). These 
can be identified because of the very close 
positiOning of the red and green signals, 
with overlapping red and green signals 
appearing orange- yellow. (Courtesy of 
Fiona Harding, NOrthern Genetics Service, 
Newcastle upon Tyne.) 

Figurl! 1.18 Defining chromosome 
rearrangements by chromosome painting. 
By karyotyping a peripheral blood sample, 
an abnormal Xchromosome was identified 
with extra chromosomal material presenc 
on the short arm. Follow-up chromosome 
painting investigations showed that the 
additional material present on the shorr arm 
of the abnormal X chromosome originated 
from chromosome 4, as revealed here with 
a chromosome Xpaint (red signal) and a 
chromosome 4 paint (green signal). The 
background stain for the chromosomes is 
the blue DAPI stain. (Courtesyof Gareth 
Breese. Northern Genetics Service, Newcastle 
upon Tyne.) 
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different fluorophores, and simultaneously hybridized to normal metaphase 
chromosomes. The ratio of the two color signals is then compared along the 
length ofeach chromosome to identify chromosomal or subchromosomal differ 
ences between the two sources. Often a test source, such as a tumor cell's DNA, is 
referenced against a normal control source, to identify regions of the genome 
that have been amplified or lost in the test sample (Figure 2.20). 

As an alternative to standard CGH, variant methods have more recently been 
developed in which the two genomic DNAs to be compared are hybridized to 
large collections of purified DNA fragments representing uniformly spaced 
regions ofthe genome. instead of to metaphase chromosomes. As a spin-off from 
the Human Genome Project, comprehensive sets oflarge purified DNA fragments 
(DNA clones) have been sequenced and ordered into linear maps corresponding 
to each chromosome. In array CGH the target DNA is a collection of such clones. 
typically at a resolution of one clone per megabase, that are deposited in defined 
geometric arrays of microscopic spots on a solid support (a microarray). 

addilion of 
Cot-l DNA 
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wttole-genomic control DNA '- whole-genomic tumor DNA 
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FIgur. 2.19 Molecular karyotyping 
with the SKY procedure. The analyzed 
chromosomes are from a normal human 
male. (A) Metaphase chromosome banding 
by the inverted OPI method, which is 
similar to G-banding but accentuates 
the heterochromatic region of some 
chromosomes (e.g. 1,9, 16, andY). (B) The 
same metaphase as in (A) after hybridization 
with chromosome paints. To obtai n suita ble 
probes, indiVidual human chromosomes 
were first fractionated according to size and 
base composition by flow cytometry, and 
sorted into pools of the same chromosome 
type. DNA was purified and amplified from 
the individual chromosome pools and then 
flu orescently labeled for use as hybridization 
probes. Probes were labeled with at least 

one, and as many as five, fluorophore 
combinations and then pooled and 
hybridized to the metaphase chromosomes. 
Outputs are RGB display colors. «) The 
same metaphase spread, but here digital 
imaging allows the fluorescence outputs 
from the different chromosome paint signals 
in (B) to be assigned artificial pseudocolors. 

The pseudocolors are assigned according 
to threshold wavelength values for 
the detected fluorescence and help to 
distinguish the different chromosomes. 
Arrows indicate the sex chromosomes. (From 
Padilla-Nash HM, Barenboim-S tapleton L, 
Difilippantonio MJ & Ried T (2007) Nature 

Protocols 1, 3129-3142. With permission 
from Macmillan Publishers Ltd.] 

Flgur. 2.20 Comparative genome 
hybridization (CGH) using whole genomic 
DNA probes. CGH begins with the isolation 
of both genomic DNA fro m a tumor sample 
and genomic DNA from an individual who has 
a normal karyotype (the control DNA). Next, 
the two genomes are differen tially labeled; 
for example, the control DNA with the red 
fluorochrome rhodamine, and the tumor 
DNA with the green fluorochrome flu orescein 
isothiocyanate (FITC). Cot-l DNA is a fraction 
of purified DNA that is experimenta ll y 
enriched for highly repetitive DNA. An excess 
of unlabeled human Cot-l DNA is added to 
the labeled probe mixtures to suppress the 
repetitive DNA sequences that are present 
in both genomes (to obtain the desired 
hybridization signals with a minimum of 
background noise). The differentially labeled 
genomes are then combined and hybridized 
to normal metaphase chromosomes. The 
re lative intensities of the green and red 
fluorochromes reflect the actual copy-number 
changes that have occurred in the tumor 
genome. DNA losses and gains are indicated 
by a shift to red and green nuorescence, 
respectively. [From McNeil & Ried (2000) 
Expert Rev. Mol. Med. 14, 1- 14. With permission 
from Cambridge University Press.] 
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As in conventional CGH, the sample being investigated is labeled with one 
fluorescent dye, and the reference DNA is labeled with a different fluorescent 
dye. The two DNA samples are then simultaneously hyb ridized to the microarray. 
Any difference in the number of copies of a particular DNA sequence in the 
unknown sample versus the reference DNA will affect the ratio of the two bound 
flu orescent dyes. Although it is technically demanding both to undertake and to 
analyze the results, array CGH is beginning to be widely developed and used 
because of its considerable diagnostic potential. 

2,5 CHROMOSOME ABNORMALITIES 
Chromosome abnormalities might be defined as changes that produce a visible 
alteration of the chromosomes. How much can be seen depends on the tech
nique used. The smallest loss or gain of material visible by traditional methods 
on standard cytogenetic preparations is about 4 Mb of DNA. However, FISH 
allows much smaller changes to be seen, and the use of molecular cytogenetics 
has removed any clear dividing line between changes described as chromosomal 
abnormalities and changes thought of as molecular or DNA defects. 

An alternative definition of a chromosomal abnormality is an abnormality 
produced by specifically chromosomal mechanisms, such as misrepair of 
broken chromosomes or improper recombination events, or by incorrect segre
gation of chromosomes during mitosis or meiosis. 

Chromosomal abnormalities can be classified into two types according to 
their distribution in cells of the body. A constitutional abnormality is present in 
all cells of the body. Where this occurs, the abnormality must have been present 
very early in development, most probably the result of an abnormal sperm or 
egg, or maybe abnormal fertilization or an abnormal event in the very early 
embryo. 

A somatic (or acquired) abnormality is present in only certain cells or tissues 
of an individual. An individual with a somatic abnormality is said to be a mosaic 
as a result of possessing two populations of cells with different chromosome con
stitutions, each deriving from the same zygote. 

Chromosomal abnormalities, whether constitutional or somatic, mostly 
fall into two categories, according to whether the copy number is altered (numer
ical abnormalities) or their structure is abnormal (structural abnormalities) 
(Table 2.11). 

Numerical chromosomal abnormalities involve gain or 105s of 
complete chromosomes 
Three classes of numerical chromosomal abnormality can be distinguished: 
polyploidy, aneuploidy, and mixoploidy. 

Polyploidy 

Out of all recognized human pregnancies, 1-3% produce a triploid embryo 
(Flgure 2.21'\). The usual cause is two sperm fertilizing a single egg (dispermy), 
but triploidy is sometimes attributable to fertilization involving a diploid gamete. 
Triploids very seldom survive to term, and the condition is not compatible with 
life. Tetraploidy (Figure 2.21B) is much rarer and always lethal. It is usually due to 
failure to complete the first zygotic division: the DNA has replicated to give a 
content of 4Cbut cell divis ion has not then taken place as normal. Although con
stitutional polyploidy is rare and lethal, all normal people have some polyploid 
cells. 

Aneuploidy 
Euploidy means having complete chromosome sets (n, 2n, 311, and so on). 
Aneuploidy is the opposite: one or more individual chromosomes are present in 
an extra copy or are missing. In trisomy there are three copies of a particular 
chromosome in an otherwise diploid ceil; an example is trisomy 21 (47,XX, +21 or 
47,XY,+21) in Down syndrome. In monosomy a chromosome is lacking from an 
otherwise diploid state, as in monosomy X (45,X) in Turner syndrome. Cancer 
cells often show extreme aneuploidy, with multiple chromosomal abnorm
alities. 
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TABLE 2.4 NOMENCLATURE OF CHROMOSOME ABNORMALITIES 

Type of abnormality 

NUMERICAL 

Triploidy 

Trisomy 

Monosomy 

Mosaicism 

STRUCTURAL 

Deletion 

Inversion 

Duplication 

In sertion 

Ring chromosome 

Marker 

Reciprocal 
rrans location 

Robertson ian 
translocation (gives 
rise to one derivative 
chromosome) 

Examples 

69,XXX, 69,XXY, 69,XYY 

47,XX,+21 

45,X 

47,XXX/46,XX 

46,XY,del(41(p16.31 

46,XX,del(Si(q 13q331 

46,XY,inv(11 i(pll pl SI 

46,XX,dup(1i(q22q2SI 

46,XX,ins(21(p13q2 1 q311 

46,XY,r(7i(p22q361 

47,XX,+mar 

46,XX,t(2;6i(q3S;p21.31 

45,XY,der{14;21)(q 1 O;ql 0) 

46,XX,der(14;21 Hq l0;ql 0).+21 

Explanation/notes 

a type of polyploidy 

gain of a chromosome is indicated by + 

a type of aneuploidy; loss of an autosome is indicated by 

a type of mixoploidy 

terminal deletion (breakpoint at 4p16.3) 

interstitial deletion (5q13- q33) 


paracentric inversion (breakpoints on same arm) 


duplication of region spanning 1q22 to 1q2S 


a rearrangement of one copy of chromosome 2 by insertion of segment 2q21-q3 1 intO a 

breakpoint at 2p13 

joining of broken ends at 7p22 and 7q36 

indicates a cell that contains a marker chromosome (an extra unidentified chromosome) 

a balanced reciprocal translocation with breakpoints at 2q35 and 6p21.3 

a balanced camer of a 14;21 Robertsonian translocation. q lOis not really a chromosome 
band, but indicates the centromere; der is used when one chromosome from a translocation 
Is present 

an individual wi th Down syndrome possessing one normal chromosome 14, a Robertsonlan 
translocation 14;21 chromosome, and two normal copies of chromosome 21 

This is a short nomenclature; a more complica ted nomenclature is deli.ned by the ISCN that allows complete description of any chromosome 
abnormality; see Shaffer LG, Tommerup N (eds) (2005) ISCN 2005: An International System for Human Cytogenetic Nomenclature. Karger. 

Aneuploid cells arise through two main mechanisms. One mechanism is 
nondisjunction, in which paired chromosomes fail to separate (disjoin) during 
meiotic anaphase I, or sister chromatids fail to disjoin at either meiosis II or mito 
·s. Nondisjunction during meiosis produces gametes with either 22 or 24 chro 

mosomes, which after fertilization with a normal gamete produce a trisomic 
01 monosomic zygote. No ndisjunction during mitosis produces a mosaic 
individual. 

Anaphase lag is another mechanism that results in aneuploidy_ If a chromo
we or chromatid is delayed in its movement during anaphase and lags behind 

;he others. it may fail to be incorporated into one of the two daughter nuclei. 
Chromosomes that do not enter the nucleus of a daughter cell are eventually 
.egraded. 

Wxoploidy 
\i'(oploidy means having two or more genetically different ceUlineages within 

'lIle individual. The genetically different cell populations usually arise from the 
;;ame zygote (mosaicism). More rarely, they originate from different zygotes 
chimerism); spontaneous chimerism usually arises by the aggregation of 

10% 

Figure 2.::t1 Origins of triploldy and tetra ploidy. (A) Origi'ns of human triploidy. 
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Dispermy is the principal cause, accounting for 66% of cases. Triploidy is also 
caused by diploid gametes that arise by occasional faults in meiosis; fertilization 

n 
of a diplOid ovum and fertilization by a diploid sperm account for 10% and 24% 
of cases, respectively. (8) Tetraploidy involves normal fertilization and fusion of 8 
gametes to give a normal zygote. Subsequently, however, tetraploidy arises by 

endomitosis when DNA replicates without subsequent cell division. 24% 


http:46,XX,t(2;6i(q3S;p21.31
http:46,XY,del(41(p16.31
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fraternal twin zygotes, or immediate descendant cells therefrom, within the early 
embryo. Abnormalities that would otherwise be lethal (such as triploidy) may not 
be lethal in mixoploid individuals. 

Aneuploidy mosalcs are common. For example, mosaicism resulting in a pro
portion of normal cells and a proportion of aneuploid (e.g. trisomic) cells can be 
ascribed to nondisjunction or chromosome lag occurring in one of the mitotic 
divisions of the early embryo (any monosomic cells that are formed usually die 
out). Polyploidy mosaics (e.g. human diploid/triploid mosaics) are occasionally 
found. As gain or loss of a haploid set of chromosomes by mitotic nondisjunction 
is extremely unlikely, human diploid/triploid mosaics most probably arise by 
fusion of the second polar body with one of the cleavage nuclei of a normal dip
loid zygote. 

Clinical consequences 

Having the wrong number of chromosomes has serious, usually lethal, conse
quences (Table 2.5) . Even though the extra chromosome 21 in a person with tri
somy 21 (Down syndrome) is a perfectly normal chromosome, inherited from a 
normal parent, its presence causes multiple abnormalities that are present from 
birth (congenital). Embryos with trisomy 13 or trisomy 18 can also survive to 
term, but both result in severe developmental malformations, respectively Patau 
syndrome and Edwards syndrome. Other autosomal trisomies are not compati
ble with life. Autosomal monosomies have even more catastrophic consequences 
than trisomies, and are invariably lethal at the earliest stages of embryonic life. 

The developmental abnormalities associated with monosomies and trisomies 
must be the consequence of an imbalance in the levels ofgene products encoded 
on different chromosomes. Normal development and function depend on innu
merable interactions between gene products that are often encoded on different 
chromosomes. For at least some of these interactions, balancing the levels of 
gene products encoded by genes on different chromosomes is critically impor
tant; each chromosome probably contains several genes for which the amount of 

TABLE 2.5 CLINICAL CONSEQUENCES OF NUMERICAL CHROMOSOME 
ABNORMALITIES 

Abnormality Clinical consequences 

POLYPLOIDY 

Triploidy (69,XXX or 69,XYV) 1- 3% of all conceptions; almost never born live and do not 
survive long 

ANEUPLOIDY (AUTOSOMES) 

Nullisomy (la cking a pair of lethal at pre-implantation stage 
homologs) 

Mo nosomy (o ne chromosome lethal during embryonic development 
missing) 

Trisomy (one extra usu ally lethal during embryonic or fetalastages, but individuals 
chromosome) with trisomy 13 (Patau syndrome) and trisomy 18 (Edward s 

syndrome) may su rvive to term; those with tri somy 21 
(Down syndrome) may survive beyond age 40 

ANEUPLOIDY (SEX CHROMOSOMES) 

Additional sex chromosomes 	 individuals with 47.XXX. 47,XXY, or 47,XYV all experience 
relatively minor problems and a normal lifespan 

lacking a sex chromosome 	 although 4S.Y is never viable, in 4S,X (Turner syndrome), about 
99% of cases abort spontaneously; survivors are of normal 
intell igence but are infertile and show minor physical diagnostic 
characteristics 

a)n humans, the embryonic period spans fertilization through to the end of the eighth week of 
development. Fetal development then begins and la sts until birth. 
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~_e product made is tightly regulated. Altering the relative numbers of chromo
!iIlDles will affect these interactions, and reducing the gene copy number by 50% 

uld be expected to have more severe consequences than providing three gene 
copies in place of two. 

Having extra sex chromosomes can have far fewer ill effects than having an 
ema autosome. People with 47,XXX or 47,XYY karyotypes often function within 

normal range, and 47,XXY men have relatively minor problems in compari
son wi th people witll any autosomal trisomy. Even monosomy (in 45,X women) 
can have remarkably few major consequences-although 45,Y is always lethal. 

Because normal people can have either one or two X chromosomes, and 
either no or one Y, there must be special mechanisms that allow normal function 

ith variable numbers of sex chromosomes. For the Y chromosome, this is 
DeCauSe the very few genes it carries are very largely focused on determining 
maleness. The mammalian X chromosome is also a special case because 
X·chromosome inactivation in females controls the level of X-encoded gene 
products independently of the number of X chromosomes in the cell. 

It is not obvious why triploidy is lethal in humans and other animals. With 
three copies of every autoso me, the dosage of autosomal genes is balanced and 
>llOuld not cause problems. Triploids are always sterile because triplets of chro
mosomes cannot pair and segregate co rrectly in meiosis, but many triploid plants 
are in all other respects healthy and vigorous. The lethality in animals may be due 
;0 an imbalance between products encoded on the X chromosome and auto
'.Omes, for which X-chromosome inactivation would be unable to compensate. 

variety of structural chromosomal abnormalities result from 
"TIisrepair or recombination errors 

Chromosome breaks occur either as a result of damage to DNA (by radiation or 
rltemicals, for example) or through faults in the recombination process. 
Chromosome breaks occurring during Gz phase affect only one of the two sister 
chromatids and are called chromatid breaks. Breaks arising during G, phase, if 
oot repaired before S phase, become chromosome breaks (affecting both chroma
rids). Cellular enzyme systems recognize and try to repair broken chromosomes. 
:epai rs involve either joining two broken ends together or adding a telomere to a 

broken end. 
During the cell cycle, special mechanisms normally prevent cells with ume

paired chromosome breaks from entering mitosis; however, as long as there are 
!!O free broken ends, cells can move towa rd cell division as required. When cel

lar repair mechanisms encounter unwanted free chromosome ends produced 
~' chromosome breakage, tluee outcomes are possible. First, the damage may be 
",eparable, whereupon the cell is programmed to self-destruct. Alternatively, the 
damage may be correctly repaired, or it may be incorrectly repaired and can 
",slllt in chromsomes with structural abnormalities. 

In addition to faulty DNA repair, errors in recombination also produce struc
mra1 chromosome abnormalities. After homologs pair during meiosis, they are 
",bjected to recombination mechanisms that ensure breakage and re-joining of 
non -sister chromatids. If, however, recombination occurs between mispaired 
'lomologs, the resulting products may have structural abnormalities. 

In addition to meiotic recombination, other natural cellular processes involve 
Ibe breakage and rejoining of DNA. Notably, a form ofrecombination also occurs 
nlnurally in Band T cells in which the cellular DNA undergoes programmed rear
raogements to make antibodies and T cell receptors. Abnormalities in these 
:ecombination processes can also cause structural chromosomal abnormalities 
;,bar may be associated with cancer. 

Structural chromosome abnormalities are often the result of incorrect joining 
iDgether of two broken chromosome ends. If a single chromosome sustains two 

aks, incorrect joining of fragments can result in chromosome material being 
r (deletion), Switched round in the reverse direction (inversion), or included in 

('ircular chromosome (a ring chromosome) (Figure 2.22). Structurally abnor
IDa! chromosomes with a single centromere can be stably propagated through 
";;"[ICcessive rounds of mitosis. However. any re paired chromosome that lacks a 
Cl'Iltromere (acentric) or possesses two centromeres (dicentric) will normally not 

egate stably at mitosis and will eventually be lost. 
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[f two different chromosomes each sustain a single break, incorrect joining of 
the broken ends can result in a movement of chromosome material between 
chromosomes (trans[ocation). A reciprocal translocation is the general term used 
to describe an exchange of fragments between two chromosomes [FIgure 2.23A). 
Ifan acentric fragment from one chromosome is exchanged for an acentricfrag· 
ment from another, the products are stable in mitosis. However, exchange of an 
acentric fragment for a centric fragment results in acentric and dicentric chro
mosomes that are unstable in mitosis. 

A Robertsonian translocation is a specialized type of translocation between 
two of the five types of acrocentric chromosome in humans (chromosomes 13, 
14, 15,21 , and 22). The short arm of each of these chromosomes is very small and 
very similar in DNA content: each contains 1-2 Mb of tandemly repeated rRNA 
genes sandwiched between two blocks of heterochromatic DNA (Figure 2.23B). 
Breaks in the short arms of two different acrocentric chromosomes foUowed by 
exchange of acentric and centric fragments results in acentric and dicentric 
products. 

The acentric chromosome produced by a Robertsonian translocation con· 
tains only highly repetitive noncoding DNA and rRNA genes that are also present 
at high copy number on the other acrocentric human chromosomes. It is lost at 
mitosis without consequence. The other product is an unusual dicentric chro
mosome mat is stable in mitosis. In this case the tvvo centromeres are in close 
proximity (centric fusion) and often function as one large centromere so that the 
chromosome segregates regularly. Nevertbeless, as will be described in the next 
section, such a chromosome may present problems during gametogenesis. 

More complex translocations can involve multiple chromosome breakages. 
Insertions typicaUy require at least three breaks-often a fragment liberated by 
two breaks in one chromosome arm inserts into another break that may be 
located in another region of the same chromosome or another chromosome. 

An additional rare class of structural abnormality can arise from recombina· 
tion after an aberrant chromosome division. The product is a symmetrical 
isochromosome consisting of either two long arms or two short arms of a par
ticular chromosome. Human isochromosomes are rare except for i(Xq) and also 
i(21q) , an occasional contributor to Down syndrome. 

Flgu ... 2.l1 Stable outcomes after 
incorrect repair of two breaks on a 
single chromosome. (A) Incorrect repa ir 
of two breaks (green arrows) occurring 
in the same chromosome arm can 
involve loss of the central fragment (here 
containing hypothetical regions e and f) 
and re-joining of the termin al fragments 
(deletion), or inversion of the central 
fragment through 180"and rejoining of 
the ends to the terminal fragments (called 
a paracentric inversion because it does 
not involve the centromere). (9) When 
two breaks occur on different arms of the 
same chromosome. the central fragment 
(encompassing hypothetical regions b to f 
in this example) may invert and re-join the 
terminal fragments (pericentric inversion). 
Alternatively, because the central fragment 
contains acentromere, the two ends can be 
joined to form a stable ring chromosome, 
wh ile the acentric distal fragments are lost 
Like other repaired chromosomes that retain 
a centromere, ring chromosomes can be 
stably propagated to daughter cells. 
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Figure 2.23: Reciprocal and Robertsonian translocations. (Al Reciprocal translocation. The 
derivative chromosomes are stable in mitosis when one acentric fragment is exchanged for another; 
when a centric fragment is exchanged for an acentric fragment, unstable acentric and dicentri, 
chromosomes are produced. (B) Robertsonian translocation. This is a highly specialized reciprocal 

translocation in which exchange of centric and acentric fragments produces a dicenuic chromosome 
that is nevertheless stable in mitosis, plus an acentric chromosome that is lost in mitosis w ithout any 
effect on the phenotype. It occurs exclusively aher breaks in the shott arms of the human acrocentric 
chromosomes 13, 14, 15, 21, and 22, As illustrated on the right, the short arm of the acrocentric 
chromosomes consists of three regions: a proximal heterochromatic region (composed of highly 
repetitive non coding DNA), a distal heterochromatic region (called a chromosome satellite), and a thin 
connecting region of euchromatin (the satellite stalk) composed of tandem rRNA genes. Breaks that 
occur close to the centromere can result in a dicentric chromosome in which the two centro meres are 
so close that they ca n function as a single centromere. The loss ofthe small acentric fragment has no 
phenotypic consequences because the on ly genes lost are rRNA genes that are also present in large 
copy number on the other acrocentric chromosomes. 

Different factors contribute to the clinical consequences of 
structural chromosome abnormalities 
Structural chromosome abnormalities are balanced if there is no net gain or loss 
of chromosomal material, and unbalanced if there is a net gain or loss. Standard 
cytogenetic analyses have routinely been used to define whether a chromosome 
abnormality is balanced or unbalanced, but higher-resolution analyses (notably 
array CGH) can detect submicroscopic losses or gains in what initially seemed to 
be balanced chromosome abnormalities. Truly balanced abnormalities (some 
inversions and balanced translocations) are less lilcely to affect the phenotype 
except in the following circumstances: 
• 	 A chromosome break disrupts an important gene. 
• 	 A chromosome break affects the expression of a gene without disrupting the 

codingseqnence by, for example, separating a gene from a control element, or 
translocating an active gene into heterochromatin. 

• 	 BalancedX·autosome translocations cause non-random X·inactivation. 
Although some chromosomal material is lost in Robertsonian translocations 

(see Figure 2.23B), they are regarded as balanced because there is no phenotypic 
effect; the loss ofrRNA genes in the acentric recombination product is not signifi
cant because other acrocentric chromosomes retain sufficient rRNA genes. 

Unbalanced chromosomal abnormalities can arise directly through deletion 
or, rarely, by duplication. They may also arise indirectly by malsegregation of 
chromoso mes during meiosis, in a carrier of a balanced abnormality. In such car· 
riers, meiosis is abnormal because the structures of homologous pairs of 
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chromosomes do not correspond, with a variety of possible consequences, such 
as the following: 
• 	 A carrier of a balanced reciprocal translocation can produce gametes that give 

rise to an entirely normal child, a phenotypically normal balanced carrier, or 
to various unbalanced kalY0types that always combine monosomy for part of 
one of the chromosomes with trisomy for part of the other (FIgure 2.24). It is 
not possible to make general statements about the relative frequencies of 
these outcomes. The size of the unbalanced segments depends on the posi· 
tion of the breakpoints. If the unbalanced segments are large, the fetus will 
probably abort spontaneously; a smaller imbalance may result in a live·born 
baby with abnormalities. 

• 	 A carrier of a balanced Robertsonian translocation can produce gametes that 
after fertilization give rise to an entirely normal child, a phenotypically nor· 
mal balanced carrier, or a conceptus with full trisomy or full monosomy for 
one of the chromosomes involved (FIgure 2.25). 

A carrier of a pericentric inversion may produce offspring with duplicated or 
deleted chromosomal segments. This is because, when the inverted and non· 
inverted homologs pair during meiosis, they fo rm a loop to enable matching 
segments to pair along their whole length (flgure 2.26A). If recombination 
occurs within this loop, the consequence is an unbalanced deletion and 
duplication. Paracentric inversions form similar loops, but any recombina· 
tion within this loop generates an acentric or dicentric chromosome (Figure 
2.26B), which is unlikely to survive. 

Incorrect parental origins of chromosomes can result in aberrant 
development and disease 

Certain rare abnormalities demonstrate that it is not enough to have the correct 
number and structure of chromosomes: the chromosomes must also have the 

Figure 2..24 Possible outcomes of meiosis 
in a carrier of a balanced reciprocal 
translocation. Other modes of segregation 
are also possible, for example 3:1 
segregation. The relative frequency of each 
possible gamete is not readily predicted. 
The risk of a carrier having a child with 
each of the possible outcomes depends 
on its frequency in the gametes and also 
on the likelihood of a conceptus with that 
abnormality developing to term. See the 
book by Gardner and Sutherland (in Further 
Reading) for discussion. 
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Figurel.lS Possible outcomes of meiosis in a carrier of a Robertsonian translocation. Carriers are asymptomatic but often 
produce unbalanced gametes that can result in a monosomic or trisomic zygote. The two monosomic zygotes and the trisomy 14 
zygote in thiS example would not be expected to develop to term. 

correct parental origin. Rare 46,XX conceptuses in which both complete haploid 
genomes originate from the same parent (uniparental diploidy) never develop 
correctly, and experimentally induced uniparental diploidy in other mammals 
also results in abnormal development. Even for particular chromosomes, having 
both homologs derived from the same parent (wtiparental disomy) can cause 
abnormality. Parental origin of chromosomes is important because some genes 
are expressed differently according to the parent of origin; such genes are subject 
to imprinting. 

Uniparental diploidy in humans arises most ofren by fertilization of a faulty 
egg that lacks chromosomes by a diploid sperm (produced by chance chromo
some doubling) or by the activation of an unovulated oocyte (parthenogenesis). 
resulting in each case in a 46,XX karyotype. The resulting conceptuses develop 
abnormally. 

Normal human (and mammalian) development involves the production of 
both an embryo that develops into a fetus and also extra-embryonic membranes, 
including the trophoblast, that act to support development and give rise to the 
placenta. Uniparental diploidy changes the important balance between the 
embryo or fetus and its supporting membranes. Paternal uniparental diploidy 
produces hydatidiform moles, abnormal conceptuses that develop to show wide
spread hyperplasia (overgrowth) of the trophoblast but no fetal parts; they have a 
significant risk of transformation into choriocarcin oma. Maternal uniparental 
diploidy results in ovarian teratomas, rare benign tumors of the ovary that consist 
of disorganized embryonic tissues but are lacking in vital extra-embryonic 
membranes. 

Uniparental disomy is thought to arise in most cases by trisomy rescue. In 
such cases a trisomic conceptus that would otherwise probably die before birth 
gives rise to a 46,XX or 46,XY embryo by chromosome loss. The chromosome loss 
occurs through faulty mitotic division very early in development in a cell that has 
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the capacity to give rise to all the different cell types in the organism (a totipotent 
cell). The progeny of this cell are euploid and form the embryo, and all the aneu
ploid cells die. If each of the three copies of a trisomic chromosome has an equal 
chance of being lost, there is a two in three chance that a single chromosome loss 
will lead to the normal chromosome constitution and a one in three chance of 
uniparental disomy (either paternal or maternal), 

Uniparental disomy may often go undiagnosed because there are no obvious 
phenotypic effects, and it is detected only when it results in characteristic syn
dromes. In such cases, the chromosome involved contains imprinted genes that 
are expressed incorrectly. Uniparental disomy can involve heterodisomy (one 
parent contributes non-identical homo logs, most probably by trisomy rescue). 
Sometimes, however, the two chromosome copies inherited from one parent are 
identical (isodisomy) . This can happen by monosomy rescue when a monosomic 
embryo that would otherwise die achieves euploidy by selective duplication of 
the monosomic chromosome. 

CONCLUSION 
In this chapter we have described fundamental aspects of chromosome srructure 
and function, with an emphasis on human chromosomes and the generation of 
chromosome abnormalities in humans. There are close similarities in the ways 
that eukaryotic chromosomes are structured, notably in the way that DNA is 
complexed with histones and organized into higher-order structures. 

Figur~ 2.26 Possible outcomes of meiosis 
in inversion carriers. During meiosis in 
a carrier of an inversion chromosome, 
pairing of the homologs requires looping 
of the inverted region. The figure shows 
the four possible meiotic products after 
a single crossover (red cross) occurring 
in the inversion loop in (A) pericentric 
inversion and (B) para centric inversion. In 
addition to non-recombinant normal and 
inversion chromosomes, the re<ombinant 
chromosomes undergo terminal duplication 
and deletion in peri centric inversion s, or 
are dicentric and acentric in paracentric 
inversions. 
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But there are also important differences. During eukaryote evolution, cen
tromeres have become progressively larger and more complex, andin more com
plex eukaryotes they are dominated by rapidly evolving species-specific re
petitive DNA sequences. The mammalian sex chromosomes have unique 
characteristics and we will consider them in greater detail in Chapter 10 when we 
consider chromosome evolution. Specialized mammalian X-inactivation and 
imprinting systems will also be explored in greater detail in the context of gene 
expression in Chapter 11, as will the relationship between chromatin structure 
and gene expression. 

We will also provide many illustTative examples on how chromosome abnor
mali ties cause inherited disease and cancer in Chapters 16 and 17 that also con
tain fuller descriptions of some of the technologies used to analyze chromo
somes, such as array CGH. 
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Chapter 3 

Genes in Pedigrees and 
Populations 

KEY CONCEPTS 

The pattern of inheritance of a character follows Mendel's rules if its presence, absence, or 
specific nature is normally determined by the genotype at a single locus. 

Mendelian characters can be dominant, recessive, or co-dominant. A character is dominant 
if it is evident in a heterozygous person, recessive if not. 

Human Mendelian characters give pedigree patterns that are often recognizable, although 
seldom as unambiguous as the results of laboratory breeding experiments because of the 
limited size and non-ideal structure of most human families. 

Genetically controlled characters can be dichotomous (present or absent) or continuous 
(quantitative). The genes controlling quantitative characters are called quantitative trait 
loci. 

Most characters depend on more than one genetic locus, and often also on environmental 
factors. Such characters are called complex or multifactorial. 

Polygenic theory explains why many quantitative characters show a normal (Gaussian) 
distribution in a population. 

Polygenic threshold theory provides a framework for understanding the genetics of 
dichotomous mul tifactorial characters, but it is not a tool for predicting the characteristics 
of individuals. 

• 	 Subject to certain conditions, gene frequencies and genotype frequ encies are related by the 
Ha rdy-Weinberg formula. 

• 	 Consanguineous matings contribute disproportionately to the incidence of rare autosomal 
recessive conditions; ignoring this when using the Hardy-Weinberg formul a leads to 
incorrect gene frequencies. 

• 	 Gene frequencies in populations are the result of a combination of random processes 
(genetic drift) and the effects of new mutation and natural selection. 

Heterozygote advantage often explains why an autosomal recessive condition is particularly 
common in a population. 
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Genetics as a science started with Gregor Mendel's experiments in the 1860s. 
Mendel bred and crossed pea plants, co unted the numbers of plants in each gen 
eration that manifested certai n traits , and deduced mathematical rules to explain 
his results. Patterns of inheritance in humans (and in all other diploid organisms 
that reproduce sexually) follow the same principles that Mendel identified in his 
peas, and are explained by the same basic concepts. 

Genes can be defined in two ways : 
A gene is a determi nant, or a co-determinant, of a character that is inherited 

in accordance with Mendel's rules. 

A gene is a functional unit of DNA. 

In this chapter we will be exploring genes through the first of these defini 

tions. Later chapters will consider genes as DNA. A major aim of human molecu 
lar genetics is to understand how genes as functional DNA sequences determine 
the observable characters of a person. 

A locus (plural loci) is a unique chromosomal location definin g the position 
of an individual gene or DNA sequence. Thus, we can speak of the ABO blood 
group locus, the Rhesus blood group locus, and so on. 

Alleles are alternative versions of a gene. For example, A, B, and 0 are alterna
rive alleles at the ABO locus. Box 3.1 shows the formal rules for nomenclature of 
alleles. However, for pedigree in terpretation, alleles are usually simply denoted 
by upper- and lower-case versions of the same letter, so that the genotypes at a 
locus would be written AA, Aa, or aa. The upper-case letter is conventionally used 
for the allele that determines the dominant character (see below) . 

The genotype is a list of the alleles present at one or a number ofloci. 
Phenotypes, characters, or traits are the observable properties of an organ

ism. The means of observation may range from simple inspection to so phis ti 
cated laboratory investigations. 

A person is homozygous at a locus if both alleles at that locus are the same, 
and heterozygous if they are different. For different purposes we may check mo re 
or less carefully whether the two alleles at a locus are really the same. For the 
pedigree interpretatio n in this chapter, we will be concerned only with the phe
notypic consequences of a person's genotype. We will describe a person as 
homozygous if both al leles at the locus in question have the same phenotyp ic 
effect, even though inspection of the DNA sequence might reveal differences 
between them. 

A person is hemizygous if they have only a single allele at a locus. This may be 
because the locus is on the Xor Y chromosome in a male, or it may be because 
one copy of an autosomal locus is deleted. 

A character is dominant if it is manifested in a heterozygous person, recessive 
if not. 

3.1 MONOGENIC VERSUS MULTIFACTORIAL 
INHERITANCE 
The simplest ge netic characters are those whose presence or absence depends 
on the genotype at a single locus. That is not to say that the character itself is pro 
grammed by only one pair of ge nes: expression of any human character is likely 
to depend on the action of a large numb er of genes and environmental factors. 
However, sometimes a particular genotype at one locus is both necessary and 
sufficient for the character to be expressed, given the normal range of human 
genetic and environmen tal backgrounds. Such characters are called Mendelian. 
Mendelian characters can be recognized by the characteristic pedigree patterns 
they give, as described in the next section. The best starting point for acquiring 
information on any such character, whether pathological or non-pathological, is 
the Online Mendelian Inheritance in Man (OMIM) database (Box 3.2). Where 
appropriate, throughout this book the OMIM reference number is quoted for 
each human character when it is first described. 

Most human genetic or partly genetic characters are not Mendelian. They are 
governed by genes at more than one locus. The more complex the pathway 
between a DNA sequence and an observable trait, the less likely it is that the trai t 
will show a simple Mendelian pedigree pattern. Thus, DNA sequence variants are 
almost always inherited in a cleanly Mendelian manner- which explains why 

BOX 3.1 NOMENCLATURE OF 
HUMAN GENES AND ALLELES 

Human genes have upper-case 
italicized names; examples are CFTR 
and CDKN2A. 

The process of discovery often 
involves seve ral competing research 
groups, so that the same gene may 
initial ly be referred to by several 
different names. Eventually an officia l 
name is aSSigned by the HUGO (Human 
Genome Organ isation) Nomencl ature 
Committee, and this is the name 
that should be used henceforth. 
Official names can be fo und on the 
nomenclature website (http"i/ 
www.genenames.org) or from entries 
In genome browser programs such as 
Ensembl (described in Chapter 8). 

The formal nomenclature for alleles 
uses the gene name followed by an 
asterisk and then the allele name or 
number, for example, PGM·" HLA-A *3 1. 
When only the allele name is used, it 
can be w ritten *', "31 . However, the 
rules for nomenclature of alleles are less 
rigorously adhered to in publications 
than those forgenes. 

http:www.genenames.org
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BOX 3.2 DATABASES OF HUMAN GENETIC DISEASES AND MENDELIAN CHARACTERS 

This Is a short selective list of especially useful, reliable, and only patchy rewrites, so that the early part of an entry may not reflect 
stable resources; many other useful databases may be found by current understa nding. 
searching. The Genetic Association Database (http://geneticassociationdb 

OMIM (http://www,ncbLnlm.nih.gov/omim).TheOnline .nih.gov), maintained by the US National Institute on Aging, can be 
Mendelian Inheritance in Man data base is the mOSt reliable single searched for a list of genes and pub1ications reporting possible genetic 
source of information on human Mendelian characters and th e susceptibility factors for multifactorial diseases. At the t ime of writing 
underlying genes. The index numbers quoted throughout this book it is at an early stage of development, but it should become a valuable 
(e,g. OMIM 193500) give direct access to the relevant entry. OMIM resource for accessing information that is otherwise dispersed over 
co ntains about 20,000 entries, which may be sequenced genes, many individual publications. 
characters or diseases associated with known sequenced genes, or Genecards (http://www.genecards.org). from the Weizmann 
characters that are inherited in a Mendelian way but for which no gene Institute in Israel, contains about 50,000 au tomatically generated 
has yet been identified. 50me entries describe characters that are not entries. mostly rela ting to specific human genes. It gives access to a 
normally Mendelian. In those cases the OMIM en try will concentrate large amount of biological information about each gene. 
on any Mendelian or near-Mendelian subset and may therefore GeneTests (http://www.genecl inics.org) is a database of human 
not g ive a balanced picture of the overall etiology. Each entry is a genetic diseases, maintained by the US National Institutes of Health 
detailed historically ordered review of the genetics of the character, and aimed mainly at clinicians. It includes brief clinical and genetic 
with subsidiary clinical and other information, and a very useful list reviews of about 500 of the most common Mendelian diseases. There 
of referen ces. Entries have accumulated te)(t over many years with is more clinical information than in OMIM. 

they are the characters of choice for follo,,~ng the transmission of a chromosomal 
segment through a pedigree, as described in Chapter 13. Directly observed char
acteristics of proteins (such as electrophoretic mobility or enzyme activity) usu
ally display Mendelian pedigree patterns, but these characters can be influenced 
by more than one locus because of post-translational modification of gene prod
ucts. Disease states or other typical traits that reflect the biochemical action of a 
protein within a cellular context are less often entirely determined at a single 
genetic locus. The failure or malfunction ofa developmental pathway that results 
in a birth defect is likely to involve a complex balance of factors. Thus. the com· 
mon birth defects (for example, cleft palate, spina bifida. or congenital heart dis· 
ease) are rarely Mendelian. Behavioral traits such as IQ test performance or 
schizophrenia are still less likely to be Mendelian-but th ey may still be geneti
cally determined to a greater or smaller extent. 

Non-Mendelian characters may depend on two. three. or many genetic loci. 
We use multifactorial here as a catch-all term covering all these possibilities. 
More specifically. the genetic determination may involve a small number of loci 
(oligogenic) or many loci each of individually small effect (polygenic); or there 
may be a single major locus with a polygenic background-that is. the genotype 
at one locus has a major effect on the phenotype, butthis effect is modified by the 
cumulative minor effects of genes at many other loci. In reality. characters form a 
continuous spectrum, from perfectly Mendelian through to truly polygenic 
(FIgure 3.1 1. Superimposed on this there may be a greater or smaller effect of 
environmental factors. 

For dichotomous characters (characters that you either have or do not have, 
such as extra fingers) the underlying loci are envisaged as susceptibility genes, 
whereas for quantitative or continuous characters (such as height or weight) 
they are seen as quantitative trait loci (QTLs). Any of these characters may tend 
to run in families, but the pedigree patterns are not Mendelian and do not fit any 
standard pattern. 

FJgur. 3.1 Spectrum of geneticIn a fur ther layer of complication, a common human condition such as eliabe
determination. ABO blood group depends tes is likely to be very heterogeneous in its causation. Some cases may have a (with rare exceptions) on the gen otype at 

simple Mendelian cause. some might be entirely the result of environmental fac  just one locus. the ABO locus at ch romosome 
tors, while the majority of cases may be multifactorial. Such conditions are called 9q34. Rhesus hemolytic disease of the 
complex. newborn depends on the genotypes of 

mother and baby at the RHO locus at 
ABO Rhesus chromosome 1 p36, but also on mother and 
blood Ilemolytic Hirschsprung adu lt 

baby's being ABO compatible. Hirschsprung group disease disease stature 
disease depends on the interac tion of several 
genetic loci . Adult stature is determined by 
the cumulative small effects of many loci. 
Environ mental factors are also important in 

Mendelian polygenic the etiology of Rhesus hemolytic disease, 
(monogenic) Hirschsprung disease, and adult height. 

http:http://www.geneclinics.org
http:http://www.genecards.org
http://www,ncbLnlm.nih.gov/omim).TheOnline
http://geneticassociationdb
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male 	 mating0 	 D--O 
consanguineous

0 female D=O mating (optional) 

o sex unknown! 

not stated brothers 
~ 

DO unaffected 

twin brothers ~ 
affected 

..~ 
miscarriage 

88 carrier (optional) 

80 	
.. ~ 6 offspring, 

sex unknown! 
not stated 

dead 

3.2 MENDELIAN PEDIGREE PATTERNS 

There are five basic Mendelian pedigree patterns 
Mendelian characters may be determined by loci on an autosome or on the X or 
Y sex chromosomes. Autosomal characters in both sexes, and X-linked characters 
in females, can be dominant or recessive. Males are hemizygous for loci on the X 
and Y chromosomes; that is, they have only a single copy of each gene. Thus, they 
are never heterozygous for any X-linked or Y-Iinked character (in the rare XYY 
males, the two Y chromosomes are duplicates), and it is not necessary to know 
whether such a character is dominant or recessive to predict a man's phenotype 
from his genotype. There are five archetypal Mendelian pedigree patterns: 
• 	 Autosomal dominant 
• 	 Autosomal recessive 

• 	 X-linked dominant 
X-linked recessive 

• 	 Y- linked 
Pigure 3.2 shows the symbols commonly used for pedigree draWing. 

Generations are usually labeled in Roman numerals, and individuals within each 
generation in Arabic numerals (see examples in Figures 3.3-3.7). Thus, III· 7 or 
III, is the seventh person from the left (unless explicitly numbered otherwise) in 
generation III. An arrow can be used to indicate the proband or propositus 
(female proposlta) through whom the family was ascertained. The five patterns 
are illustrated in Figures 3.3-3.7 and described in Box 3.3. These basic patterns 
are subject to various complications that are discussed below and illustrated in 
Figures 3.13-3.21. 

Note that dominance and recessiveness are properties of characters, not 
genes. Thus, sickle-cell anemia is recessive because only Hbs homozygotes man· 
ifest it, but sickling trait, which is the phenotype of Hb s heterozygotes, is 

1 2 

,
1 2 3 4 5 6 8 9 10 11 12 

III ,
1 2 3 4 5 6 8 9 10 

Figure 3.3 Pedigree pattern of an autosomal dominant condition. The risk for the individual 
marked with a query is 1 in 2. 

Figure 3.2 Main symbols used in 
pedigrees. The dot symbol for a carrier, 
and the double marriage lines for 
consangu ineous matings, are used to 
draw attention to those features, but their 
absence does not necessarily mean that a 
person is not a carrier, or that a union is not 
consangu ineous. 

1 2 

II 

III 


1 2 


IV 


1 2 3 4 


~igLlr. 3.4 Pedigree pattern of an 
autosomal recessive condition. People 
who must be carriers are indicated with dots; 
IV 1 and/or IV2 might also be carrier,s, but 
we do not know. The risk for the individual 
marked with a query is 1 in 4. 

http:3.13-3.21
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1 2 

"' 
1 2 3 4 5 6 7 8 

,v 
1 2 3 4 5 6 

Figure 3.5 Pedigree pattern of an X-linked recessive 
condition. The females marked with dots are definitely 
carriers; individuals 1113 and/ or IV4 may also be carriers, 
but we do not know. The risk for the individual marked 
with a Query is 1 in 2 males or 1 in 4 of all offspring. 

dominant. In experimen tal organisms, geneticists use the term co-dominant 
when the heterozygote has an intermediate phenotype and the homozygote is 
more severely affected. The term dominant is reserved for conditions in which 
the homozygote is indistinguishable from the heterozygote. However, most 
hum an dominant syndromes are known only in heterozygotes. Sometimes 
homozygotes have been described, born .from matings of two heterozygous 
affected people, and often the homozygotes are much more severely affected. 
Examples are achondroplasia (short -limbed dwarfism; OMIM 100800) and type I 
Waardenburg syndrome (deafness with pigmentary abnormalities; OM[M 
193500). Nevertheless we describe achondroplasia and Waardenburg syndrome 
as dominant because these terms describe the phenotypes that are seen in hete
ro-zygotes. 

X-inactivation 
Animals, including humans, do not readily tolerate having wrong numbers of 
chromosomes. Chromosomal aneuploidies (extra or missing chromosomes, as 
in Down syndrome-see Chapter 2) have severe, usually lethal, consequences. 
Nevertheless, in organisms with an XXI X'{ sex determination system, males and 
females must be able to develop normally despite having different numbers of 
sex chromosomes. This requires special arrangements. For the human Y chromo
some, the solution is to carry very few genes; those few are mainly related to male 
sexual function (see below). The human X chromosome, in contrast, carries many 
essential genes, as demonstrated by the many severe or lethal X-Ilnked condi
tions. Different organisms solve the problem of coping with either XX or X'{ chro
mosome constitutions in different ways. [n male Drosophila flies, genes on the 
single X chromosome are transcribed at double the rate of those on the X chro
mosomes of females. Mammals, including humans, take a different approach: 

1 2 3 4 5 6 1 

"' 

,v 

Figure 3.6 Pedigree pattern of an X-linked dominant condition. The risk for the 
individual marked with a query is negligibly low if male. but 100% if female. 

"' 

,v Figure 3.7 Hypothetical pedigree pattern 
1 2 3 4 of a V-linked condition. 
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BOX 3.3 SUMMARY OF PAneRNS OF INHERITANCe 

Autosomal dominant inheritance (Figure 3.3): 
An affected person usually has at least one affected parent (for 
exceptions see Figures 3.14 and 3.21). 
It affec ts either sex. 
h is transmitted by either sex. 
A child with one affected an d one unaffected pa re nt has a 50% 
chance of being affected (th is assumes that the affected person is 
heterozygous, which is usuall y true for rare conditions). 

Autosomal recessive inheritance (Figure 3.4): 
Affected people are usually born to unaffected parents. 
Parents of affected peop le are usually asymptomatic carriers. 
There is an increased incidence of parental consanguinity. 
It affects either sex. 
After the birth of an affected child, each subsequent child has a 
25% chance of being affected (assuming that both parents are 
phenotypically norma! ca rriers). 

X-linked recessive inheritance (Figure 3.5): 

It affects mainly males. 
Affec ted males are usually born to unaffected parents; the mother 
is normally an asymptomatic carrier and may have affected male 
relatives. 
Females may be affected if the father is affected and the mother is 
a carrier, or occasionally as a resul t of non-random X-inactivation. 
There is no male-to-male transmission in the pedigree (but 
matings of an affected male and carrier female can give the 
appearance of male-ta-male transmission; see Figure 3.20). 

X-linked dominant inheritance (Figure 3.6): 
It affects either sex, but more females than males. 
Usually at least one parent is affected. 
Females are often more mildly and more varia bly affected than 
males. 
The child of an affected female, regardless of its sex, has a 50% 
chance of being affected. 
For an affected male, all his daughters but none of his sons are 

affected. 

V-linked inheritance (Figure 3.7): 
It affects only males. 
Affected males always have an affected father (unless there is a 
new mutation). 
All sons of an affected man are affected. 

Mitochondrial inheritance (Figure 3.10): 
It affects both sexes. 
It is usually inherited from an affected mother (but is often caused 
by de novo mutations with the mother unaffected). 
It is not transmitted by a fa ther to his children. 
There are highly variable clinical manifestations. 

they use X·inactivation (sometimes called lyonization after its discoverer, Dr ;.IA,;,I______-------, 
Mary Lyon). 

Early in emblyogenesis each cell somehow counts its number of X chromo· 
somes, and then permanently inactivates all X chromosomes except one in each 
somatic cell. Inactivated X chromosomes are still physically present. and on a 
standard karyotype they look entirely no rmal, but the inactive X remains Con· 
densed throughout the cell cycle. Most genes on the chromosome are perma· 
nently silenced in somatic cells. The mechanism is discussed in Chapter J1. In 
interphase cells the inactive X may be seen under the microscope as a Barr body 
or sex chromatin (Plgl.lre 3,8). Regardless of the karyotyp e, each somatic cell 
retains a single active X~ 

• 	 XY males keep their single X active (no Barr body) . 
XX fe males inactivate one X in each cell (one Barr body). 

Females with Turner syndrome (45,X) do not inactivate thei r X (no Barr 
body). 

Males with Klinefelter syndrome (47,XXY) inactivate one X (one Barr body). IBI 
• 	 47,XXX females inactivate two X chromosomes (two Barr bodies). 

MosaiCism due to X-inactivation 
Which X (the paternal or maternal copy) is chosen for inactivation in an XX 
embryo is determined randomly and independently by each cell of the embryo, 
probably at the 10-20·cell stage (some exceptions to this a re known, but they do 
no t affect discussion ofhuman pedigrees). However, once a cell has chosen which 
X to inactivate, that X remains inactive in aU its daughter cells. Within the clonal 
descendants of one embryonic cell, each cell expresses the same X chromosome. 
Thus, a heterozygous female is a mosaic of clones in which alternative alleles are 
expressed. Each ce ll expresses either the normal or the abnormal allele, but not 
both. 

Flgur. 3..8 ABarr body. (A) A cell from an XX female has one inactivated 
X chromosome and shows a single Barr body. (8) A cell from a 49,XXXXY male 
has three inactivated X chromosomes and shows three Barr bodies. (Courtesy of 
Malcolm Ferguson-Smith, University of Cambridge.) 
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When the phenotype depends on a circulating product, as in hemophilia (fail
ure of blood to clot; OMIM 306700,306900), there is an averaging effect between 
the normal and abnormal clones. Female carriers may be biochemically abnor
mal but are usually clinically unaffected. When the phenotype is a localized prop
erty of individual cells, as in hypohidrotic ectodermal dysplasia (missing sweat 
glands, and abnormal teeth and hair; OMIM 305100), female carriers show 
patches of normal and abnormal tissue. If an X-linked condition is pathogenic in 
males because of the absence of some category of cell, those cells will show highly 
skewed X-inactivation in carrier females. For example, males with X-linked 
Bruton agammaglobulinemia (OMIM 300300) lack all mature B lymphocytes. 
Carrier females have B lymphocytes, but in every such cell the X chromosome 
that carries the mutation is the one that has been inactivated. During embryo
genesis some cells will have inactivated the normal X chromosome, but the 
descendants of those cells will have been unable to develop into mature B lym
phocytes. Therefore lymphocytes, but not other tissues, show completely skewed 
X-inactivation in these women. 

Female carriers ofrecessiveX-linked conditions often show some minor signs 
of the condition. Occasional heterozygous wom en may be quite severely affected 
because by bad luck most cells in some critical tissue have inactivated the normal 
X They are known as manifesting heterozygotes. Equally, women who are het
erozygous for a dominant X -linked condition are usually more mildly and varia
bly affected than men, because many of their cells express only the normal X. 

Few genes on the Y chromosome 
No known human character, apart from maleness itself, is known to give the 
stereotypical V-linked pedigree of Figure 3.7. Claims ofY-linkage for 'porcupine 
men' and hairy ears are questionable (see OMIM 146600 and 425500, respec
tively). Because normal females lack all V-linked genes, any such genes must 
code either for non-essential characters or for male- specific functions. Some 
genes exist as functional copies on both the Y and the X; they might prove an 
exception to this argument, butthey would not give a c1assicalY-linked pedigree 
pattern. Interstitial deletions of the V-chromosome long arm are an important 
cause of male infertility, but of course infertile males will not produce pedigrees 
like that in Figure 3.7. Jobling and Tyler-Smith provide a useful review of the gene 
content of the Y chromosome and its possible involvement in disease (see 
Further Reading). As described in Chapter 10, loss of genes from the Y chromo
so me has been a steady evolutionary process, which may eventually culminate 
in loss of the entire chromosome. 

Genes in the pseudoautosomal region 
As described in Chapter 2 (Section 2.2), the distal 2.6 Mb ofXp and Yp contain 
homologous DNA sequences, and in males they pair in prophase I of meiosis. 
This ensures that at anaphase I each daughter cell receives one sex chromosome, 
either the X or the Y. Pairing is sustained by an obligatory crossover in this region. 
Thus, the few genes in these regions segregate in a pseudoautosomal and not a 
sex-linked pattern (Figure 3.9). Leri-Weill dyschondrosteosis (OMIM 127300) is 
one of the few pseudoautosomal conditions described. Note that the OMIM 

1-,-1.. 
'>1= Ngur~ 3.9 Pedigree of a 

pseudoautosomal condition. The allele 
causing this dominant condition is on the 
Y chromosome in the affected males marked 
y, but on the X chromosome in all other 
affected individuals. The three individuals 
marked with a red asterisk are the re sult of 
an X- V crossover in their father. Note how 
the pedigree is indistinguishable from an 
autosomal dominant pedigree, although the 
cau sa tive gene is located on Xp or Yp. 

III 

IV 
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number starts with I, indicating autosomal dominant inheritance, although the 
causative genes are on the X and Y chromosomes. There is a second, much 
smaller, region of X-V homology at the distal ends of the long arms, butthere is 
not normally any crossing over between those short sequences, and so there is no 
special pedigree pattern associated with genes in that second pseudoautosomal 
region. 

Conditions caused by mutations in the mitochondrial DNA 
In addition to the mutations in genes carried on the nuclear chromosomes, 
mitochondrial mutations are a significant cause of human genetic disease. 
The mitochondrial genome is small (only 16.5 kb) but it is highly mutable in 
comparison with the nuclear genome, probably because mitochondrial DNA 
replication is more error-prone and the number of replications is much higher. 
Mitochondrially encoded diseases have two unusual features, matrilineal 
inheritance and frequent heteroplasmy. 

Inheritance is matrilineal, because sperm do not contribute mitochondria to 
the zygote (some exceptions to this have been described, but paternally derived 
mitochondrial variants are not normally detected in children). Thus, a mitochon
drially inherited condition can affect both sexes but is passed on only by affected 
mothers. At first sight the pedigree pattern (Figure 3.10) can seem to be auto 
somal dominant, because an affected parent can have affected children of either 
sex-but affected fathers never transmit the condition to their offspring. 

Cells contain many mitochondrial genomes, and there may be multiple mito
chondrial species in one individual. 1n some patients with a mitochondrial dis
ease, every mitochondrial genome carries the causative mutation (homoplasmy), 
but in other cases a mixed population of normal and mutant genomes is seen 
\·vithin each cell (heteroplasmy). A single-celled zygote canno t be mosaic for 
nuclear genes, but it contains many mitochondria; a heteroplasmic mother can 
therefore have a heteroplasmic child. In such cases the proportion of abnormal 
mitochoudrial genomes can vary widely between the mother and child. This 
happens because during early development the germ line passes through a stage 
in which cells contain very few mitochondria (the 'mitochondrial bottleneck'). 
Additionally. mitochondrial variants, especially those involving large deletions or 
duplications of the mitochondrial genome, often evolve rapidly within an indi
vidual, so that different tissues or the same tissue at different times may contain 
different spectra of variants. The overall result of all these factors is that clinical 
phenotypes are often highly variable, even within a family. The MITOMAP data
base (www.mitomap.org) is the best first source of information on all these mat
ters, and gives many useful examples. 

The mitochondrion is not a self-sufficient organelle. Many essential mito
chondrial functions are provided by nuclear-encoded genes. It follows that many 
diseases that are the result of mitochondrial dysfunction are nevertheless caused 
by mutations in nuclear genes and follow standard Mendelian patterns. 

FJgUN! 1.10 Pl?digree of a mitochondrially 
determined disease. Note the very 
incomplete penetrance: although every 
child of an affected mother inherits mutant 
mitochondria through the ovum, only some 
are clinically affected. One cause of this can 
be variable heteroplasmy. (Family reported 
in Prezant TR, Agapian JV. Bohlman Me 
et al. (1993) Nat. Genet 4,289-294. With 
permission from Macmillan Publishers Ltd.1 

http:www.mitomap.org


69 MENDELIAN PEDIGREE PATIERNS 

The mode of inheritance can rarely be defined unambiguously in a 
single pedigree 

Given the limited size of human families, it is rarely possible to be completely 
certain of the mode of inheritance of a character from an inspection of a single 
pedigree. For many of the rarer conditions, the stated mode is no more than an 
informed guess. Assigning modes of inheritance is important, because that is the 
basis of the risk estimates used in genetic counseling. However, it is important to 
recognize that until the underlying gene has been convincingly identified, the 
mode of inheritance deduced from an examination of pedigrees is often a work
ing hypothesis rather than established fact. OMIM uses specific symbols before 
the number of an entry to denote the status of each entry: 

• denotes a gene ofknown sequence. 

# denotes a phenotype with a known molecular basis. 

+ denotes a gene of known sequence and a phenotype. 
% denotes a confirmed Mendelian phenotype for which the gene has not yet 
been definitely identified. 
In experimental animals one could quickly check the mode of inheritance by 

setting up a suitable cross and checking for a 1 in 2 or 1 in 4 ratio of phenotypes 
in the offspring. In human pedigrees, the proportion of affected children (the 
segregation ratio) is not a very reliable indicator of the mode of inheritance. 
Mostly this is because the numbers are too small, but the way in which affected 
families are collected can also bias the observed ratio of affected to unaffected 
children. 

Getting the right ratios: the problem of bias of ascertainment 
Suppose we wish to show that a condition is autosomal recessive. We could col
lect a set of families and check that the segregation ratio is 1 in 4. At first sight this 
would seem a trivial task, provided that the condition is not too rare. But in fact 
the expected proportion of affected children in our sample is not 1 in 4. The prob
lem is bias of ascertainment (ascertainment in this context means finding the 
people who form the study sample). 

Assuming there is no independent way of recognizing carriers, t1he families 
will be identified through an affected child. Thus, the families shown in t1he 
unshaded area in Figure 3.11 will not be ascertained, and t1he observed 

~~~~ 


~~~~ 

fl9ur~ 3.11 Biased ascertainment. In each 
of these 16 pedigrees. both pa rents are 
carriers of an autosomal recessive condition. 
Overall, thei r 32 children show the expected ~~~~ 
1:2:1 distribution of genotypes (AA, 8I32;Aa, 
16/ 32; aa, 8/32). However, jf families can be 
recognized only through affected children, 
only the families shown in the shaded area 
will be picked up, and the proportion of the 
children in th at sample who are affected ~~~~ will be 8/14, not 1/4. Statistica l methods 
are available for correcting such biased 
ascertainment and recovering the true ratio. 
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segregation ratio in the two-child families coUected is not 1 in 4 but 8 in 14. 
Families wi th three children, ascertained in the same way, would give a different 
segregation ratio, 48 in 111. 

The examples above presuppose complete truncate ascertainment: we col 
lect all the families in some defined population who have at least one affected 
child. But this is not the only possible way of coUecting families. We might have 
ascertained affected children by taking the first 100 to be seen in a busy clinic (so 
that many more could have been ascertained from the same population by carry
ing on for longer) . Under these conditions, a family with two affected children is 
twice as likely to be picked up as one with only a single affected child, and one 
with four affected is four times as likely. Single selection, where the probability of 
being ascertained is proportional to the number of affected children in the fam 
ily, introduces a different bias of ascertainment, and requires a different statisti
cal correction. Box 3.4 shows how some of these effects may be predicted and 
corrected. 

The examples above are for recessive conditions, in which bias is most obvi
ous, but more subtle biases can distort the estimated ratios in any condition. In 
general it is best not to rely too much on ratios of affected children when deciding 
the likely mode of inheritance of a condition. 

The relation between Mendelian characters and gene sequences 
Pedigree patterns provide an essential entry point into human genetics, but there 
is no simple one·to-one correspondence between the characters defined as 
Mendelian by pedigree analysis and genes defined as functional DNA units. It 
would be a serious error to imagine that the 4000 or so OMIM entries marked 
with a # or % symbol necessarily define 4000 DNA coding sequences. This would 
be an unjustified extension of the one gene-one enzyme hypothesis of Beadle 
and Tatum. Back in the 1940s this hypotheSiS allowed a major leap forward in 
understanding how genes determine phenotypes. Since then it has been 
extended: some genes encode nontranslated RNAs, some proteins are not 
enzymes, and many proteins contain several separately encoded polypeptide 

BOX 3.4 CALCULATING AND CORRECTING THE SEGREGATION RATIO FOR II 
RECESSIVE CONDITION 

The segregation ratio for a family with n children, under complete truncate ascertainment, can 
be estimated from the following formulae, which give the proportions of sibships with different 
numbers of affected children: 

(1/4)' att children affected 
(n, l ) (1/4)'-1 (3/4) all except one child affected 
(n,2) (1/4)'- ' (3/4)' all except two children affected 
etc. 

(n,x) means nl![x!(n - x)l]' where n! (n factorial) means 
nx (n - 1) x (n - 2) x(n - 3) x .. . x 2x 1 

For the mathematically indined, this is an example of a truncated binomial distribution, a binomia l 
expansion of (1/4 + 314)" in which the last term (no affected chi ldren) is omitted. 

The overall proportion of affected children can now be calcu lated. For example, for every 64 
th ree-child families we have: 

1 family with 3 affected total 3 affected, 0 unaffected 
9 families w ith 2 affected total 18 affected, 9 unaffected 
27 families with 1 affected total 27 affected, 54 unaffected 
{27 families with no affected- but these families will not be ascertained] 
Overa ll (among ascertained families) 48 affected, 63 unaffected 
Apparent segregation ratio 48/(48 + 63) = 48/1 11 = 0.432 

Correcting the seg regation ratio 
If : p = the true (unbiased) segregation ratio 

R= the number of affected children 
5 = the number of affected singletons (children who are the on ly affected chi ld in the family) 
T= the total number of children 
N = the number of sibships 

For complete truncate ascertainment, p = (R - 5)/{T - 5). 
For example, for the three-child fami lies illustrated above, p =(48 - 27)/(111 - 27) = 21184 =0.25. 
For single selection, p = (R - N)/(T - N). 
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chains. But even with these extensions, Beadle and Tatum's hypothesis cannot be 
used to imply a one-to -one correspondence between entries in the OMIM cata
logue and DNA transcription units. 

The genes of classical genetics are abstract entities. Any character that is 
determined at a single chromosomal location will segregate in a Mendelian pat
tern-but the determinant may not be a gene in the molecular geneticist's sense 
of the word. Fascio-scapulo-humeral muscular dystrophy (severe but non-lethal 
weakness of certain muscle groups; OMIM 158900) is caused by small deletions 
of sequences at4q35-but, althe time of writing, nobody has yet fmUld a rel evant 
protein -coding sequence at that location, despite intensive searching and 
sequencing. This example is unusual-most OMIM entries probably do describe 
the consequences of mutations affecting a single transcription unit. However, 
there is still no one-to-one correspondence between phenotypes and transcrip
tion units because of three types of heterogeneity: 
o 	 Locus heterogeneity is where the same clinical phenotype Can result from 

mutations at anyone of several different loci. This may be due to epistasis, 
where gene A controls the action of gene B, or lies upstream of gene B in a 
pathway; alternatively genes A and B may function in separate pathways that 
affect the same phenotype. 

o 	 AUelic heterogeneity is where many different mutations within a given gene 
can be seen in different patients with a certain genetic condition (explored 
more fully in Chapter 16). Many diseases show both locus and allelic 
heterogenei ty. 

o 	 Clinical heterogeneity is used here to describe the situation in which muta
tions in the same gene produce two or more different diseases in different 
people. For example, mutations in the HPRTgene can produce either a form 
ofgoutor Lesch-Nyhan syndrome (severe mental retardation with behavioral 
problems; OMIM 300322). Note that this is not the same as pleiotropy. That 
term means that one mutation has mUltiple effects in the same organism. 
Most mutations are pleiotropic if you look carefully enough at the pheno
type. 

Locus heterogeneity 
Hearing loss provides good examples of locus heterogeneity. When two people 
with autosomal recessive profound congenital hearing loss marry, as they often 
do, the children most often have normal hearing. It is easy to see that many dif
ferent genes would be needed to construct so exquisite a machine as the cochlear 
hair cell , and a defect in any of those genes could lead to deafness. If the muta
tions causing deafness are in different genes in the two parents, all their children 
will be double heterozygotes-but assuming that both parental conditions are 
recessive, the children will have normal hearing (Figure 3.12). 

When two recessive characters mayor may not be caused by mutations at the 
same locus, a test cross between homozygotes for the two characters (in experi
mental organisms) can provide the anSwer. This is called a complementation 
test. If the mutations in the two parental stocks are at the same locus, the progeny 
will not have a wild-type aUele, and so will be phenotypically abnormal. [fthere 
are two different loci, the progeny are heterozygous for each of the two recessive 
characters, and therefore phenotypically normal, as illustrated in Table 3.1 . 

AaBB AaBB AA8b MBO 

aaBB Mbb 

"' AaBt> AaBa AaBa AaBa AaBb AaBb 

FlgUTIII! 3.1:1: Complementation. Affected 
individuals all have profound congenital 
hearing loss. 116 and 11 7are offspring of 
unaffected but consanguineous parents, and 
each has affected sibs, making it likely that 
all the affected individuals in generation II 
are homozygous for aUfosomal recessive 
hearing loss. However, all the children Of1l6 
and 117 are unaffected. This shows that the 
mutations in 115 and Il, must be non-allelic, as 

indicated by the genotypes. 
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TABLE 3.1 RESULTS OF MATING BETWEEN TWO HOMOZYGOTES FOR A RECESSIVE 
CHARACTER 

One locus (Al Two loci (A, B) 

Parental genotypes aaxaa aa88xMbb 

Offspring genotype aa AaBb 

Offspring phenotype abnormal normal 

Very occasionally alleles at the same locus can complement each other 
(interallelic complementation). This might happen if the gene product is a pro 
tei n that dimerizes, and the mutant alleles in the two parents affect different 
parts of the protein, such that a heterodimer may retaln some function. In gen
eraJ , however, if two mutations complement each other, it is reasonable to assume 
that they involve different loci. Cell-based complementation tests (fusing cell 
lines in tissue culture) have been important in sorting out the genetics of human 
phenotypes such as DNA repair defects, in which the abnormality can be observed 
in cultured cells. Hearing loss provides a rare opportunity to see complementa
tion in action in human pedigrees. 

Locus heterogeneity is only to be expected in conditions such as deafness, 
blindness, or learning disability. in which a rather general pathway has failed; but 
even with more specifi c pathologies, multiple loci are very frequent. A striking 
example is Usher syndrome. an autosomal recessive combination of hearing loss 
and progressive blindness (retinitis pigmentosa), which can be caused by muta
tions at any of 10 or more unlinked loci. OMIM has separate entries for known 
examples oflocus heterogeneity (defined by linkage Or mutation analysis). but 
there must be many undetected examples still contained within single entries. 

Clinical heterogeneity 
Sometimes several apparently distinct human phenotypes turn out all to be 
caused by different allelic mutations at the same locus. The difference may be 
one of degree-mutations tl,at partly inactivate the dystrophin gene produce 
Becker muscular dystrophy (OMIM 300376). whereas mutations iliat completely 
inactivate the same gene produce the similar but more severe Duchenne muscu
lar dystrophy (lethal muscle wasting; OMIM 310200). At other times the differ
ence is qualitative-inactivation ofilie androgen receptor gene causes androgen 
insenSitivity (46,XY embryos develop as females; OMIM 313700), but expansion 
of a run of glutamine codons wiiliin ilie same gene causes a very different 
disease, spinobulbar muscular atrophy or Kennedy disease (OMIM 313200). 
These and other genotype-phenotype correlations are discussed in more depth 
in Chapter 13. 

3.3 COMPLICATIONS TO THE BASIC MENDELIAN 
PEDIGREE PATTERNS 
in real life various complications often disguise a basic Mendelian pattern. 
Figures 3.13-3.21 illustrate several common complications. 

A common recessive condition can mimic a dominant pedigree 
pattern 

If a recessive trait is common in a population, there is a good chance that it may 
be brought into the pedigree independently by two Or more people. A common 
recessive character such as blood group 0 may be seen in successive generations 
because of repeated matings of group 0 peop le with heterozygotes. This pro
duces a pattern resembling dominant inheritance (Figure 3. L3). The classic 
Mendelian pedigree patterns are best seen with rare conditions, where there is 
little chance iliat so mebody who marries into the family might coincidentally 
also carry the disease mutation that is segregating in the family. 

http:3.13-3.21
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A dominant condition may fail to manifest itself 
The penetrance of a character, for a given genotype, is the probability that a per
son who has the genotype will manifest the character. By definition, a dominant 
character is manifested in a heterozygous person, and so should show 100% pen
etrance. Nevertheless, many human characters, although generally showing 
dominant inheritance, occasionally skip a generation. [n Figure 3.14, II2 has 
an affected parent and an affected child, and almost certainly carries the mutant 
gene, but is phenotypically normal. This would be described as a case of 
non-penetrance. 

There is no mystery about non -penetrance-indeed, 100% penetrance is the 
more surprising phenomenon. Very often the presence or absence of a character 
depends, in the main and in normal circumstances, on the genotype at one locus, 
but an unusual genetic background, a particular lifestyle, or maybe just chance 
means that the occasional person may fail to manifest the character. Non
penetrance is a major pitfall in genetic counseling. It would be an unwise coun
selor who, knowing that the condition in Figure 3.14 was domlnant and seeing 
that Ill, was free of signs, told her that she had no risk of having affected children. 
One of the jobs of genetic counselors is to know the usual degree of penetrance of 
each dominant condition. 

Frequently, of course, a character depends on many factors and does not show 
a Mendelian pedigree pattern even if entirely genetic. There is a continuum of 
characters from fully penetrant Mendelian to multifactorial (Figure 3.15). with 
increasing influence of other genetic loci andlor the environment. No logical 
break separates imperfectly penetrant Mendelian from multifactorial characters; 
it is a question of which is the most useful description to apply. 

Age-related penetrance in late-onset diseases 
A particularly important case of reduced penetrance is seen with late-onset rus
eases. Genetic conditions are not necessarily congenital (present at birth). The 
genotype is fixed at conception, but the phenotype may not manifest until adult 
life. In such cases the penetrance is age-related. Huntington disease (progressive 
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Figure 3.141 Complications to the basic Mendelian patterns 
(2): non-penetrance. Individual 112 ca rries the disease gene 

but does not show symptoms. Other unaffected family 
members, such as II), III" IV" or 1V2, might also be 
non~penetfant gene carriers. 

Flgur. 3.13 Complications to the basic 
Mendelian patterns (1): a common 
recessive condition giving an apparently 
dominant pedigree. If a recessive trait is 
su fficiently common that unrelated people 
marrying in to the family often carry it, the 
pedigree may misleadingly resemble t hat of 
a dominant trait. The condition in the figure 
is blood group o. 

erNironmental 

Mendelian polygenic 
(monogeniC) 

Figure 3.15 A two-dimensional spectrum 
of human characters. The va riable influence 
of environmental factors is added to the 
spectrum of genetic determination shown 
in Figure 3.1. The mb( of factors determining 
any particular trait could be represented by a 
point located somewhere within the triangle. 
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neurodegeneration; OMIM 143 100) is a welJ-known example [Figu,"" 3.J6). 
Delayed onset might be caused by the slow accumulation of a noxious substance, 
by incremental tissue death, or by an inability to repair so me form of environ
mental damage. Hereditary cancers are caused by a chance second mutation 
affecting a cell of a person who already carries one mutation in a tumor suppres
sor gene in every cell (see Chapter 17). That second mutation could occur at any 
time, and so the risk of having acquired it is cumulative and increases through 
life. Depending on the disease, the penetrance may become 100% if the person 
lives long enough, or there may be people who carry the gene but who will never 
develop symp toms 'no matter how long they live. Age-of-onset curves such as 
those in Figure 3.16 are important tools in genetic counseling, because they 
enable the geneticist to estimate the chance that an at-risk but asymp tomatic 
person will subsequently develop the disease. 

Many conditions show variable expression 
Related to non-penetrance is the variable expression frequently seen in domi
nant conditions. Figure 3.17 shows an example from a family with Waardenburg 
syndrome. Different family members show different features of the syndrome. 
The cause is the same as with non-penetrance: other genes, environmental fac
tors, or pure chance have some influence on the development of the symptoms. 
Non-penetrance and variable expression are typically problems with dominant, 
rather than recessive, characters. In part this reflects the difficulty of spotting 
non-penetrant cases in a typical recessive pedigree. However, as a general rule, 
recessive conditions are less variable than dominant ones, probably because the 
phenotype of a heterozygote involves a balance between the effects of the two 
alleles, so that the outcome is likely to be more sensitive to outside influence than 
the phenotype of a homozygote. However, both non · penetrance and variable 
expression are occasionally seen in recessive conditions. 

These complications are much more conspicuous in humans than in experi
mental organisms. Laboratory animals and crop plan ts are far more genetically 
uniform than humans, and live in much more constant environments. What we 
see in human genetics is typical of a natural mammalian population. Nevertheless, 
mouse geneticists are familiar with the way in which the expression of a mutant 
gene can change when it is bred onto a different genetic background-an impor
tant consideration when studying mouse models of human diseases. 

Anticipation 
Anticipation describes the tendency of some conditions to become more severe 
(or have earlier onset) in successive generations. Anticipation is a hallmark of 
conditions caused by a very special genetic mechanism (dynamic mutation) 
whereby a run of tandemly repeated nucleotides, such as CAGCAGCAGCAGCAG, 
is meiotically unstable. A (CAG)40 sequence in a parent may appear as a (CAGhs 
sequence in a child. Certain of these unstable repeat sequences become patho
genic above some threshold size. Examples include fragile X syndrome (mental 
retardation with various physical signs; OMIM 309550), myotonic dystrophy (a 
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Figur~ 1,16 Age-of-onset curves for 
Huntington di sease. Curve A shows the 
probability that an IndIvidual carrying the 
disease gene will have developed symptoms 
by agiven age. Curve Bshows the risk at a 
given age that an asymptomatic person who 
hasan affec ted parent nevertheless carries 
the disease gene. (From Harper PS (1998) 
Practical Genetic Counselling, 5th ed . 
With permission from Edward Arnold 
(publishers) Ltd.] 

Figure 3.1'1 Complications to the 
basic Mendelian patterns (3): variable 
expression. Oifferent affected family 
members show different features of 
type 1 Waardenburg syndrome, an 
autosomal dominant trait. 

IV 
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very variable multisystem disease with characteristic muscular dysfunction; 
OM1M 160900), and Huntington disease. Severity or age of onset of these dis
eases correlates with the repeat length, and the repeat length tends to grow as the 
gene is transmitted down the generations. These unusual diseases are discussed 
in more detail in Chapter 16. 

Dominant pedigrees often give the appearance of anticipation, but this is 
usually a false impressio n. True anticipation is very easily mimicked by random 
variati ons in severity. A family comes to clinical attention when a severely affected 
child is born. Investigating the history, the geneticist notes that one of the parents 
is affected, but only mildly. This looks like anticipation but may actually be just a 
bias of ascertainment. Had the parent been severely affected, he or she would 
most probably never have become a parent; had the child been mildly affected, 
the family might not have come to notice. Claims of anticipation without evi
dence of a dynamic mutation should be treated with caution. To be credible, a 
claim of anticipation requires careful statistical backing or direct molecular evi
dence, not just clinical impression. 

Imprinting 
Certain human characters are autosomal dominant, affect both sexes, and are 
cransmitted by parents of either sex-but manifest only when inherited from a 
parent of one particular sex. For example, there are families with autosomal 
domin ant inheritance of glomus body tumors or paragangliomas (OMIM 168000). 
In these families the tumors occur only in men or women who inherit the gene 
from their father (Figure 3.J8A). Beckwith-Wiedemann syndrome (BWS; OM1M 
130650) shows the opposite effect. This combination of congenital abdominal 
wall defects (exomphalos), an oversized tongue (macroglossia), and excessive 
birth weight is sometimes inherited as a dominant condition, but it is expressed 
only in babies who inherit it from their mother (Figure 3. 18B). 
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v, ~~gu", 3." Complications 
to the basic Mendelian 
patterns (4): imprinted 
gene expression. (A) In this 
family, autosomal dominant 
glomus tumors manifest only 
when the gene is inherited 
from the father. (B) In this 
family, autosomal dominant 
Beckwith-Wiedemann 
syndrome manifests only when 
the gene is inherited from the 
mother. [(A) family reported 
in Heutink P, van de( Mey 
AG, Sandkuijl LA et at (1992) 
Hum. Molec. Genet. 1,7-10. 
With permission from Oxford 
University Press. (B) family'" 

,v 

reported in Viljoen & Ramesar 
(1992) J. Med. Genet. 29, 
221-225. With permission fro m 
BMJ Publishing Group ltd.) 
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III 

These parental sex effects are evidence of imprinting, a poorly understood 
phenomenon whereby cel1ain genes are somehow marked (imprinted) with their 
palental origin. Many questions surround the mechanism and evolutionary pur
pose of imprinting. Imprinting is an example of an epigenetic mechanism-a 
heritable change in gene expression that does not depend on a change in DNA 
sequence. Epigenetic mechanisms and effects are discussed in more detail in 
Chapter 11. 

Male lethality may complicate X-linked pedigrees 

For some X-linked dominant conditions, absence of the normal allele is lethal 
before birth. Thus affected males are not born, and we see a condition that affects 
only females, who pass it on to half their daughters but none of their sons (l'Igure 
3.)9). If the family were large enough, one might notice that there are only half as 
many boys as girls, and a history of miscarriages (because the 50% of males who 
inherited the mutant allele miscarry before birth). An example is incontinentia 
pigmenti (linear skin defects following defined patterns known as Blaschko lines, 
often accompanied by neurological or skeletal problems; OM1M 308300). Rett 
syndrome (OMlM 312750) shows a characteristic developmental regression in 
females: these girls are normal at birth, develop normally for the first year or two, 
but then stop developing, and eventually regress, losing speech and other abili
ties that they acquired in early life. In males, Rett syndrome is usually lethal before 
birth, but ra re survivors have a severe neonatal encephalopathy. Until the RTF 
gene was cloned, it was not recognized that these males had the same gene defect 
as females with classical Ren syndrome. 

Inbreeding can complicate pedigree interpretation 

The absence of male-to-male transmission is a hallmark of X-linked pedigree 
patterns-but if an affected man marries a carrier wo man, he may have an 
affected son. Naturally this is most likely to happen as a result of inbreeding in a 
family in which the condition is segregating. Such matings can also produce 
homozygous affected females. Figure 3.20 shows an example. 

New mutations and mosaicism complicate pedigree interpretation 

Many cases of severe dominant or X-linked genetic disease are the result offresh 
mutations, striking without warning in a family with no previous history of the 
condition. A fully penetrant lethal dominant condition wo uld necessarily always 
occur by fresh mutation. because the parents could never be affected-an exam
ple is thanatophoric dysplasia (severe shortening of long bones and abnormal 
fusion of cranial sutures; OM IM 187600). For a non-lethal but deleterious domi
nant cond ition a similar arguInent applies, but to a smaller degree. If the condi
tion prevents many affected people from reproducing, but if nevertheless fresh 
cases keep occurring, many or most of these must be caused by new mutations. 
Serious X-linked recess ive diseases also show a significant proportion of fresh 
mutations. because the disease allele is exposed to natural selection whenever it 
is in a male. Autosomal recessive pedigrees, in contrast, are not significantly 
affected. Ultimately there must have been a mutational event, but the mutant 
allele can propagate for many generations in asymptomatic carriers, and we can 
reasonably assume that the parents of an affected child are both carriers. 

When a normal couple with no relevant family history have a child with severe 
abnormalities (FIgure 3.2IA), deCiding the mode of inheritance and recurrence 

Figure 1.19 Complications to the basic 
Mendelian patterns (5): a male-lethal 
X-linked condition. In this family with 
X-linked dominant incon tin entia pigmenti 
(OMIM 308300), affected males abort 
spontaneously (small squares). 
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Figure 3..20 Complications to the basic 
Mendelian patterns (6): an X-linked 
recessive pedigree with inbreeding. There 
is an affected female and apparent 
male-to-ma\e transmission. 
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Figur.3.21 Complications to the basic Mendelian patterns (7): new mutations. (AI A new autosomal dominant mutation. The 
pedigree pattern mimics an autosomal or X-linked recessive pattern. (8) A new mutation in X-linked recessive Duchenne muscular 
dystrophy. The three 9randparental X chromosomes were distinguished by using genetic markers; here we distinguish them with 
three different colors (ignoring recombination). III, has the grandpaternal X, whi ch has acquired a mutation at one of four possible 
points in the pedigree-each with very different implications for genetic counse ling: 

If 1111 carries a new mutation, the recurrence risk for all family members is very low. 
If II, is a germinal mosaic, there is a significant (but hard to quantify) risk for her future children, but not for those of her three 
sisters. 
If 111 wasthe result of a single mutant sperm, her own future offspring have the standard recurrence risk for an X-linked recessive 
trait, but th ose of her sisters are free of risk. 
If I, was a germinal mosaic, all four sisters in generation II have a significant (but hard to quantify) risk of being carriers of the 
conditi on. 

risk can be very difficult-the problem might be autosomal recessive, autosomal 
dominant with a new mutation, X-linked recessive (if the child is male), Or non 
genetic. A further complication is introduced by germinal mosaicism (see 
below). 

Mosaics 
We have seen that in serious autosomal dominant and X-linked diseases, in whi ch 
affected people have few or nO children, the disease alleles are maintained in the 
population by recurrent mutation. A common assumption is that an entirely nor
mal person produces a single mutant gamete. However, this is not necessarily 
what happens. Unless there is something special about the mutational process, 
such that it can happen only during gametoge nesis, mutations could arise at any 
time during post-zygotic life. Post-zygotic mutations produce mosaics with two 
(o r more) genetically distinct cell lines. Mosaicism has already been described in 
Chapter 2 in connection with chromosomal aberrations; it can equally be the 
result of gene mutations. 

Mosaicism can affect somatic and /or germ-line tissues: Post- zygotic muta 
tions are not merely frequent, they are inevitable. Human mutation rates are 
typically 10-6 per gene per generation. That is to say, a person who carried a cer
tain gene in its wild- type form at co nception has a chance of the order ofone in a 
million of passing it to a child in mutant form. The chain of cell divisions linking 
the two events would typically be a few hundred divisions long (longer in males 
than in females, and longerwitll age in males- see Chapter 2). But overall, some
thing of the order of 10" divisions would be involved in getting from a single- cell 
zygote to a person's complete adult body. Considering the likely mutation rate 
per cell division, it follows that every one of us must be a mosaic for innumerable 
mutations. This should cause nO anxiety. !fthe DNAof a cellin your finger mutates 
to the Huntington disease genotype, or a cell in yo ur ear picks up a cystic fibrosis 
mutation, there are absolutely no co nsequences for you or your family. Only if a 
so matic mutation results in the emergence of a substantial clone of mutant cells 
is there a risk to the whole organism. This can happen in two ways: 
• 	 The mutation occurs in an early embryo, affecting a cell that is the progenitor 

of a significant fraction of the whole organism. In that case the mosaic indi
vid ual may show clinical signs of disease. 

http:Figur.3.21
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• 	 The mutation causes abnormal prolife ration of a cell that would normally (A) 

replicate slowly or not at all. thus generating a clone of mutant cells. This 1 2 

2 

II 
"' 1 2 3 4 
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is how cancer happens, and this whole topic is discussed in detail in 

Chapter 17. 

A mutation in a germ-line cell early in development can produce a person n I~ 


who harbors a large clone of mutant germ-line cells [germinal (or gonadal) 
mosaicism]. As a result, a normal couple with no previous family history may 
produce more than one child with the same serious dominant disease. The pedi
gree mimics recessive inheritance. Even if the correct mode of inheritance is real· 
ized, it is very difficult to calculate a recurrence risk to use in counseling the par· 
ents. The problem is discussed by van der Meulen et al. (see Further Reading). 
Usually an empiric risk (see below) is quoted. Figure 3.21B shows an example of 
the uncertainty that germinal mosaicism introduces into counseling, in this case 
in an X-linked disease. 

Molecular studies can be a great help in these cases. Sometimes it is possible 
to demonstrate directly that a normal father is producing a proportion of mutant 
sperm. Direct testing of the germ line is not feasib le in women, but other acces ~I ~I ~ ~ ~I 
sible tissues such as fibroblasts or hair roots can be examined for evidence (B) 

of mosaicism. A negative result on somatic tissues does not rule out germ·line II, III ~ 

mosaicism, but a positive result, in conjunction with an affected child, proves it. . 
Individual 112 in Figu.re 3.22 is an example. -
Chimeras --_ ........... 

Mosaics start life as a single fertilized egg. Chimeras, in contrast, are the result of 
fusion of two zygotes to form a single embryo (the reverse of twinning), or alter· Ftgun 3.11 Germ·line and somatic 
natively of limited colonization of one twin by cells from a non-identical co-twin mosaicism in a dominant disease. 

(Figure 3.23). Chimerism is proved by the presence of too many parental aUeles (A) Although the grandparents in this 
pedigree are unaffected, individuals 112 and at several loci (in a sample that is prepared from a large number of cells). If just 
1112 both suffer from familial adenomatousone locus were involved, one would suspect mosakism for a single mutation, 
polyposis, a dominant inherited form ofrather than the much rarer phenomenon of chimerism. Blood-grouping centers 
co loreccal cancer (OMIM 175100; see

occasionally discover chimeras among normal donors, and some intersex Chapter 17). The four grandpa rental copies 
patients turn out to be XX/XY chimeras. A fascinating example was described by of chromosome 5 (where the pathogenic 
Strain et al. (see Further Reading). They showed that a 46,XY/46,XX boy was the gene is known to be located) were 
result of two embryos amalgamating after an in uitra fertilization in which three distinguished by using genetic markers, 
embryos had been transferred into the mother'S uterus. and are color-coded here (ignoring 

recombination). (B) The pathogenic 

mutation could be detected in 1112 by gel 
electrophoresis of blood DNA (red arrows; 
the black arrow shows the band due to 
the normal, wild·type all ele). For 112 the gel 
trace of her blood DNA shows the mutant 

(A) 
• •• • 

bands, but only very weakly, showing that 
genetic she is a somatic mosaic for the mutation. 

fertilization change The mutation is absent in III", even though•) 

• 
marker studies showed that he inherited the 
high-risk (blue in this figure) chromosome 
from his mother. Individual 112 must therefore 
be both a germ· line and a somatic mosaic 
for the mutation. (Courtesy of Bert Bakker, 
Leiden University Medical Center.) 
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of Iyonization, X-inactivation. (B) A chimera is 
derived from two zygotes, which are usually 

chm'le{a both normal but genetically distinct. 
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3.4 GENETICS OF MULTIFACTORIAL CHARACTERS: THE 
POLYGENIC THRESHOLD THEORY 

In the early twentieth century there was controversy between 
proponents of Mendelian and quantitative models of 
inheritance 
By the time that Mendel's work was rediscovered in 1900, a rival school of genet
ics was well established in the UK and elsewhere. Francis Galton, the remarkable 
and eccentric cousin of Charles Darwin, devoted much of his vast talent to sys 
tematizing the study of human variation. Starting with an article, Hereditary tal
ent and character, published in the same year, 1865, as Mendel's paper (and 
expanded in 1869 to a book, Hereditary Genius), he spent many years investigat
ing family resemblances. Galton was devoted to quantifying observations and 
applying statistical analysis. His Anthropometric Laboratory, established in 
London in 1884, recorded from his subjects (who paid him threepence for the 
privilege) their weight, sitting and standing height, arm span, breathing capacity, 
strength of pull and of squeeze , force of blow, reaction time, keenness of sight and 
hearing, color discrimination, and judgments of length. In one of the first appli 
cations of statistics, he compared physical attributes of parents and children, and 
established the degree of correlation between relatives. By 1900 he had built up a 
large body of knowledge about the inheritance of such attributes, and a tradition 
(biometrics) of their investigation. 

When Mendel's work was rediscovered, a controversy arose. Biornetricians 
accepted that a few rare abnormalities or curious quirks might be inherited as 
Mendel described, but they pointed out that most of the characters likely to be 
important in evolution (fertility, body size, strength, and skill in catching prey or 
finding food) were continuous or quantitative characters and not amenable to 
Mendelian analysis. We aU have these characters, only to different degrees, so you 
cannot define their inheritance by drawing pedigrees and marking in the people 
who have them. Mendelian analysis requires dichotomous characters that you 
either have or do not have. A controversy, heated at times, ran on between 
Mendelians and biometricians until 1918. That year saw a seminal paper by 
RA Fisher in which he demonstrated that characters governed by a large number 
of independent Mendelian factors (polygenic characters) would display precisely 
the continuous nature, quantitative variation, and family correlations described 
by the biometricians. Later, DS Falconer extended this model to cover dichoto
mous characters. Fishet's and Falconer's analyses created a unified theoretical 
basis for human genetics. The next sections set out their ideas, in a non
mathematical form. A more rigorous treatment can be fo und in textbooks of 
quantitative or population genetics. 

Polygenic theory explains how quantitative traits can be 
genetically determined 
Any variable quantitative character that depends on the additive action of a large 
number of individuaUy small independent causes (whether genetic or not) will 
show a normal (Gaussian) distribution in the population. Figure 3.24 gives a 
highly simplified illustration of this for a genetic character. We suppose the char
acter to depend on aUeles at a single locus, then at two loci, then at three. As more 
loci are included, we see two consequences: 
• 	 The simple one-to-one relationship between genotype and phenotype disap

pears. Except for the extreme phenotypes, it is not possible to infer the geno
type from the phenotype. 
As the number of loci increases, the distribution looks increasingly like a 
Gaussian curve. The addition of a little environmental variation would smooth 
out the three-locus distribution into a good Gaussian curve. 
A more sophisticated treatment, allowing dominance and varying gene fre

quencies, leads to the same conclusions. Because relatives share genes, their 
phenotypes are correlated, and Fisher's 1918 paper predicted the size of the cor
relation for different relationships. 
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Figure 3.24 Successive approximi!ltions 
to a Gaussian distribution. The charts 
show the distribution in the population of a 
hypothetical character that has a mean value 
of 100 units. The character is determined by 
the add itive (co-dominant) effects of alleles. 
Each upper-case allele adds 5 units to the 
value, and each lower-case allele subtracts 
5 units. All allele frequencies are 0.5. (AlThe 
character is determined by a single locus. 
(B) Two loci. (e) Three lad (D) The addition of 
a minor amount of 'random' (environmental 
or polygeniC) variation produces the 
Gaussian cu rve. 
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Regression to the mean 
A much misunderstood feature, both of biometric data and of polygenic theory, 
is regression to the mean. Imagine, for the sake of example only, that variation in 
IQ were entirely genetically determined. Figure 3.25 shows that in our simplified 
two-locus model, for each class of mothers, the average IQ of their children is 
halfway between the mother's value and the population mean. This is regression 
to the mean-but its implications are often misinterpreted. Two common mis
conceptions are: 

• 	 After a few generations everybody will be exactly the same. 

• 	 If a character shows regression to the mean, it must be genetic. 
Figure 3.25 shows that the first of these beliefs is wrong. In a simple genetic 
model: 

• 	 The overall distribution is the same in each generation. 

• 	 Regression works both ways: for each class of children, the average for their 
mothers is halfway between the children's value and the population mean. 
This may sound paradoxical, but it can be confirmed by inspecting, for exam
ple, the right-hand column of the bottom histogram in the figure (children of 
IQ 120). One-quarter of their mothers have IQ 120, half 110, and one-quarter 
100, making an average of 110. 

Regarding the second of these beliefs, regression to the mean is not a genetic 
mechanism but a purely statistical phenomenon. Whether the determinants of 
IQ are genetic, environmental, or any mix of the two, if we take an exceptional 
group ofmothers (for example, those with anlQ ofl20), then these mothers must 
have had an exceptional set of determinants. Ifwe take a second group who share 
half those determinants (their children, their sibs, or either of their parents), the 
average phenotype in this second group will deviate from the population mean 
by half as much. Genetics provides the figure ofone-half-it is because each child 
inherits one-half of his or her genes from his mother that the average IQ of the 
children (in this model) is half of the way between the mother's IQ and the popu
lation mean-but genetics does not supply the principle of regression. 

distribution among mothers 
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Flgu,.. 3.15 Regression to the mean. 
The same character as in Figure 3.24B: 
mean 100, determined by co-dominant 
alleles A, a, B, and b at two loci, all gene 
frequencies = 0.5. Top: distribution in a series 
of mothers. Middle: distributions in children 
of each class of mothers, assuming random 
mating. Bottom: summed distribution in the 
children. Note that: (a) the distribution in the 

children is the same as the distribution in the 
mothers; (b) for each class of mothers, the 

mean for their children is halfway between 
the mothers'value and the population 
mean (100); and (c) for each class of children 
(bottom), the mean for their mothers is 
halfway between the children's value and the 
population mean. 
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Hidden assumptions 
In the simple model of Figure 3.25 there is a hidden assumption: that there is 
random mating. For each class of mothers, the average IQ of their husbands is 
assumed to be 100. Thus, the average IQ of the children is actually the mid-paren
tal IQ, as common sense would suggest. In the real world, highly intelligent 
women tend to marry men of above average intelligence (assortative mating). 
The regression would therefore be less than halfway to the population mean, 
even ifIQ were a purely genetic character. 

A second assumption of our simplified model is that there is no dominance. 
Each person's phenotype is assumed to be the sum of the contribution of each 
allele at each relevant locus. Ifwe allow dominance, the effect of some of a par
ent's genes will be masked by dominant alleles and invisible in their phenotype, 
but they can still be passed on and can affect the child's phenotype. Given domi
nance, the expectation for the child is no longer the mid-parental value. Our best 
guess about the likely phenotypic effect of the masked recessive alleles is obtained 
by looking at the rest of the population. Therefore, the child's expected pheno
type will be displaced from the mid-parental value toward the population mean. 
How far it will be displaced depends on how important dominance is in deter
mining the phenotype. 

Heritability measures the proportion of the overall variance of a 
character that is due to genetic differences 

Gaussian curves are specified by just two parameters, the mean and the variance 
(or the standard deviation, which is the square root of the variance). Variances 
have the useful property of being additive when they are due to independent 
causes. Thus, the overall variance of the phenotype Vp is the sum of the variances 
due to the individual causes of variation-the environmental variance VE and the 
genetic variance VG: 

Vp = VG + VE 

VG can in turn be broken down to a variance VA, which is due to simply additive 
genetic effects, and two extra terms. Vo accounts for dominance effects: because 
of dominance, the effect of a certain combination of alleles at a locus may not be 
simply the sum of their individual effects. VI is an interaction variance: the overall 
effect of genes at several loci may not be simply the sum of the effects that each 
would have if present alone: 

VG = VA + Vo + VI 
Therefore: 

Vp=VA+Vo+VI+VE 

The heritability (712) of a trait is the proportion of the total variance that is 
genetic: 

71'=VGIVp 

For animal breeders interested in breeding cows with higher milk yields, the 
heritability is an important measure of how far a breeding program can create 
a herd in which the average animal resembles today's best. For humans, herit
ability figures require very careful interpretation. Heritabilities of human traits 
are often estimated as part of segregation analysis, which is described in more 
detail in Chapter 15. However, it should be borne in mind that for many human 
traits, especially behavioral traits, the simple partitioning of variance into envi
ronmental and genetic components is not applicable. Different genotypes are 
likely to respond differently to different environments. Moreover, we give our 
children both their genes and their environment. Genetic disadvantage and 
social disadvantage can often go together, so genetic and environmental fac
tors may not be independent. If genetic and environmental factors are not 
independent, Vp does not equal VG + VE; we need to introduce additional vari
ances to account for the correlations or interactions between specific geno
types and specific environments. A proliferation of variances can rapidly reduce 
the explanatory power of the models, and in general this has been a difficult 
area in which to work. 
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Misunderstanding heritability 
The term heritability is often misunderstood. Heritability is quite different from 
the mode of inheritance. The mode of inheritance (autosomal dominant, poly
genic, etc.) is a fixed property of a trait, but heritability is not. Heritability ofIQ is 
shorthand for heritability of variations in IQ. Contrast the following two 
questions: 

To what extent is IQ genetic? This is a meaningless question. 

How much of the differences in IQ between people in a particular country at 
a particular time is caused by their genetic differences, and how much by their 
different environments and life histories? This is a meaningful question, even 
if difficult to answer. 

In different social circumstances, the heritability of IQ will differ. The more 
equal a society is, the higher the heritability of IQ should be. If everybody has 
equal opportunities, several of the environmental differences between people 
have been removed. Therefore more of the remaining differences in IQ will be 
due to the genetic differences between people. 

The threshold model extended polygenic theory to cover 
dichotomous characters 
Some continuously variable characters such as blood pressure or body mass 
index are of great importance in public health, but for medical geneticists the 
innumerable diseases and malformations that tend to run in families but do not 
show Mendelian pedigree patterns are of greater concern. A major conceptual 
tool in non-Mendelian genetics was provided by the extension of polygenic the
ory to dichotomous or discontinuous characters (those that you either have or do 
not have). 

The key concept is that even for a dichotomous character, there is an underly
ing continuously variable susceptibility. You mayor may not have a cleft palate, 
but every embryo has a certain susceptibility to cleft palate. The susceptibility 
may be low or high; it is polygenic and follows a Gaussian distribution in the 
population. Together with the polygenic susceptibility, we postulate the exist
ence of a threshold. Embryos whose susceptibility exceeds a critical t1neshold 
value develop cleft palate; those whose susceptibility is below the threshold, even 
if only just below, develop a normal palate. Stripped of mathematical subtlety, 
the model can be represented as in Figure 3.26. The threshold can be imagined 
as the neutral point ofthe balance. Changing the balance offactors tips the phe
notype one way or the other. 

For cleft palate, a polygenic threshold model seems intuitively reasonable. All 
embryos start with a cleft palate. During early development the palatal shelves 
must become horizontal and fuse together. They must do this within a specific 
developmental window of time. Many different genetic and environmental fac
tors influence embryonic development, so it seems reasonable that the genetic 
part of the susceptibility should be polygenic. Whether the palatal shelves meet 
and fuse with time to spare, or whether they only just manage to fuse in time, is 
unimportant-if they fuse, a normal palate forms; ifthey do not fuse, a cleft pal
ate results. There is therefore a natural threshold superimposed on a continu
ouslyvariable process. 

Using threshold theory to understand recurrence risks 
Threshold theory helps explain how recurrence risks vary in families. Affected 
people must have an unfortunate combination of high-susceptibility alleles. 
Their relatives who share genes vvith them vvill also, on average, have an increased 
susceptibility, with the divergence from the population mean depending on the 
proportion of shared genes. Thus, polygenic threshold characters tend to run in 
families (Figure 3.27). Parents who have had several affected children may have 
just been unlucky, but on average they will have more high-risk alleles than par
ents with only one affected child. The threshold is fixed, but the average suscep
tibility, and hence the recurrence risk, increases with an increasing number of 
previous affected children. 

Many supposed threshold conditions have different incidences in the two sexes. 
Threshold theory accommodates this by postulating sex-specific thresholds. 

Figure 3.26 Multifactorial determination 

of a disease or malformation. The angels 
and devils can represent any combination of 

genetic and environmental factors. Adding 
an extra devil or removing an angel can tip 

the balance, without that particular factor 
being the cause ofthe disease in any general 

sense. (Courtesy of the late Professor RSW 

Smithells.) 
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Congenital pyloric stenosis, for example, is five times more common in boys than 
girls. The threshold must be higher for girls than boys. Therefo re, to be affected, 
a girl has on average to have a higher liability than a boy. Relatives of an affected 
girl therefore have a higher average susceptibility than relatives of an affected boy 
(Figure 3.W ] . The recurrence risk is correspondingly higher, although in each 
case a baby's risk of being affected is five times higher if it is a boy because a less 
extreme liability is sufficient to cause a boy to be affected (Table 3.2). 

Counseling in non-Mendelian conditions is based on empiriC risks 
In genetic counseling for non-Mendelian conditions, risks are not derived from 
polygenic theory; they are empiric risks obtained through population surveys 
such as those in Table 3.2. This is fundamentally different from the situation with 
Mendelian conditions, where the risks (1 in 2, 1 in 4, and so on) come from the
ory. The effect of family history is also quite different. Consider two examples: 

• 	 If a couple have had a baby with cystic fibrosis, an autosomal recessive 
Mendelian condition, we can safely assume that they are both carriers. The 
risk of their next child being affected is 1 in 4. This remains true regardiess of 
how many affected or normal children tlley have already produced (summed 
up in the phrase 'chance has no memory'). 

• 	 If a couple have had a baby with new-al tube defect, a complex non-Mende
lian character, survey data suggest that the recurrence risk is about 2-4% in 
most populations. But if they have already had two affected babies, the survey 
data suggest the recurrence risk is substantially higher, often about 10%. It is 
not that having a second affected baby has caused their recurrence risk to 
increase, but it has enabled us to recognize them as a couple who always had 
been at particularly high risk. For multifactorial conditions, bad luck in the 
past is a predictor of bad luck in the future. A cynic would say it is simply the 
counselor being wise after the event-but the practice accords with our 
understanding based on threshold theory, as well as with epidemiological 
data, and it represents the best we can offer in an imperfect state of 
knowledge. 
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Figure 3.27 Apolygenic threshold 
model for dichotomous non-Mendelian 
characters. liability to the condition is 
polygenic and normally distributed (green 
curve). People whose liability is above a 
certain threshold value (the balance point 
in Figure 3.26) are affected. The disuibution 
of liability among sibs of an affected person 
(purple curve) is shifted toward higher 
liabil ity because they share genes with their 
affected sib. Agreater proportion of them 
have liability exceeding [he (fixed) threshold. 
As a reSUlt, the condition tends to run in 
famil ies. 

Figure l.28 A polygenic dichotomous 
character with sex-specific thresholds. The 
figure shows a model that explains data such 
as those in Table 3.2. For all three curves, girls 
with a liability above the threshold va lue 
Tg and boys above the threshold value Tb 
manifest the condition, and are represented 
by shaded areas under the curves. As 
in Figure 3.27, the general population 
(green curve) displays a liability to this 
polygen ic disease condition that is normally 
distributed, with an average liability of A'. 
The liability among siblings of affected 
boys (blue curve) is higher, with average A", 
and a greater proportion of these brothers 
and sisters have a liability that exceeds the 
respective threshold levels . Among siblings 
of affected girls the liability is still higher 
(red curve, average liability Alii), and an even 
greater proportion of these brothers and 
sisters will be affected because they have 
a liability that exceeds their seK-specific 
threshold levels. 
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TABLE 3.2 RECURRENCE RISKS FOR PYLORIC STENOSIS 

Relatives of Sons Daughters 

Male proband 19/296 (6.42%) 7/274 (2.55%) 

Female proband 14/61 (22.95%) 7/62('1.48%) 

Brothers 

5/230 (2. 17%) 

11/101 (10.89%) 

Sisters 

5/242 (2.07%) 

91101 (8.9 1%) 

More boys than girls are affected, but the recurrence risk is higher for relatives of an affected girl. The data fit a polygenic threshold model with 
sex-specific thresholds (Figure 3.28). [Data from Fuhrmann and Vogel (1976) Genetic Counselling. Springer.] 

3.5 FACTORS AFFECTING GENE FREQUENCIES 
Over a whole population there may be many different alleles at a particular locus, 
although each individual person has just two alleles, which may be identical or 
different. The gene pool for the A locus consists of all alleles for that locus in the 
population. The gene frequency of allele Aj is the proportion of alIA alleles in the 
gene pool that are AI. Strictly this should be called the allele frequency, but the 
term gene frequency is widely used, and we use it here. The following sections 
consider the relationship between gene frequencies and genotype frequencies. 
After that we will discuss the factors that can cause gene frequencies to change. 

Athought experiment: picking genes from the gene pool 
Consider two alleles, Al and Az at the A locus. Let their gene frequencies be p and 
q, respectively (p and q are each between 0 and 1). Let us perform a thought 
experiment: 
• 	 Pick an allele at random from the gene pool. There is a chance p that it is Al 

and a chance q that it is A2. 

• 	 Pick a second allele at random. Again, the chance of picking Al is p and the 
chance of picking Az is q (we assume that the gene pool is sufficiently large 
that removing the first allele has not significantly changed the gene frequen
cies in the remaining pool). It follows that: 

• 	 The chance that both alleles were Al is p2 

• 	 The chance that both alleles were A, is qZ. 

• 	 The chance thatthe first allele was Al and the second A, is pq. The chance 

that the first was A, and the second Aj is qp. Overall, the chance of pick

ing one Al and one Az allele is 2pq. 


The Hardy- Weinberg distribution relates genotype frequencies to 
gene frequencies 
Ifwe pick a person at random from the population, this is equivalent to picking 
two genes at random from the gene pool. Staying with our alleles Al and Az, the 
chance that the person is AlAI is p2, the chance thatthey are AIAz is 2pq, and the 
chance that they are AzAz is qZ. This simple relationship between gene frequen
cies and genotype frequencies is called the Hardy-Weinberg distribution. 
It holds whenever a person's two genes are drawn independently and at random 
from the gene pooL Al and A, may be the only alleles at the locus (in which 
case p + q = 1) or there may be other alleles and other genotypes, in which case 
p + q < 1. For X-linked loci, males, being hemizygous (having only one allele), are 
Alar Az with frequencies pand q, respectively, whereas females can be AjAj, AIAz, 
or AzAz (Box 3.5). 

The Hardy-Weinberg relationship is very useful for predicting risks in genetic 
counseling. Genotype frequencies in a population are expected to follow the 
Hardy-Weinberg distribution. Some special explanation is required if they do not 
(see below). 

Using the Hardy-Weinberg relationship in genetic counseling 
Gene frequencies or genotype frequencies are essential inputs into many forms 
of genetic analysis, such as linkage and segregation analysis (described in 
Chapters 14 and 15, respectively), and they have a particular importance in cal
culating genetic risks. Three typical examples follow. 
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BOX 3.5 THE HARDY - WEINBERG RELATIONSHIP BETWEEN GENE FREQUENCIES 
AND GENOTYPE FREQUENCIES 

Consider two alleles at a locus. Allele A, has f requency P, and allele A2 has frequency q. 

X-linked locus 
t-

Autosomal locus Males Females 

Genotype AlA I r;,;;; A2A2 A, A, f A.AJ A2A2 

Frequency p2~ 2pq ~ P q p' q2 

Note that these genotype frequencies will be seen whether or notA, and A2 are the only alleles at 
the locus. 

Example 1 

An autosomal recessive condition affects 1 newborn in 10,000. What is the 
expected frequency of carriers? 

Hardy-Weinberg relationships give the following relationships: 
Phenotypes: Unaffected Affected 
Genotypes: AA Aa ao 
Frequencies: p2 2pq q' = 1110,000 

q' is 1 in 10,000 or 10-", and therefore q = 10-' or 1 in 100. One in 100 genes 
at the A locus are a, 99 in 100 are A. The carrier frequency, 2pq, is therefore 
2 x 991100 x 11100, wh ich is very nearly 1 in 50. 

This calculat ion assumes that the frequency of the condition has not been 
increased by inbreeding. This is an important proviso, which is considered in 
more detail below. 

Example 2 
If a parent of a child affected by the above condition remarries, what is the risk of 
producing an affected child in the new marriage? 

To produce an affected child. both parents must be carriers, and the risk is 
then 1 in 4. We know that the parent of the affected child is a carrier. If the new 
spouse is, from the genetic point of view, a random member of the population, 
his or her carrier risk is 2pq, which we have calculated as 1 in 50. The overall risk 
is then 1150 x 1/4 = 1/200. 

This assumes that there is no family history of the same disease in the new 
spouse's family. 

Example 3 
X-linked red-green color bl indness affects 1 in 12 Swiss males. What proportion 
of Swiss females will be carriers and what proportion will be affected? 

Assuming that we are dealing with a single X-linked recessive phenotype, the 
Hardy-Weinberg relationships are as follows: 

Males Females 
Genotypes: Al A, ALAI ALA, A,A, 
Frequencies: p q = 1112 p' 2pq q' 

q =1112; therefore p =1 - q =11112. The frequency of carriers, 2pq, is then 
2 x 1112 x 11112 = 221144, and the frequencies of homozygous affected females is 
q' = 1 in 144. Thus, this single-locus model predicts that 15% of females will be 
carriers and 0.7% will be affected. 

In fact, the frequency of affected females is rather lower than this calculation 
predicts. This is part of the evidence that there are two forms of red-green blind
ness, protan and deutan. These are caused by variants in different but adjacent 
genes at Xq28. The mathematics and genetics are d iscussed in OMIM entry 
303900. 

Inbreeding 
The simple Hardy-Weinberg calculations are invalid if the underlying assump
tion, that a person's two alleles are picked independently from the gene pool, is 
violated. In particular, there is a problem if there has not been random mating. 
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Assortative mating can take several forms, but the most generally important is 
inbreeding. A marriage in which there is a previous genetic relationship between 
the partners is called a consanguineous marriage. 

If you marry a relative you are marrying somebody whose genes resemble 
your own: 

• 	 First-degree relatives (parents, children, full sibs) share half their genes 
(always for parents and children; on average for sibs). 

• 	 Second-degree relatives (grandparents, grandchildren, uncles, aunts, neph
ews, nieces, half-sibs) share one-quarter of their genes, on average. 

• 	 Third-degree relatives (first cousins etc.) share one-eighth of their genes on 
average. 

In each case the sharing refers to the proportion of genes that are id entical by 
descent, as a result of that relationship. We all share many genes simply by virtue 
of all being human. The coefficient ofrelationship between two people is defined 
as the proportion of their genes thatthey share by virtue oftheirrelationship. The 
coefficient of inbreeding of a person can be defined as the probability that they 
receive at a given locus two alleles that are identical by descent. It is equal to half 
the coefficient of relationship of the parents. Popular myth would have it that 
many rural or isolated populations are heavily inbred and backward because of 
that. In fact, average inbreeding coefficients in most populations are well below 
0.01, and almost never exceed 0.03 even in the most isolated groups. 

Although inbreeding is seldom significant at the population level, it can have 
major consequences for individuals. The calculations in Box 3,6 show that the 
rarer a recessive condition is, the greater will be the proportion of all cases that 
are the product of cousin or other consanguineous marriages. For most Western 
societies only 1% or less of all marriages would be between first cousins. 
Nevertheless, for a recessive condition with gene frequency q = 0.01 , the form ula 
shows that 6% of al l affected children would be born in that 1% of marriages. The 
converse also holds. For example, among white northern Europeans there is little 
increased consanguinity among parents of children with cystic fibrosis, because 
the condition is so common. Tay-Sachs disease (OMIM 272800) is strongly asso
ciated with parental co nsanguinity among non-Jews, in whom it is rare, but much 
less so among Ash.kenazi Jews, in whom it is rather common. 

For rare autosomal recessive conditions, a basic Hardy- Weinberg calculation 
that ignores inbreeding will badly overestimate the carrier frequency in the pop
ulation at large. For a couple who have already had an affected child, the recur
rence risk is I in 4, regardless of whether they are cousins or unrelated. But for 
situations in which the risk of an affected child depends on estimating the fre
quency of carriers in the population, a correct calculation requires a knowledge 
of population genetic theory, and of the genetics of the particular population in 
question, that goes beyond the scope of this book. 

Other causes of departures from the Hardy-Weinberg relationship 
Inbreeding is by far the most important cause of deviations from the Hardy
Weinberg relationship between gene frequencies and genotype frequencies. 
Other possibilities include selective migration and mortality. [fpeople with a cer
tain genotype are more likely to be removed from the population, by migration or 
death, then those remaining will be depleted of that genotype, in compariso n 
"~th Hardy-Weinberg predictions. Large-scale immigration of people from a 
population with a different gene frequency would equally upset the relationship. 
One generation of random mating would suffice to reestablish a Hardy- Weinberg 
relationship, albeit with a new gene frequency. However, if the population 
remained stratified into groups that did not interbreed freely, the Hardy- Weinberg 
relationship might apply within each group, but not to the overall population. 

For genetic marker studies, systematic laboratory error is an important pos
sible cause of an apparent deviation from the expected Hardy- Weinberg ratios. 
For example, the assay used might score heterozygotes unreJiably. Observed pro
portions can be compared with the Hardy-Weinberg prediction by a simple X2 

test with k(k- 1)12 degrees of freedom, where there are k alleles at the locus being 
tested. More sophisticated statistical treatments are needed if the numbers are 
small. 
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BOX 3.6 EFFECTS OF INBREEDING 

Suppose a man marrieshis first cousin. Consider the risk of their having a baby affected with an 
autosomal recessive condition that has gene frequency q. lf we know nothing about him, there is 
a chance 2pq that he is a carrier of the condition. If he is acarrier, there is a , in 8 chance that his 
cousin also is. by virtue of their common ancestry ll=igu..-e 1). The overall risk of an affected child 
is 2pq x 1/8 x 1/4 = pq/16. Had he married an unrelated woman the risk would have been q2. the 
same as for any other couple. The ratio of risk is 

pq/16:q' = p: 16q 
For a rare recessive condition, q will be small; p will therefore be almost 1and the ratio simplifies to 

U6q 
Suppose a proportion c of all marriages in a population are between first cousins. Let each 

marriage produce one child . Suppose the ri sk that child would be affected by a certain rare 
autosomal recessive condition. when the parents are first cousin s, Is x. The risk for a ch ild from 
an outbred marriage is 16qx. The ccousin marriages produce xc affected children. and the (1 - c) 
outbred marriages produce 16qx{1 - c) affected children. A proportion eI[c + , 6q(1 - e)) of all 
affected chitdren will be born to first cousins. The table shows some examples. 

Proportion of all marriages Frequency of disease Percentage of all affected 
that are between first allele children whose parents are 
cousins 

0.01 J. 001 

first cousins 

6 
j 

0.01 0.005 11 

0.01 I 0.001 39 
--,--

0.05 0.01 25 

0.05 0.005 40 

0.05 0.001 77 

Note that we have used several simplifying assumptions: 
In deriving the 1 :16q ratio of risks we used the approximation p =: 1. which would be 
reasonable only for rare recessive conditions. 
We ignored the possibility that the cou si n might carry the mutant allele inherited 
independently, and not as a result of her relationship to the carrier man. Again, that is 
reasonable for a rare condition, but not for a very common one. 
Finally, we assumed that all unions were either between first cousins or fully outbred. 

Despite these approximations, it remains generally true that consanguineous unions contribute 
disproportionately to the incidence of rare recessive diseases. 

A final point to note is that unrecognized locus heterogeneity can upset the 
use of the Hardy-Weinberg relation to calculate genetiC risks. Suppose a recessive 
disease wi th frequency Fis actually caused by homozygosity at anyone of 10 loci. 
The example of Usher syndrome, quoted earli er, shows that this is not an unreal· 
istic scenario. To keep the mathematics simple, we will suppose that each of the 
10 loci contributes equally to the incidence of the disease, so each separate locus 
contributes FIlO to the incidence. We wish to advise a known carrier ofhis risk of 
having an affected child if his partner is unrelated and has no family history of 
the disease. As we calculated previously, the risk is 2pq x 1/4. For each locus, the 
disease allele has frequ ency V(FIlO), and the carrier frequency is approximately 
2-1(FlIO) . [fwe were unaware of the locus heterogeneity, we would assume the 
frequency of the disease allele to be -I F, and the carrier frequency to be approxi
mately 2vF. For equally frequent disease alleles at 11 loci, the single· locus calcula· 
tion overstates the risk by a factor -111. 

Gene frequencies can vary with time 

One generation of random mating is sufficient to establish a Hardy-Weinberg 
relationship between gene frequencies and genotype frequencies. In the absence 
of any disturbing factors, the frequencies will remain unchanged over the geneI" 
ations (Hardy-Weinberg equilibrium). However, many factors can cause gene 
frequencies to change with time. The general mechanisms that affect the popula· 
tion frequency of alleles are discussed in Box 10.5. Random changes (genetic 
drift) are often important in small populations. However, for a strongly 

1,4 1,4 

112 

/ 
Figure 1 Relatives share genes. Figures 
show the proportion of their genes that 
relatives share with a proband (arrow) by 
virtue of [heir relationship. 
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disadvantageous disease allele, its frequency will primarily depend on a balance 
between the rate at which mutation is creating fresh examples and the rate at 
which natural selection is removing them. New alleles are constantly being cre 
ated by fresh mutation and being removed (if deleterious) by natural selection. 

Estimating mutation rates 
For any given level of selection, we can calculate the mutation rate that would be 
required to replace the genes lost by selection. [fwe assume that, averaged over 
time, new mutations exactly replace the disease alleles lost through natural selec 
tion, the calculation tells us the present mutation rate. We can define the 
coefficient ofselection (s) as the relative chance of reproductive failure ofa geno
type due to selection (the fittest type in the population has s = 0, a genetic lethal 
has s= I). 

• 	 For an autosomal recessive condition, a proportion q2 of the population is 
affected. The loss of elisease alleles each ~eneration is sq2. This could be bal
anced by mutation at the rate of 1'0 - q ), where I' is the mutation rate per 
gene per generation. For equilibrium, sq2 =1'(1- q2) . If q is small, I - q2 is very 
close to I, so to a close approximation I' = sq2. 

• 	 For a rare autosomal dominant condition, homozygotes are excessively rare. 
Heterozygotes occur with frequency 2pq (frequency of disease gene =pl. Only 
half the genes lost through the reproductive failure of heterozygotes are the 
disease allele, so the rate of gene loss is very nearly sp. This could be balanced 
by a rate of new mutation of I'q2. If q is almost I, I'q2 is very nearly equal to 1'. 
Thus, ifthere is mutation-selection equilibrium, I' = sp. 

• 	 For an X-linked recessive disease, the rate of gene loss through affected males 
is sq. This could be balanced by a mutation rate 31', because all X chromo 
somes in the population are available for mutation, but only the one-third 
of X chromosomes that are in males are exposed to selection. Therefore 
I' = sql3. 
An alternative, perhaps more intuitive, formulation of these relationships 

expresses I' in terms of F, the frequency ofthe condition in the population, andf, 
the biological fitness of affected people (defined simply as 1- sl: 
• 	 For an autosomal recessive condition, F= q2; therefore I' = sq2 = F(1 - .fI. 

• 	 For an autosomal dominant condition, F= 2pq, which is very nearly 2p for a 
rare condition; /1 = sp = F(1-.flI2. 

• 	 For an X-linked recessive condition, F= q (in males), so I' = sql3= F(l-.flI3. 

For many dominant and X-linked conditions mutation rates estimated in this 
way are in line with the general expectation, from studies in many organisms, 
that mutation rates are typically 10-5 to 10-6 per gene per generation. However, 
for many autosomal recessive conditions the calculared mutation rate is remark
ably high. Consider cystic fibrosis (CF), for example. 

Until very recently, virtually nobody with CF lived long enough to reproduce; 
therefore s = 1. Cystic fibrosis affects abour one birth in 2000 in many northern 
European populations. Thus, q2 = 112000, and the formula gives I' = 5 X 10-4 This 
would be a strikingly high mutation rate for any gene-but in fact there is good 
evidence that new CF mutations are very rare. The ethnic distribution of CF is 
very uneven: it is primarily a disease of northern Europeans, but even among 
those people, certain groups such as the Finns have a very low incidence. It is 
hard to understand how this could happen ifnew mutations were very frequent
mutation rates are unlikely to differ greatly between populations. Moreover, there 
is evidence that the commonest CF muration in northern Europeans has been in 
those popularions for many centuties (derailed in Chapter 141. This points to the 
fact that the mutation rare calcularion is invalid. The next secrion explains why. 

The importance of heterozygote advantage 

We saw thar the formula I' = sq2 gives an unrealistically high mutarion rare for CF 
(and for many other common autosomal recessive condirions). The calcularion is 
invalid because ir ignores hererozygore advantage. Cystic fibrosis carriers have, 
or had in the pasr, some selecrive advantage over normal homozygores. There 
has been debate over what this advantage might be. The CFTR gene encodes a 
membrane chloride channel. which is required by Salmonella typhi ro enable ir 
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BOX 3 .7 SELECTION IN FAVOR OF HETEROZYGOTES FOR CYSTIC FIBROSIS 

For CF. the disease frequency in Denmark is about one in 2000 births. IPhenotype" Unaffected ~ed 
Genotypes: AA Aa aQ 

Frequencies: p] 2pq q2 == 1/2000 

q2 is 5 X 10-4; therefo re q == 0.022 and p =1 - q == 0.978. 

p/q =0.978/ 0.022 =43.72 =,,;,, . 

If 52 == 1 (affected homozygotes never re produce), 51 == 0.023. 

The present CF gene frequency w ill be mainta ined, even without fresh mutations, ifAa 


heterozygotes have on average 2.3% more surviving children than AA homozygotes. 


to enter epithelial celIs, so maybe Aa heterozygotes are relatively resistant to 
typhoid fever, compared with AA or aa homozygotes. Whatever the cause of the 
heterozygote advantage, if 51 and 5, are the coefficients of selection against theAA 
and aa genotypes respectively, then an equilibrium is established (without recur
rent mutation) when the ratio of the gene frequencies of A and a, pi q, is 5,151. 
Box 3.7 illustrates the calculation for CF, and shows that a heterozygote advan
tage too small to observe in population surveys can have a major effect on gene 
frequencies. Autosomal recessive conditions frequently show a very uneven eth
nic distribution, being common in some populations and rare in others. The 
explanation is often a combination of a founder effect (the population being 
derived from a small number of founders, one of whom happened to be a carrier 
of the gene) and heterozygote advantage. 

It is worth rememberingthat the medically important Mendelian diseases are 
those that are both common and serious. They must all have some special feature 
to allow them to remain common in the face of the selection pressure against 
them. This may be an exceptionally high mutation rate (Duchenne muscular dys
trophy), propagation of non-pathological premutations (non-pathogenic 
seq uence changes that are unstable and have a high rate of conversion to patho
genic mutations, best exemplified in fragile X mental retardation syndrome; 
OMIM 300624), or onset of symptoms after reproductive age (Huntington 
disease)-but, for common serious recessive conditions, it ,is most often hetero 
zygote advantage. 

CONCLUSION 
[n this chapter we have considered genes in a way that Gregor Mendel would 
have recognized. Genes, as treated here, are recognized through the pedigree 
patterns they give rise to as they segregate through multigeneration families. 
Characters that do not give Mendehan pedigree patterns are explained with 
mathematical tools that stem fro m the work of Mendel's contemporary, Francis 
Galton. Further mathematical tools developed by Hardy and Weinberg 100 years 
ago can be used to infer aspects of population genetics. All this can be done with
out ever asking what the physical nature of genes is. Even when the relationship 
of genes to chromosomes was worked out early in the rwentieth century, this was 
done without any knowledge oftheir physical nature, or any need to understand 
it, as we will see in Chapter 14. But of course we are interested in understanding 
what genes do and what they are, and for this we need to get physical-first with 
cells, then with DNA. This is the subject of the fo llOwing chapters. 

FURTHER READING 

Introduction: some basic definitions Read AP & Donnai D (2007) The New Clinica l Genetics. Scion. 
(A basic undergraduate tex tbook illustrating clinical aspects of 

Druery CT & Bateson W (translators, revised by Blumberg R) (1901) the topics covered in this chapter.] 
Mendel's paper in English. http://www.mendelweb.org/ University of Kansas Genetics Education Center. 
Mendel.html (An English translation of Mendel's original 1865 http://www.kumc.edu/g ec/ (Aportaltoa large range oFWeb 
paper, with notes.] resources covering basic genetics.] 

http://www.kumc.edu/gec/(Aportaltoa
http:http://www.mendelweb.org


Chapter 4 


Cells and Cell-Cell 
Communication 

KEY CONCEPTS 

Cells show extraordinary diversity in size, form, and function. Histology recognizes more than 
200 different cell types in adult humans, but this is a massive underestimate- the number of 
different neurons alone is likely to be in the thousands. 

Cells make connections with each other (cell adhesion); transient connections allow cells to 
perform various functions, while stable connections allow functionally similar cells to form 
tissues. 

Tissues are composed of cells of one or more types, plus an extracellular matrix (ECM), a complex 
network of secreted macromolecules that supports cells and interacts with them to regulate 
many aspects of their behavior. 

Cell adhesion is regulated by a limited number of different types of cell adhesion molecule that 
link ceUs to neighboring cells or to ECM. Neighboring ceUs also make contact through different 
types of cell jWlction. 

Many cell functions require that cells signal to each other over both short and long distances. 
Signals transmitted by one cell change the behavior of responding cells by altering the activity of 
proteins, notably transcription factors, that bring about a change in gene expression. 

Transmitting cells often secrete a ligand molecule that binds to a receptor on the surface of 
responding cells to initiate a downstream signal transduction pathway. 

Other small signaling molecules pass through the plasma membranes of responding cells to bind 
to intracellular receptors, or are anchored in the membrane of the transmitting cell and interact 
with receptors on the surfaces of adjacent cells. 

Cell proliferation is regulated at different stages in the cell cycle. During development, cell 
proliferation causes rapid growth of an organism. At marurity, cell proliferation is limited to 
certain cell types that need to be renewed. and there is an equilibrium between cell birth and cell 
death. 

Programmed cell death is functionally important in development and throughout life. There are 
different pathways for getting rid of cells that are unwanted, unnecessary, or potentially 
dangerous. 

During development, cells become progressively more restricted in the range of cell types that 
they give rise to. At maturity, most cells are terminally differentiated. 

Stem cells are comparatively unspecialized cells that can give rise to differen tiated cells and yet 
are able to renew themselves, often by asymmetric cell division. 

Stem cells derived from the early embryo can give rise to all the cells of the body. Those derived 
from cells later in development have less differentiation potential. 

Immune system cells are diverse and highly specialized. Those of the innate immune system 
work in the nonspecific recognition of foreign or altered host molecules known as antigens. 

Band T1ymphocyres are the core of the adaptive immune system, which mounts strong, highly 
specific immune responses. 

Unique DNA rearrangements in Band T cells means that different immunoglobulins are made in 
different B cells and that different T-cell receptors are made in different T cells. As a result, a 
single individual can generate huge ranges of immunoglobulins and T-cell receptors. 
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All living organisms consist of cells-aqueous, membrane-enclosed compart
ments that interact with each other and the environment. Every cell arises by 
either the division or the fusion of existing cells. Ultimately, there must be an 
unbroken chain of cells leading back to the first successful primordial cell that 
lived maybe 3.5 billion years ago. 

Some cells are independent unicellular organisms. Such organisms must per
form all the activities that are necessary to sustain life, and they must also be 
capable of reproduction. They are therefore extremely sensitive to changes in 
their environment, and they typically have very short life cycles and are suited to 
rapid proliferation. As a result, they can adapt quickly to changes around them
mutants that are more able to survive in a particular environment can flourish 
quickly. This has led to an enormous range of single-celled organisms that have 
evolved to fit different, sometimes extreme, environmental niches. Although very 
successful, inevitably they are of limited complexiry. 

Multicellular organisms have comparatively greater longeviry, and changes in 
phenotype are correspondingly slow. Their success has been based on the parti
tioning of different functions into different cell types. The numerous forms of 
interaction between cells provide huge potential for functional complexity. 
During evolution, the transition between unicellular and multicellular forms 
must have been a multi-step process but the initial cell aggregation is modeled by 
some present-day organisms. The slime mold, Dictyostelium discoideum, for 
example, exists predominantly as single cells but has a multicellular stage in its 
life cycle. Because eukaryotes require single cells for meiosis, multicellular organ
isms have specialized germ cells set aside to facilitate reproduction. 

In this chapter we look at the structure, number, and diversity of human cells 
and how these come together to form the tissues of the hum an body. Cell spe
cialization depends on signaling between cells, and so we review the principles 
underlying cell signaling. The proliferation of cell s is controlled by various check
points in the cell cycle, and programmed cell deatll allows the culling of unwanted 
or damaged cells during tissue formation. Next, we describe the role of stem cells 
in both the development and the renewal of mature tissues. Finally, we consider 
the cells of the immune system and the basis of the unique diversity of Band T 
cells that permits effective immune responses to harmful cells and viruses. 

4.1 CELL STRUCTURE AND DIVERSITY 
All cells contain an aqueous cytoplasm surrounded by a membrane of phospho
lipids and proteins, but cells can vary greatly in size and complexity. 

Prokaryotes and eukaryotes represent a fundamental division of 
cellular life forms 
Cells can be classified into broad taxonomic groups according to differences in 
their internal organization and functions (see Figure 4. t). The major division of 
organisms into prokaryotes and eukaryotes is founded on fundamental differ
ences in cell architecture. 

Prokaryotes have a simple internal organization, with a single. membrane
enclosed compartment that is not subdivided by any internal membranes, as 
occurs in eukaryotes (see below). Under the electron microscope, prokaryotic 
cells appear relatively featureless. However, prokaryotes are far from primitive: 
tlley have been through many more generations of evolution than humans. All 
prokaryotes are unicellular, and they comprise two kingdoms of life: 

Bacteria (formerly called e"bacteria to distinguish them from archaebacteria) 
are found in many environments. Some cause disease; others perform tasks 
that are useful or essential to human survival. Huge numbers of bacteria 
inhabit our bodies. Comprising about 500-1000 different species, the vast 
majority of such commensal bacteria live in the gut, and many are beneficial: 
they ferment complex indigestible carbohydrates and synthesize various vita
mins, including folic acid, vitamin K, and biotin. 

Archaea are a poorly understood group of organisms that superficially resem
ble bacteria and so were formerly termed archaebaeceria. They are often found 
in extreme environments (such as hot acid springs) , but some species are 
found in more convivial locations such as in the gutS of cows. 

bacteria 

archaea 

fungi 

multicellular yeasts 
lungi 

plants 

protophyta metaphyta 

animals 

protozoa metazoa 

UNtC8..LULAR MULTICELLULAR 

Flgu... ~. l Classiftcation of unicellular 
and multicellular organisms. The first two 
domains of life-bacte ri a and archaea- are 
also known as prokaryotes because they 
lack internal membranes. Eukaryotes, whic h 
form the third domain, have membrane
enclosed organelles. Thisdomain is further 
subdivided into unicellular and multicellular 
fungi, plants, and animals. The name protist 
has been used as a generiC term for any 
unicellular eukaryote but has also been used 
to describe unicellular eukaryotes that can 
not easily be classified as animals, plants, 
or fungi. 
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Prokaryotes have no defined nucleus and their chromosomal DNA does not 
seem (0 be highly organized; instead it exists as a nucleoprotein complex known 
as the nucleoid (Box 4.1). The typical prokaryote genome is represented as a sin 
gle' circular chromosome containing less than 10 Mb of DNA. However, prokary
otes have recently been identified that possess multipl e circular chromosomes, 
multiple linear chromosomes, mixtures of circular and linear chromosomes. and 
genomes up to 30 Mb in size in the case of Bacillus megaterium. 

Eukaryotes are thought to have first appeared about 1.5 billion years ago. 
They have a much more complex organization than their prokaryote counter
parts, with internal membranes and membrane-enclosed organelles including a 
nucleus (see Box 4.1). There is only one kingdom of eukaryotic organisms-the 
Eukarya-but it includes both unicellular organisms (yeasts, protozoans, and so 
on) and multicellular fungi, plants, and animals. 

In the vast majority of eukaryotes, the genome comprises two or more linear 
chromosomes contained within the nucleus. Each chromosome is a single, very 
long DNA molecule packaged with histones and other proteins in an elaborate 
and highly organized manner. The number and DNA content of the chromo
somes vary greatly between species (see also below). 

The membranes surrounding and dividing the cell are selectively permeable, 
regulating the transport of a variety of ions and small molecules into and out of 
the cell and between compartments. 

The soluble portions of both the cytoplasm and the nucleoplasm are highly 
organized. In the nucleus, a variety of subnuclear structures have been identified 
and are thought to be arranged in the context of a nuclear matrix (see Box 4.1). In 
the cytoplasm, the cytoskeleton is an internal scaffold of protein filaments that 
provides stability, generates the forces needed for movement and changes in cell 
shape, facilitates the intracellular transport of organelles, and allows communi
cation betvveen the cell and its environment. 

The extraordinary diversity of cells in the body 
Cell diversity is reflected in differences in cell size and shape. A typical bacterial 
cell is 1 ~m in diameter, and whereas the average diameter of eukaryotic cells is 
abo ut 10- 30 ~m, some specialized cells can grow much larger. Mammalian egg 
cells are about 100 ~m in diamete r, but other eggs that store nutrients required 
for development can be much larger (the ostrich egg can be up to 20 cm long) . 
Some celis are very long: human muscle fiber cells can extend as long as 30 cm, 
and human neurons can reach up to I meter in length. 

Complex animals have many highly specialized cells. Histology textbooks rec
ognize more than 200 different cell types in adult humans (Table 4_1 ). However, 
histology is a comparatively crude way of classifying celis, relying heavily on dif
ferences in cell size, morphology, and ability to take up certain stains. Some cells 
have been difficult to access and study, and the true extent ofcell diversity is very 
much higher than that recognized by histology. 

Neu rons are now known to be extremely diverse, and although the number of 
different neuron types remains unknown, it is likely to be very large (some recent 
estimates suggest more than 10,000). They are linked to each other by astonish
ingly complex connections- some individual neurons can be connected to 
100,000 other neurons. Band T lymphocytes also show huge diversity. They are 
extremely unusual cells because, as they mature, each B cell and each T cell 
undergoes cell-specific DNA rearrangements to assemble functional genes to 
make immunoglobulins and T-cell receptors, respectively. As a result, individual 
B cells from a single individual produce different immunoglobulins, and indi
vidual T cells exhibit different T-cell receptors. 

Germ cells are specialized for reproductive functions 
In multicellular organisms, development and growth are separated from repro
du ctive functions. A specialized population of germ cells is set aside to perform 
reproductive functions; in evolutionary terms, the remaining somatic cells pro
vide a vessel to carry these reproductive cells for the purpose of achieving repro
duction. In plants and primitive animals, ordinary somatic cells can give rise to 
germ cells throughout the life of the organism. However, in most of the animals 
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BOX 4.1 INTRACELLULAR ORGANIZATION WITHIN ANIMAL CelLS 

Eukaryotic cells have many different types of membrane-enclosed 
structures within their cytoplasm. Not all the structures li sted below 
are present in every cell type; some human cells are so specialized to 
perform a single function that the nucleus and other organelles are 
d iscarded and the cells rely on pre-synthesized gene products. 

The plasma membrane provides a protective barrier around 
the cell. It is based on a double layer of phospholipids (Figure 1). 
Hydrophobic lipid'tails' are sandwiched between hydrophilic phosphate 
groups that are in contact with pola r aqueous environments, the 
cytoplasm and extracellular environment. The plasma membrane is 
selectively permeable, regulating the transport of a variety of ions and 
small molecules into and out of the cell. 

The cytosol, the aqueous component of the cytop lasm, makes 
up about ha lf the volume of the cell and is the site of major metabolic 
ac tivity. includ ing most protein synthesis. The cytosol is very highly 
organized by a series of protein filaments, collectively called the 
cytoskeleton, that have a major role in cell movement, cell shape, and 
intracellu lar t ransport. There are three types of cytoskeletal filament: 

Microfifaments are polymers of the protein actin (and so are also 
known as actin filaments). They provide mechanica l support to 
the cell, allow controlled changes to cell shape, and facilitate cell 
movement by form ing structures such as filopodia and fameflipodia 
(extensions to the ce ll that allow it to crawl along surfaces). 
Microtubules are much more rigid than actin filaments and are 
polymerso f tubulin proteins. They are important constituents of the 
centrosome and mito tic spindle (see Box 2.1) and also form the core 
of cilia and flagella. 
In termediate filaments have predominantly structural roles. 
Examples include the neurotilaments of nervous system celis and 
keratins in epithelial cells. 
The endoplasmic reticulum (ER) consists of flatte ned, sing le· 

membrane vesicles whose inner compartments (cisterna e) are 
interconnected to form channels throughout the cytoplasm. The ER 
has tWO key functions: the intracellular sto rage of ci+,which is widely 
used in cell signaling; and the synthesis, folding, and modification of 
pro teinsand lipids destined for the cell membrane or for secretion.The 
rough endoplasmic reticulum is studded w ith ribosomes that synthesize 
proteins that will cross the membrane into the intracisternal space 
before being transpo rted to the periphery of the cell. Here. they can be 
incorporated into the plasma membrane, retrieved to the ER. or sec reted 
from the cel l. The attachment of the sugar residues (glycosylation) that 
adorn many human proteins begins in the ER. 

The Goigi complex consists of flattened single-membrane vesicles, 
which are often stacked. Its primary function is to secrete cell produc ts, 
such as proteins, t o the exterior and to help form the plasma membrane 
and the membranes o f Iysosomes. Some of the small vesicl es that 
arise peripherally by a pinching-o ff process contain secre tory products 
(secretQlyvacuoJes). Glycoproteins arriv ing from the ER are further 
modified in the Goigi complex. 

The nucleus contains the chromosomes and 

th e vast majority of the DNA of an anima l cell. It 
nucleoid .III • 0-0 .... I) I) ....-';__ nucleusis su rrounded by a nuclear envelope, composed 

~ . 
of two membranes separated by a narrow space 
and conti nuous with the ER. Openings in the §--mitochondrion 

nuclear envelope (nuclear pores) are lined with 
GGCG",

special ized protein complexes that act as specific cop.. ribosomes 
transporters of macromolecu les between the . 
nucleus and cytoplasm.Within the nucleus. the " 

/" Golgi complexchromosomes are arranged in a highly ordered plasma membrane 

way. Some evidence supports the existence of membrane 
a nuclear matrix, or scaffold, a protein network. 
to which chromosomes are attached. Additional 
nuclear substructure inc ludes these structures: 

The nucleolus is a discrete reg ion where 
ribosoma l RNA (rRN A) is synthesized and 
processed and where ribosome subunits 

are ~rst assembled. Human rRNA genes are clustered on the short 
arms of ch rom osomes 13, 14, 15, 21, and 22, and ate brought close 
together within the nucleolus. 
Cajal bodies (or coiled bodies) are thought to be sites where small 
nuclear/nucleolar ribonucleoprotein (snRNP/snoRNP) particles are 
assembled, and m ay also be involved in gene regulation. 
Speckles (or interchromatin granu les) are believed to be regions 
where fully mature snRNPs assemble in readiness for splicing 
pre-mRNA. 
PML bodies appear as rings and are composed predominantly o f 
the premyelocytic leukemia (PML) protein, but their functions are 
unknown. 
Perichromatin fibrils <I re sites where nascent RNA accumulates. 
Cleavage bodies are sites of polyadenylation and cleavage. 
Mitochondria are sites of oxidative phosphorylation, by which 

organic nutrients are oxidized to generate ATP th at is then used to 
power the different functions of a cell. They have two membranes: 
a comparatively smooth outer membrane. and a complex. h ighly 
folded inner mitochondrial membrane. The inner compartment,. the 
mitochondrial morrix, contains enzymes and chemical intermediates 
involved in energy metabolism. Mitochondria, and also the chloroplasts 
of plants cells, contain DNA. They also have their own ribosomes that 
are dedicated to t ransla ting mRNA transcribed from mitochondrial 
DNA. However, most m itochondrial proteins are encoded by nuclear 
genes, synthesized on cytop lasmic ribosomes, and then imported into 
mitochondria. 

Peroxisomes (microbodies) are smal l single·membrane vesicles 

containing enzymes that use molecular oxygen to oxidize their 
substrates and generate hydrogen peroxide. 

Lysosomes are small membrane-enclosed vesicles containing 
hydrolytic enzymes that digest materials brought into the cell by 
phagocytosis or pinocytosis. Lysosomes also help in the degradation of 
cell components after cell death. 

Cilia are small structures containing microtubule filaments that 
extend from the plasma membrane and beat backward and forward, or 
rotate. In vertebrates, a very few specialized cell types have multiple ci lia 
that are used to generate movement. They include epithelial cells lining 
the lungs and oviduct where the cilia bea t together to move mucus 
away from the lungs or the egg toward the uterus. Most vertebrate 
cells, however, have a single cilium. known as the primary cilium, whose 
function is not involved in generating movement- instead, it is packed 
w ith many di fferent kinds of receptor molecule and acts as a sensor of 

the cell's envIronment. Sperm cells have a sing le, rather large and much 
longer version of a cil ium, known as a flagellum .The flage llum moves in 
a wh ip-like fas hion to propel the sperm cell forward, 

pnmary cil ium __ peroxisome 

cytosol endoplasmiCI
\ reticulum 

, ~. ~ :/ 
wall .' 

Flg:ur.' Prokaryotic and eukaryotic 
cell anatomy. Prokaryotic cells are much 
smaller than eukaryotk cells and lack the 
internal organelles fou nd in the latter. The 
eukaryotic cell shown in this figure is a 
generic vertebrate ce ll . 
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TABLE 4.1 A CLASSIFICATION OF CELLS IN ADULT HUMANS 

Group and subgroup (number of major classes) Examples 

BLOOD/IMMUNE SYSTEM CELLS (>30) 

Megakaryocytes (2) megakaryocyte, p latelet (Figures 4.2A, 4.1 7) 

Red blood cell (1) erythrocyte (Figure 4.17) 

Stem cells/committed progenitors (various) hematopoietic stem cell (Figure 4.17) 

Lymphocytes (> 10) B celis, T celis, natural killer cell (Figure 4.17) 

Monocytes and macrophages (>6) 

Dendritic cells (>4) 

Blood granulocytes (3) basophil, neut roph i l, eosinophil (Figure 4.17) 

Mast cells 

CILIATED CELLS, PROPULSIVE FUNCTION (4) 

In respiratory t ract, oviduct/endometrium, testis, eNS oviduct ciliated cell 

CONTRACTILE CELLS (MANY) 

Heart muscle cells (3) myoblast, syncytial muscle fiber cell (Figure 4.28) 

Skeleta l muscle cells (6) 

Smooth muscle cells (various) see Figure 4.4 

Myoepithelial cells (2) 

EPITHELIAL CELLS (>80) 

Exocrine secretion specialists (>27) goblet (mucus-secreting) and Paneth (lysozyme-secreting) cells, of 
intestine (Figure 4.18B) 

Keratinizing (12) keratinocyte, basal cell of epidermis (Figure 4.18A) 

Primary barrier function or involved in wet stratified barrier (11) collecting duct cell of kidney 

Absorptive function in gut, exocrine glands, and urogenital tract (8) intestina l brush border cell (with microvi ll i) (Figures 4.3, 4.4) 

Lining closed internal body cavities (>20) vascular endothelial cell 

EXTRACELLULAR MATRIX SECRETION SPECIALISTS (MANY) 

Connective tissue (many) fibroblasts, including chondrocyte (cartilage) and osteoblast/osteocyte 
(bone) (Figures 4.4, 4.5) 

Epithelial (3) ameloblast (secretes tooth enamel) 

GERM CELLS (>7) 

Female-specific (3); male-specific (3) oocyte, spermatocyte (Figure 5.8) 

NEURONS AND SENSORYTRANSDUCERS (VERY MANY) 

Photo receptors and cells involved in perception of acceleration and gravity, rod cell 
hearing, ta ste, touch, temperature, blood pH, pain, etc. (many) 

Autonomic neurons (multiple) cholinergic neuron 

CNS neurons (large variety) neuron (Figure 4.6) 

Supporting cells of sense organs and periphera l neurons (12) Schwann cell (Figure 4.6) 

CNS glial cells (many) astrocyte, oligodendrocyte 

OTHER CELLS (>40) 

Hormone-secreting speciali sts (>30) Leydig cell of testis, secreting testosterone 

Lens cel ls (2) lens fiber (crystallin-containing) 

Metabolism and storage specia lists (4) liver hepatocyte and li pocyte, brown and w hite fat celts 

Pigment cells (2) melanocyte, retinal pigmented epithelial cell 

CNS, central nervous system. Note that some cells in early development are not represented in adults. A full list of the human adult cell types 
recognized by histology is available on the Garland Scientific Web site at: http://www.gariandscience.com/textbooks/0815341059 
.asp?type=supplements 

http://www.gariandscience.com/textbooks/0815341059
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that we understand in detail-insects, nematodes, and vertebrates-the germ 
cells are set aside very early in development as a dedicated germ line and repre
sent the sole source of gametes. 

The germ cells are the only cells in the body capable of meiosis. To produce 
haploid sperm and egg cells, the precursor germ cells must undergo two rounds 
of cell division but only one round of DNA synthesis. In mammals, germ-line 
cells derive from primordial germ cells that are induced in the early embryo. 

Cells in an individual multicellular organism can differ in DNA 
content 

Cells differ in DNA content between organisms, within a species, and within an 
individual. For any species, the reference DNA content of cells, the C value, is the 
amount of DNA in the haploid chromosome set of a sperm or egg cell. Cvalues 
vary widely for different organisms, but there is no direct relationship between 
the Cvalue and biological complexity (the Cvalue paradox). While most mam
mals have a Cvalue of about 2500-3500 Mb of DNA, the human Cvalue is only 
19% of that of an onion, 4% of that of some lily plants, and-remarkably-only 
0.5% of that ofthe single-celled Amoeba dubia (Table 4 ,2) ' 

The DNA content of cells within a single individual can also show variation as 
a result of differences in ploidy (the number of chromosome sets). Some cells, for 
example erythrocytes, platelets, and mature keratinocytes, lose their nucleus and 
so are nulliploid. Sperm and egg ceUs are haploid (1 C). The majority of cells are 
diploid (2C)' but some undergo several rounds of DNA replication without cell 
division (endomitosis) and so become polyploid. Examples are hepatocytes (less 
than BC) in the liver, cardiomyocytes (4C-BC) in heart muscle, and megakaryo
cytes (l6C-64C) [Flgure 4.21\). Skeletal muscle fiber cells are a striking example 
of syncytial cells, cells that are formed by multiple rounds of cell fusion. The indi
vidual cells can become very long and contain very many diploid nuclei (Figure 
4.2B). 

The DNA sequence also varies from cell to cell, between species, between 
individuals of one species, and even between cells within a single multicellular 
organism. As a result of mutation, differences in DNA sequence betvveen cells 
from different species can be very significant, depending on the evolutionary dis
tance separating the species under comparison. DNA from cells of different indi
viduals of the same species also show mutational differences. The DNA from two 
unrelated humans contains approximately one change in every 1000 nucleo
tides. 

TABLE 4.2 GENOME SIZE IS NOT SIMPLY RELATED TO THE COMPLEXITY OF AN 
ORGANISM 

Organism Genome size (Mb) Gene number 

UNICELLULAR 

Es cherichia coli 4.6 -5000 

Saccharomyces cerevisiae 13 6200 

Amoeba dubio 670.000 

MULTICELLULAR 

Caenorhabdiris elegans 95 -21,190 

Drosophila me/anogaster 180 - 14,400 

Allium cepa (onion) 15,000 

Mus musculus 2900 >25,000 

Homo sapiens 3200 >23,000 

Note that gene numbers are best current estimates, partly because of the difficulty in identifying 
genes encoding functional RNA products. For genome sizes on a wide range of organisms, see the 
database of genome sizes at http://www.cbs.dtu.dkldatabases/DOGS/index.php 

http://www.cbs.dtu.dkldatabases/DOGS/index.php
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There are also very small differences in the DNA sequence of cells from a sin
gle individual. Such differences can arise in three ways: 

• 	 Programmed differences in specialized cells. Sperm cells have either an X or a 
Y chromosome. Other examples are mature Band T lymphocytes, in which 
cell-specific DNA rearrangements occur so that different B cells and different 
T cells have differences in the arrangement of the DNA segments that will 
encode immunoglobulins arT-cell receptors, respectively. This is described in 
more detail in Section 4.6. 

• 	 Random mutation and instability ofDNA. The DNA of all cells is constantly 
mutating because of environmental damage, chemical degradation, genome 
instability, and small but significant errors in DNA replication and DNA repair. 
During development, each cell builds up a unique profile of mutations. 

Chimerism and colonization. Very occasionally, an individual may naturally 
have two or more clones of cells with very different DNA sequences. Fraternal 
(non-identical twin) embryos can spontaneously fuse in early development, 
or one such embryo can be colonized by cells derived from its twin. 

4.2 CEll ADHESION AND TISSUE FORMATION 
The cells of a multicellular organism need to be held together. In vertebrates and 
other complex organisms, cells are assembled to make tissues-collections of 
interconnected cells that perform a similar function-and organs. Various levels 
of interaction contribute to this process: 

• 	 As they move and assemble into tissues and organs, cells must be able to rec
ognize and bind to each other, a process known as cell adhesion. 

• 	 Cells in animal tissues frequently form cell junctions with their neighbors, 
and these can have different functions. 

• 	 The cells of tissues are also bound by the extracellular matrix (ECM), the 
complex network of secreted macromolecules that occupies the space 
between cells. Most human and adult tissues contain ECM, but the propor
tion can vary widely. 

Even where cells do not form tissues-as in blood cells-cell adhesion is 
vitally important, permitting transient cell-cell interactions that are required for 
various cell functions. 

During embryonic development, groups of similar cells are formed into tis
sues. For even simple tissues such as epithelium, the descendants of the progeni
tor cells must not be allowed to simply wander off. The requirement becomes 
more critical when the tissue is formed after some of the progenitor cells arrive 
from long and complicated cell migration routes in the developing embryo. Cells 
are kept in place by cell adhesion, and the architecture of the tissue is developed 
and maintained by the specificity of cell adhesion interactions. 

Cell adhesion molecules work by having a receptor and a complementary lig
and attached to the surfaces of adjacent cells. There may be hundreds of thou
sands of such molecules per cell, and so binding is very strong. Cells may stick 
together directly and/ or they may form associations with the ECM. During devel
opment, changes in the expression of adhesion molecules allow cells to make 
and break connections with each other, facilitating cell migration. In the mature 
organism, adhesion interactions between cells are generally strengthened by the 
formation of cell junctions. 

~ 
skeletal muscle fiber cell 50!lm 

Rgul"e 4.2 Examples of polyploid 
cells arising from endomitosis or cell 
fusion. (A) The megakaryocyte is a giant 
polyploid (16C-64C) bone marrow cell 
that is responsible for producing the 
thrombocytes (platelets) needed for blood 
clotting. It has a large multi-lobed nucleus 
as a result of undergoing multiple rounds 
of DNA replication without cell division 
(endomitosis). Multiple platelets are formed 
by budding from cytoplasmic processes of 
the megakaryocyte and so have 1")0 nucleus. 
(B) Skeletal muscle fiber cells are polyploid 
because they are formed by the fusion of 
large numbers of myoblast cells to produce 
extremely long multinucleated cells. 
A multinucleated cell is known as a 
syncytium. 
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Chapter 4: Cells and Cell-Cell Communication 

Cell adhesion molecules (CAMs) are typically transmembrane receptors with 
three domains: an intracellular domain that interacts with the cytoskeleton, a 
transmembran e domain that spans the width ofthe phospholipid bilayer, and an 
extracellular domain that interacts either with identical CAMs on the surface of 
other cells (homophilic bindinltJ or with different CAMs (heterophilic binding) or 
the ECM. There are four major classes of cell adhesion molecule: 
• 	 Cadherins are the only class to participate in homophilic binding. Binding 

typically requires the presence of calcium ions. 
• 	 integrins are adhesion heterodimers that usually medjate cell-matrixinterac* 

lions, but certain leukocyte integrins are also involved in cell--;;ell adhesion. 
They are also calcium-dependent. 
Selectinsmediate transient cell-cell interactions in the bloodstream. They are 
important in binding leukocytes (white blood cells) to the endothelial cells 
that line blood vessels so that blood cells can migrate out ofthe bloodstream 
into a tissue (exEravasation). 

Jg-CAMs (immunoglobulin superfamily cell adhesion molecules) are calcium
independent and possess immunoglobulin-like domains (see Section 4.6). 

Cell junctions regulate the contact between cells 
Vertebrate cell junctions act as barriers, help to anchor cells. or permit the direct 
intercellular passage of small molecules. 

Tight junctions 
Tight junctions are designed to act as barriers; they are prevalent in the epithelial 
cell sheets that line the free surfaces and all cavities of the body, and serve as 
selective permeability barriers, separating fluids on either side that have differ
ent chemical compositions. Central to their barrier role is the ability of tight junc
tions to effect such tight seals between the cells that they can prevent even small 
molecules from leaking from one side of the epithelial sheet to the other (Figure 
4.3). Tight junctions seem to be formed by sealing strands made up oftransmem
brane proteins embedded in both plasma membranes. withextracellulardomains 
joining one another directly. The sealing strands completely encircle the apical 
ends of each epithelial cell (the apical end is the end facing outward. toward the 
surface). 

lumen 	 microvilli 

APICAL 

____ tlght luncUon seals gap 
between epithelial cells 

............ adherDftl Ilmc;Uon connects 
actin fi lament bundle in one 
cell with that in the next cell 

~f'-~- de'rT'I05omlt connects 
Intermediate filaments In 
one cell to those in the 
next cell 

&oIIfI Junction allows the 
passage of small watef
soluble molecules from cell 
to cell 

aotln·llniolM c.U-miltrtx adh.,lon 
anchors actin filaments In cell 
to exuacellular matrix 

FtgU,..4.) The principal classes of cell 
junctions found in vertebrate epithelial 
cells. This examp le shows intestinal 
epithelial cells that are arranged in a sheet 
overlying a thin layer of extracellular 
matrix (ECM), known as the basal lamina. 
Depending on whether actin filaments or 
intermediate filaments are involved, cells 
are anchored to the ECM using two types 
of junction, and also to their cell neighbors 
using another two types of cell junction, as 
shown. Individual cells are symmetric along 
the axes that are parallel to the ECM layer, 
but they show polarity along the axis from 
the tOp (apical) end of the cell that faces 
the lumen to the bottom (basal) part of the 
cell. The tight junctions occupy the most 
apical position and divide the cell surface 
into an apical region (rich in intestinal 
microvilli) and the remaining basolateral 
cell surface. Immediately below the tight 
junctions are adherens junctions and then 
a special parallel row of desmosomes. Gap 
junctions and additional desmosomes are 
less regularly organized. [From Alberts B, 
JohnsOn A, Lew is J et al. (2008) Molecular 
Biology or the Cell. 5th ed. Garland Science! 
Taylor & Francis LLC.] 
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Anchoring cell junctions 
Other cell junctions mechanically attach cells (and their cytoskeletons) to their 
neighbors by using cadherins, or they attach cells to the ECM by using integrins. 
In each case, the components ofthe cytoskeleton that are linked from cell to cell 
can be actin filaments or intermediate filaments. There are four types (see Figure 
4.3): 

Adherel1s junctions. Cadherins on one cell bind to cadherins on another. The 
cadherins are linked to actin filaments using anchor proteins such as caten
ins, vinculin, and cx-actirrin. 

• 	 Desmosomes. DesmocolJins and desmogleins on one cell bind to the same on 
another. They are linked to intermediate filaments using anchor proteins such 
as desmoplakins and plakoglobin. 

• 	 Focal adhesions. lntegrins on a cell surface bind to ECM proteins. The integ
rins are connected internally to actin filaments using anchor proteins such as 
talin, vinculin, «-actinin, and filamin . 

• 	 Hemidesmosomes. Integrins on epithelial cell surfaces bind to a protein com
ponent, laminin, of the basal lamina. The integrins are connected internal.!y 
to intermediate filaments by using anchor proteins such as plectin. 

Communicating cell junctions 
Gap junctions permit inorganic ions and other small hydrophilic molecules (less 
than 1 kD) to pass directly from a cell to its neighbors (see Figure 4.3). The plasma 
membranes of participating cells come into close contact, establishing a uniform 
gap of about 2-4 nm. The gap is bridged by contact between a radial assembly of 
six connexin molecules on each plasma membrane; when orientated in the COI

rect register, they form an intercellular chaIUlel. Gap junctions allow electrical 
coupling of nerve cells (see electrical synapses in Section 4.3) and coordinate cell 
functions in a variety of other tissues. 

The extracellular matrix regulates cell behavior as well as acting as 
a scaffold to support tissues 

The ECM comprises a three-dimensional array of protein fibers embedded in a 
gel of complex carbohydrates called glycosamil1oglycans. The ECM can account 
for a substantial amount of tissue volume, especially in connective tissues, which 
are the major component of carillage and bone and provide the framework of the 
body. The molecwar composition of the ECM dictates the physical properties of 
connective tissue. It can be calcified to form very hard structures (such as bones 
and teeth), it can be transparent (cornea), and it can form strong rope-like struc
rures (tendons). 

The ECM is not just a scaffold for supporting the physical structure of tissues. 
It also regulates the behavior of cells that come into contact with it It can influ
ence their shape and fun ction, and can affect their development and their capac
itv for proliferation, migration, and survival. Cells can, in turn, modify the struc
tUfe of ECM by secreting enzymes such as proteases. 

In accordance with its diverse functions, the ECM contains a complex mixture 
of macromolecules that are mostly made locally by some of the cells within the 
ECM. In connective tissue, the matrix macromolecules are secreted largely by 
fibroblast-type cells. In addition to proteinS. the ECM macromolecules include 
glycosarninoglycans and proteoglycans. Glycosaminoglycans are very long 
polysaccharide chains assembled from tandem repeats of particwar disaccha
rides. Hyaluronic acid is the only protein-free glycosaminoglycan in the ECM. 
Proteoglycans have a protein core with covalently attached glycosarninoglycans 
and exist in various different forms in the ECM. 

Being extremely large and highly hydrophilic, glycosaminoglycans readily 
form hydrated gels that generally act as cushions to protect tissues against com
pression. Tissues such as cartilage, in which the proteoglycan content of the ECM 
is particularly high, are highly resistant to compression. Proteoglycans can form 
complex superstructures in which individual proteoglycan molecules are 
arranged around a hyaluronic acid backbone. Such complexes can act as 



100 Chapter 4: Cells and Cell-Cell Communication 

Figur••• 4 The gut as an example 
of the relationships between cells, 

epithelial cell tissues, and organs. The gut is a long 
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biological reservoirs by storing active molecules such as growth factors, and pro
teoglycans may be essential for the diffusion of certain signaling molecules. 

The ECM macromolecules have different functional roles. There are structural 
proteins, such as collagens, and also elastin, which allows tissues to regain their 
shape after being deformed. Various proteins are involved in adhesion; for exam
ple, fibronectin and vitrinectin facilitate cell-matrix adhesion, whereas laminins 
facilitate the adhesion of cells to the basal lamina of epithelial tissue (see below). 
Proteoglycans also mediate cell adhesion and can bind growth factors and other 
bioactive molecules. Hyaluronic acid facilitates cell migration, particularly dur
ing development and tissue repair, and the tenascin protein also controls cell 
migration. 

Specialized cell types are organized into tissues 
There are many different types of cell in adult humans (see Table 4.1), but they 
are mostly organized into just a few major types of tissue. Organs are typically 
composed of a few different tissue types; for example, the gut comprises layers of 
epithelium, connective tissue, and smooth muscle (Figure 4.4). The common 
tissues- epithelium, muscle, nerve, and connective tissues-are described 
below, and lymphoid tissue is described in Section 4.6. 

Epithelium 
Epithelial tissue has little ECM and is characterized by tight cell binding between 
adjacent cells, forming cell sheets on the surface of the tissue. The cells are bound 
to their neighbors by strong adhesive forces that permit the cells to bear most of 
the mechanical stress that the tissue is subjected to. Here, the ECM mostly con
sists of a thin layer, the basal lamina, that is secreted by the cells in the overlying 
layer of epithelium (Figure4.5). The epithelial cells show consistent internal cell 

epithelium 

basallamina 

50 ~m 

tube-shaped organ largely constructed 
from three tissues. Epithelial tissues 
form the inner and outer surfaces of the 
tube and are separated from internal 
layers of muscle tissue by connective 
tissue. The latter is mostly composed 
of extracellular matrix (extracellular 
fluid containing a complex network of 
secreted macromolecules; see Figure 
4.5). The inner epithelial layer (top) is 
a semi-permeable barrier, keeping the 
gut contents wi thin the gut cavity (the 
lumen) while transporting selected 
nutrients from the lumen through into 
the extracellular fluid of the adjacent 
layer of connective tissue. [From Alberts 
B, Johnson A, Lewis J et al. (2002) 

Molecular Biology of the Cell, 4th ed. 
Garland SciencefTaylor & Francis LLC.] 

t=lgura C.S Connective tissue: cells and 
structure. The figure shows an example of 
connective tissue underlying epithelium. 
Connective tissue is dominated by an 
extracellular matrix (ECM) consisting 
of a three·dimensional array of protein 
fibers embedded in a gel of complex 
carbohydrates (glycosaminoglycans). Cells 
are sparsely distributed within the ECM 
and comprise indigenous cells and various 
immigrant blood/immune system cells (such 

as monocytes, macro phages, T cells, plasma 
cells, and leukocytes). The indigenous cells 
include fibroblasts (cells that synthesize and 
secrete most of the ECM macromolecules), 
fat cells, and mast celis (which secrete 
histamine·containing granules in response 
to insect bites or exposure to allergens). 
(From Alberts B, Johnson A, lewis J et at 
(2002) Molecular Biology of the Cell, 4th ed. 
Garland $c iencefTaylor & Francis llC.] 
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asymmetry (polarity) in a plane that is at right angles to the cell sheet, with a 
basolateral part of the cell adjacent to and interacting with the basal lamina, and 
an apical part at the opposing end that faces the exterior or the lumen of a cylin
drical tube. 

Connective tissue 
Connective tissue is largely composed of ECM that is rich in fibrous polymers, 
notably collagen. Sparsely distributed within connective tissue is a remarkable 
variety of specialized cells, including both indigenous cells and also some immi
grant cells, notably immune-system and blood cells. The indigenous cells com
prise primitive mesenchymal cells (undifferentiated multipotent stem cells) and 
various differentiated cells that they give rise to, notably fibroblasts that synthe
size and secrete most ofthe ECM macromolecules (see Figure 4.5). 

Cells are sparsely distributed in the supporting ECM, and it is the ECM rather 
than the cells it contains that bears most of the mechanical stress on cOImective 
tissue (see Figure 4.5). Loose connective tissue has fibroblasts surrounded by a 
flexible collagen fiber matrix; it is found beneath the epithelium in skin and many 
internal organs and also forms a protective layer over muscle, nerves, and blood 
vessels. In fibrous connective tissue the collagen fibers are densely packed, pro
viding strengili to tendons and ligaments. Cartilage and bone are rigid forms of 
connective tissue. 

Muscle tissue 
Muscle tissue is composed of contractile cells that have the special ability to 
shorten or contract so as to produce movement ofthe body parts. Skeletal muscle 
fibers are cylindrical, striated, under voluntary control, and multinucleated 
because they arise by the fusion of precursor cells called myoblasts (see Figure 
4.2B). Smooth muscle cells are spindle-shaped, have a single, centrally located 
nucleus, lack striations, and are under involuntary control (see Figure 4.4). 
Cardiac muscle has branching fibers, striations, and intercalated disks; the com
ponent cells, cardiomyocytes, each have a single nucleus, and contraction is not 
under voluntary control. 

Nervous tissue 
Nervous tissue is limited to the brain, spinal cord, and nerves. Neurons are elec
trically excitable cells that process and transmit information via electrical signals 
(impulses) and secreted neurotransmitters. They have three principal parts: the 
cell body (the main part of the cell, performing general functions); a network of 
dendrites (eXlensions of the cytoplasm that carry incoming impulses to the cell 
body); and a single long axon that carries impulses away from the cell body to the 
end ofthe axon (FIgure 4.6). 
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Flgu... 4..6 Neurons and myelination. (Al Neuron structure. Each neuron has a single long axon with multiple axon termini (dendrites) that are 
connected to other neurons or to an effector cell such as a muscle cell. Neurons are insulated by certain glial cells such as Schwann cells that form a 
myelin sheath. (B) Myelination of an axon from a peripheral nerve. Each Schwann cell wraps its plasma membrane concentrically around the axon, 
forming a myelin sheath covering 1 mm of the axon. [From Alberts B, Johnson A, Lewis J et al. (2008) Molecular Biology of the Ceil, 5th ed. Garland 
ScienceJTaylor & Francis LLC.] 
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Neurons account for less than 10% of cells in the nervous system; the other 
90% are glial cells. Glial cells do not transmit impulses, but instead support the 
activities of the neurons in a variety of ways. The axons of neurons have an insu
lating sheath of a phospholipid, myelin, that is produced by cenain glial cells: 
oligoden.drocytes (in the central nervous system) and Schwan.n cells (in the 
peripheral nervous system). Astrocytes are small star-shaped glial cells that 
ensheath synapses and regulate neuronal function. Microglial cells are phago
cytic and protect against bacterial invasion. Other glial cells provide nutrients by 
binding blood vessels to the neurons. 

Neurons communicate with each other at two types of synapse, as detailed in 
the next section. 

4.3 PRINCIPLES OF CELL SIGNALING 
All cells receive and respond to signals from their environment, such as changes 
in the extracellular concentrations of certain ions and nutrient molecules, or 
temperature shocks. Whereas single-celled organisms largely function independ
ently, the cells of multicellular organisms must cooperate with each other for the 
benefit of the organism. To coordinate and regulate physiological and biochemi
cal functions they must communicate effectively by sending and receiving sig
nals. The role of cell signaling during early development will be explained in 
Chapter 5. In this section, we give some of the principles underlying cell 
signaling. 

Signaling molecules bind to specific receptors in responding cells 
to trigger altered cell behavior 
In a multicellular organism virtuaUy all aspects of cell behavior-metabolism, 
movement, proliferation, differentiation-are regulated by cell signaling. 
Transmitting cells produce Signaling molecules that are recognized by respond
ing cells, causing them to change their behavior. Intercellular s ignaling can take 
place over long distances, as in the endocrine signaling used to transmit hor
mones, or over short distances by several different mechanisms: 

• 	 Pamerine signaling involves signaling between neighboring cells. A cell sends 
a secreted signaling molecule that diffuses over a short distance to respond
ing cells in tlle local neighborhood. 

• 	 Synaptic signaling is a specialized form of signaling that involves signaling 
across an extremely narrow gap, the synaptic cleft, between the terminus of 
an axon and the cell body of a communicating neuron (see below). 

• 	 Juxtacrine signalingoccuIs when the transmitting cell is in direct contact with 
the responding cell; the signaling molecule is tethered to the surface of the 
transmitting cell and is bound by a receptor on the surface of the responding 
cell. 

Cell signaling is initiated when transmitting cells produce signal ing molecules 
that are recognized and bound by specific receptors in the responding cells. The 
transmitting cells and the responding cells are usually different cell types, but in 
autocrine signaling a cell produces a signaling molecule that can bind to a recep
tor on its own cell surface or on identical neighbor cells. Autocrine signaling can 
be used to reinforce a signaling decision or to coordinate decisions by groups of 
cells. 

Some small hydrophobic signaling molecules can pass directly through me 
plasma membrane of the responding cell and bind to intracellular receptors 
{Figure 4.78 1. In many examples of cell Signaling, however, the signaling mole
cule cannot cross the cell membrane-it may be a soluble molecule (Figure 4.7 A) 
or be anchored in tlle plasma membrane ofthe transmitting cell (Figure 4.7C)
and so binds a receptor spanning the plasma membrane of the responding cell. 
Most vertebrate cell signaling pathways involve the migration of signaling mole
cules that then bind to receptors on the surface of responding cells. Tallie 4.3 
provides examples of the different cell signaling systems in vertebrates, and we 
consider detatls of some mechanisms in the sections below. 

The endpoint of most cell Signaling is altered gene expression, producing 
behavioral changes in the responding cells. The altered gene expression is usuaUy 
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FI9ure 4.7 Three types of relationship 
between ligand and receptor in cell 
signaling_ (A) Soluble ligand and cell surface 
receptor. The ligand is often a protein that 
binds to a transmembrane protein receptor, 

activating its cytoplasmiC tail; see Figures 
4.10 and 4.15 for examples. (8) Small so luble 

ligand and intracellular receptor. The 
ligand may be a gas (such as nitric oxide), 
or a small protein or steroid that ca n freely 
pass through membranes. The intracellular 
receptor is often in the nucleus but may be 
in the cytoplasm, as in the example shown 
in Figure 4.9. (C) Ligand and cell surface 
receptor anchored in the plasma membrane 
of adjacent cells; see the interaction between 
the Fas receptor and its ligand in Figure 4.16 
for an example. 
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TABLE 4.3IMPORTA!!'" CLASSES OF VERTEBRATE CELL SIGNALING MOLECULES AND THEIR RECEPTORS 

Signaling molecule 

5mallsignaling molecules that cross the cell 
membrane 

Steroid hormones, retinoids 

Signaling molecules that migrate to reach 
cell surface 

Some growth factors (FGFs, EGFs), ephrins, 
and some hormones (insulin) 

Cytokines (lnterleukins, interferons, etc.); 
some hormones and growth factors (growth 
hormone, prolactin, erythropoietin, etc,) 

Various hormones (epinephrine, serotonin, 
glucagon, FSH, etc.), histamine, opioids, 
neurokinins, etc. 

Hedgehog family 

TGF-J! family 

Wnt family 

Neurotransmitters 

Signaling molecules immobilized on cell 
surface 

Death signals 

Delta/Serrate fami ly 

Receptor 

Internal receptors 

can reside in cytoplasm or nucleus; are converted 
to transcription factors when bound by their 
ligand 

Cell surface receptors 

receptors with intrinsic kinase activity 

recepto rs with associated tyrosine kinase activity; 
internal domains have associated JAK protein 
(Figure 4.10) 

G-protein-coupled receptors (Figure 4. J1); they 
span the cell membrane seven times and their 
internal domains have associated GTP-binding 
proteins 

Patched 

receptors w ith associated serine/threonine kinase 
activity, internal domain associated with SMAD 
proteins 

Frizzled 

ion-channel-coupled receptors 

Cell surface receptors 

death receptors 

Notch 

Examples/comments 

See Agure4.7A 

signaling using nuclear hormone receptors 
(Figures 4.8 and 4.9) 

See Figure 4.78 

many; FGF, EGF, and ephrin signaling are 
widely used during embryonic development 

many 

signaling involving olfactory receptors, taste 
receptors, rhodopsin receptors, etc. 

many examples in signaling during embryonic 
development 

many examples in signaling during embryonic 
development 

many examples in signaling during embryoniC 
development 

many 

See Figure 4.7C 

Fas signaling in apoptosis (Figure 4.16) 

important in neural development 

EGF, epidermal growth factor; FGF, fibrob last growth fa ctor; FSH, follicle·stimulating hormone; TGF-J!, transforming growth factor·~. 

induced by the activation of a (previously inactive) specific transcription/actor, a 
protein that selectively binds to the DNA ofcertain target genes to modulate gene 
expression. One part of a transcription factor protein is used to recognize and 
bind the target DNA sequence; another part is used to activate gene expression 
(Box4.2). 

Binding of a signaling molecule to a transmembrane receptor induces a 
change in the receptor's cytoplasmic domain. The alteration in the receptor acti
vates a signal transduction pathway that typically culminates in the activation (or 
sometimes inhibition) of a transcription factor. A signaling molecule that passes 
through the cell membrane and binds directly to an intracellular receptor induces 
that receptor to become an active transcription factor. 

Some signaling molecules bind intracellular receptors that 
activate target genes directly 
SmaIl hydrophobic signaling molecules such as steroid hormones are able to dif
fuse through the plasma membrane of the target cell and to bind intracellular 
receptors in the nucleus or cytoplasm. Thus, these receptors. which are often 
caIled hormone nuclear receptors, are inducible transcription factors. After ligand 
binding, the receptor protein is activated and associates with a specific DNA 
response element located in the promoter regions of perhaps 50-100 target genes 
and, with the help of suitable co-actillator proteins, activates their transcription. 

http:Agure4.7A
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BOX 4.2 TRANSCRIPTION FACTOR STRUCTURE 

Genes are regulated by a variety of protein transcription factors that 
recognize and bind a short nucleotide sequence in DNA. Eukaryotic 
transcription factors generally have two distinct functions located in 
different parts of the protein: 

a DNA-binding domain that allows the transcription factor to 
bind to a specific sequence element in a target gene; 
an activation domain that stimulates transcription of the target 
gene, probably by interacting with basal transcription factors in 
the transcription complex on the promoter. 

Some proteins, such as steroid hormone receptors, have only a 
DNA-binding domain but, after binding a ligand, they can cooperate 
with proteins called co-activators to perform the activities of a 
transcription factor. See the example of the glucocorticoid receptor in 
Figure 4.9. 

Common DNA-binding motifs in transcription factors 
Several common protein structural motifs have been identified, most 
of which use a-helices (or occasionally p-sheets) to bind to the major 
groove of DNA. Although such structural motifs provide the bas is 
for DNA binding, the precise sequence of the DNA-binding domain 
determines the DNA sequence-specific recognition. Most transcription 
factors bind to DNA as dimers (often homodimers), and the DNA
binding region is often distinct from the region specifying dimer 
formation. 

The helix-tum-helix (HTH) motif (Flgu.r. , ) is a common 
motif found in transcription factors. It cons ists of two short a.-helices 
separated by a short amino acid sequence that induces a turn, so that 
the two a-helices are orientated in different planes. Structura l studies 
have suggested that the C-termina l helix (shown to the right) acts as 
a specific recognition helix because it fits into the major groove of the 
DNA controll ing the precise DNA sequence that is recognized. 

HTH motif HTH motif binding to DNA 

a-helix 

The helix-loop-helix (HlH) motif also consists of two a-helices, 
but this time connected by a flexible loop that, unlike the short turn 
in the HTH motif, is flexible enough to permit folding back so that the 
two helices can pack against each other (that is, the two helices lie in 
planes that are parallel to each other). The HLH motif mediates both 
DNA binding and protein dimer formation. Heterodimers comprising 
a full -length HLH protein and a truncated HLH protein that lacks the 
full length of the O'.-helix necessary to bind to the DNA are unable to 
bind DNA tightly. As a result, HLH heterodimers are thought to act as 
a control mechanism, by enabling the inactivation of specific gene 
regulatory proteins. 

The leucine zipper is a helical stretch of amino acids rich in 
hydrophobic leucine residues, aligned on one side of the helix. These 
hydrophobic patches allow two individual a-helical monomers to join 
together over a short distance to form a coiled coil. Beyond th is reg ion, 
the two a -helices separate, so that the overall dimer is a V-shaped 
structure. The dimer is thought to grip the double helix much like 
a clothes peg grips a clothes line. Leucine zipper proteins normally 
form homodimers but can occasionally form heterodimers. The latter 
provides an important combinatorial control mechanism in gene 
regulation. 

The zinc finger motif involves the binding of a Zn 2 
+ ion by four 

conserved amino acids (norma!iy either histidine or cysteine) so as to 
form a loop (finger), which is often tandemly repeated. The so-called 
OH2 (Cys2/His2) zinc finger typically comprises about 23 amino acids, 
with neighboring fingers separated by a stretch of about seven or 
eight amino acids. The structure of a zinc finger may consist of an 
a.-helix and a p-sheet held together by coordination with the 
Zn2+ ion, or of two a-helices, as shown in Figure 1. In either case, 
the primary contact with the DNA is made by an O'.-helix binding to 
the major groove. 

HLH monomer HLH dimer binding to DNA 

loop 

Leucine zipper 
monomer 

l eu 

leu 

((-helix 
Leu 

leu 

eOOH 

Leucine zipper dimer Zn finger motif Zn ringer dimer 
binding to DNA binding to DNA 

l L 
L L 
II 
II 

FJgllN t Structural motifs commonly found in transcription factors and DNA-binding proteins. HTH, hel ix- tum-helix motif; HLH, helix-Ioop
helix motif. 
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The receptors for steroid hormones and also those for the signaling molecules 
thyroxine and retinoic acid belong to a common nuclear receptor superfamily. 
Each receptor in this superfamily contains a centrally located DNA-binding 
domain of about 68 amino acids, and a ligand-binding domain of about 240 
amino acids located close to the C terminus (FIgure 4.8A.). The DNA-binding 
domain contains structural motifs known as zinc fingers (see Box 4.2) and binds 
as a dimer, with each lnonomer recognizing one of wo hexanucleotides in the 
response element. The two hexanucleotides are either inverted repeats or direct 
repeats that are usually separated by three or five nucleotides (Figure 4.8B). 

The nuclear hormone receptors are normally found in the cytoplasm in an 
inactive state. Either the ligand-binding domain directly represses the DNA
binding domain or the receptor is bound to an inhibitory protein , as in the gluco 
corticoid receptor [Agure 4.9). Upon ligand binding, the inhibition is relieved 
and the activated ligand-receptor complex migrates to the nucleus. 

Signaling through cell surface receptors often involves kinase cascades 
The plasma membranes of animal cells positively bristle with transmembrane 
receptors for signaling molecules, and the primary cilium, which protrudes into 
th e external environment, is studded with such receptors. This previously myste 
rious organelle is now thought to have a major role as a sensor, using the multiple 
different receptors to sense, and respond to, alterations in the extracellular 
environment. 

When a receptor binds its signaling molecule on the external surface of the 
cell, a conformational change is induced in its internal (cytoplasmic) domain. 
This change alters the properties of the receptor, perhaps affecting its contact 
with another protein, or stimulating some latent enzyme activity. For many sig
naling receptors, either the receptor or an associated protein has integral kinase 
activity. The activated kinase often caUSes the receptor to phosphorylate itself, 
which then allows it to phosphorylate other proteins inside the cell, thereby acti
vating them. These target proteins are themselves often kinases. They, in turn, 
can phosp horylate and thereby activate proteins further down a signal transduc
tion pathway, resulting in a kinase cascade. 

Eventually, a transcription factor is activated (or inhibited as appropriate), 
resulting in a change in gene expression. The length of the signaling cascade can 
be short (as in the cytokine-regulated TAlC-STAT pathway; See FIgure 4.10) or 
have many steps (such as the MAP kinase pathway) . Pathways in which receptors 
do not have kinase activity often have several downstream components with 
either kinase or phosphorylase activity. 

Flgure 4.9 Cell signaling by ligand activation of an intracellular receptor. 
A glucoco rticoid (Gel, like other hydrophobk hormones, can pass through 
the plasma membrane and bind to a specific intracellular receptor. The 

glucocorticoid receptor (GCR) is normaJly bound to an Hsp90 inhibitory protein 

complex and is found w ithin the cytopla sm, After binding to glucocorticoid. 
however, the inhibitor complex is released and the now act ivated receptor 

forms dimers and trans locates to the nucleus. Here, it works as a transcription 

factor by specifically binding to a particular response eJemenr sequence (lower 
panel; see Figure 4.8B) in target genes at. and with the cooperation of, specific 

co-activator proteins. activating the target genes. 

Figure 4.8 The nuclear receptor 
superfamily. (A) Members of the nuclear 

receptor superfamily all have a similar 
structure, with a central DN A-binding 
domain (D80) and a ( -terminal ligand

binding domain (LBO). Numbers refer to 

the protein size in amino acid residues. 
GR, glucocorticoid recepto r; ER, estrogen 

receptor; RAR, retinoic acid recep tor; TA, 
thyroxine receptor; VDR, vitamin 0 receptor. 
(8) The response elements recognized by 

the nuclear receptors also have a conserved 

struc ture, with two hexanudeotide 

recogn ition sequences typically separated 

by either three or five nucleotides. The 

hexanuc\eotide sequences have the general 
consensus of AGNNCA with the two central 

nucleotides (pale shading) conferring 

specificity and belonging to one of three 

classes; AA, AC. or GT, 
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Signal transduction pathways often use small intermediate 
intracellular signaling molecules 

Signal transduction pathways initiated by the binding of a signaling molecule to 
a cell surface recepto r are often complex. In addition to the kinases and other 
enzymes mentioned above, the cascade of interacting molecules involved in 
communicating the signal within the cell can include various small, diffusible 
intracellular signaling molecules that act as intermediates in signal transduction. 
These are known as second messengers (Table 4.4), with the first messenger 
being the extracellular signaling molecule. 

G proteins are one common type of second messenger, which bind to 
G-protei n-col1pled receptors (GPeRs). Mammalian genomes typically have more 
than 1000 genes that encode GPCRs, many of them serving as receptors for pros
tagland ins and related lipids, vario us neurotransmitters, neuropeptides, and 
peptide hormones; others are responsible for relaying the sensations of sight, 
smell, and taste. GPCRs characteristically have a transmembrane domain that 
passes through the plasma membrane seven times and a cytoplasmic domain 
that is bound to a G protein, a GTP- binding protein with three SUbunits-a, ~, 
and y (Figure 4.11 ). 

Figure 4.10 ligand activation of a 
plasma membrane receptor. JAK- STAT 
signaling involves JAK kinases that are 
bound to the cytoplasmic domain of certain 
transmembrane receptors (notably cytokine 

receptors), and members of rhe STAT 
transcription factor family. For example, as 
shown here, JAK2 is bound to [he prolactin 
receptor. Prolactin induces monomeric 
leceptOrs to dimerize, bringing two JAK2 
kinase molecules into close proximity. Each 
JAK2 molecule then cross'phosphorylates 
the o ther and the cytoplasmic domain 
of its attached receptor. Phosphorylation 
of the receptors activa tes a dormant 
receptor kinase activity that then ta rgets 
a specific STAT protein, in th is case STATS. 
Once activated by phosphorylation, STATS 
dimerizes, translocates to the nucleus, and 
activates the transcriptiOn of various target 

genes. 

TABLE 4.4 EXAMPLES OF SECOND MESSENGERS IN CELL SIGNALING 

Cla ss Examples Origin 	 Role 

Hydrophilic Cyclic AMP (cAMP) produced from ATP by adenylate cyclase effects are usually mediated through protein kinase 

(cytosolic) 
Cyclic GMP (cGMP) produced from GTP by guanylate cyclase 	 besHharacterized role is in visua l reception in the 

vertebrate eye 

external sources or released from ci+ channels can be voltage-gated and receptor
intracellular stores in the endoplasmic operated; probably the most widely used intracellu lar 
reticulum messenger (see Figure 4.1 2) 

HydrophobiC phospha tidylinositol PIP2 is a phospholipid that is enriched IPJ binds to receptors in the endo~lasmic reticulum, 
(membrane 4,5-bisphosphare (P1P21 at the plasma membrane and can be thereby causing the release of Ca + into the cytosol; 
associated) and its cleavage products; cleaved to generate DAG on the inner Ca2+-dependent protein kinase C is thereby recruited 

diacylglycerol (DAG); inositol layer of the plasma membrane, releasing to the plasma membrane (see Figure 4.12) 
trisphosphate (lp)) [P3 into the cytoplasm 
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In its inactive form, the G protein has GDP bound to its a subunit. On binding 
of a ligand to the GPCR, the G protein is stimulated and the a subunit releases 
GDP and binds GTP instead. Binding of GTP causes the activated a subunit to 
dissociate fro m the ~y dimer, which is then activated. Each of the activated a and 
~y units can then interact with proteins downstream in the signal transduction 
pathway. 

There are several different types of G protein, each of which associates with 
different seco nd messengers. Some G proteins stimulate or inhibit the 
membrane-bound enzyme adenylate cyclase, causing a change in intracellular 
cAMP levels. Other G proteins stimulate the production oflipids, such as inositol 
I,4,5-trisphosphate and diacylglycerol, and the release of calcium ions (Figure 
4.12). In turn, the second messengers activate downstream protein kinases such 
as cAMP-dependent protein kinase A and calcium-dependent protein kinase C, 
which go on to phosphorylate (and change the activity of) particular transcrip
tion factors. 

There is extensive crosstalk between different Signaling pathways. At any 
moment, the response given by a particular cell depends on the sum of all signals 
that it receives and the nature of the receptors available to it. 

Synaptic Signaling is a specialized form of cell signaling that does 
not require the activation of transcription factors 
Signaling between neurons needs to occur extremely rapidly and is achieved by 
synaptic signaling. 
• In chemical synapses the axon termini of a transmitting neuron are closely 

apposed to dendrites of receiving neurons but are separated by a short gap, 
the synaptic cleft (Figure 4.13). A dendrite receives an in coming neurotrans
mitter signal, often glutamate or y-aminobutyric acid (GABA) which are used 
extensively thro ughout the nervous system. In response, the local plasma 
membrane is depolarized to generate an action potential, an electrical impulse 
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Ag...,. 4.11 Cyclic nucleotide and lipid 
second messengers in <i-protein signaling. 
G-protein-coupled receptors (G PCR) have 
seven transmembrane helicesand a short 
cytoplasmic reg ion bound by an associated 
G protein with three sublJJlits: a. p, and /. 
Binding Of ligand (ll to fue extracellular 
domain of a GPCR activates its cytoplasmic 
domain and causes exchange of GTP for GOP 
on the G protein. As a result. the Ga subunit 
is activated and dissociates from the GPy 
dimer. which in turn becomes ac tiva ted. 
Different subtypes of G-protein subunits can 
perform different functions 
(see Figure 4. 12). 

figure 4.1::1: The G-protein subunit Gaq 
uses various lipids and Cal+ as second 
messengers. Activation of a type of 
G-protein a subunit known as Gaq causes 
it to bind and activate phospholipase 
C. Activated phospholipase C then 
migrateSalong the plasma membrane 
to bind and cleave membrane-bound 
phosphatidylinositoI4,5-bJsphosphate (PIP2). 

The reaction leaves a diacylglycerol (DAG) 
residue embedded In the membrane and 
liberates inositol 1,4,5-trisphosphate (l P3) ' 
The released IP3diffuses to the endoplas mic 
reticulum, where it promotes the opening 
of an IP3-gated calcium ion channel, 
causing an efflux of Ca H from stores in the 
endoplasmic reticulum. With the help of 
Ca2

+, the membrane-bound DAG causes the 
activation of protein kinase C, which is then 
recruited to the pl asma membrane, where 
it phosphorylates target proteins that differ 
according to ce ll type. 
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that spreads as a traveling wave along the plasma membrane of the axon. The 
change in electrical potential at the axon terminus causes a neurotransmitter 
to be released that diffuses across the synaptic cleft to bind to receptors on 
dendrites of interconnected neurons, causing local depolarization of the 
plasma membrane (see Figure 4.13). In a similar fashion, neurons also trans
mit signals to muscles (at neuromuscularjunctions) and glands. 

Electrical synapses are less common. Here, the gap between the two connect
ing neurons is very small, only about 3.5 nm, and is known as a gap junction. 
Neurotransmitters are not involved; instead, gap junction channels allow ions 
to cross from the cytoplasm of one neuron into another, causing rapid depo
larization of the membrane. 

4.4 CELL PROLIFERATION, SENESCENCE, AND 
PROGRAMMED CELL DEATH 
Cells are formed usually by cell division. Cell division may be common in certain 
tissues but especially so in early development, when rapid cell proliferation 
underlies the growth of multicellular organisms and the progression toward 
maturity. However, throughout development, cell death is common, and by the 
time of maturity an equilibrium is reached between cell proliferation and cell 
death. 

Although some cell loss is accidental and is the result of injury or disease, 
planned or programmed cell death is very common and is functionally impor
tant. Like the organisms that contain them, cells age, and th e aging process-cell 
senescenc1>-is related to various factors, including the frequency of cell division. 

Most of the cells in mature animals are non-dividing cells. but 
some tissues and cells turn over rapidly 
The number of cells in a multicellular organism is determined by the balance 
between the rates of cell proliferation (which depends in turn on continued cell 
division) and cell death. Tracking the birth and death of mammalian cells in vivo 
is problematic. Most of our knowledge about rates of mammalian cell prolifera
tion has therefore come from cultured cells, where, under normal circumstances, 
one turn of the mammalian cell cycle lasts approximately 20-30 hours. 

M phase (mitosis and cytokinesis) lasts only about I hour, and cells spend the 
great majority of their time (and do most of their work) in interphase. Interphase 
comprises three cell cycle phases: 5 phase (DNA synthesis) and two intervening, 
or gap, phases that separate it from M phase: G1 phase (cell growth, centrosome 
duplication, and so on) and G2 phase (preparation offactors needed for mitosis). 
Of the two gap phases, Gj is particularly important and its length can vary greatly, 
under the control of several regulatory factors. Furthermore, when the supply of 
nutrients is poor, progress through the Gj phase of rhe cycle may be delayed. 

If the cells receive an antiproliferative stimulus they may exit from the cell 
cycle altogether to enter a modified Gj phase called Go phase (Figure4,HA). Cells 
in Go phase are in a prolonged non-diviiling state. But they are not dormant: they 
can become terminally differentiated; that is, irreversibly committed to serve a 
specialized function. Most cells in the body are in this state, but they often actively 
synthesize and secrete proteins and may be highly motile. 

Go cells can also continue to grow. For example, afrer withdrawing from the 
cell cycle, neurons become progressively larger as they project long axons that 
continue to lengthen until growth stops at maturity. For some neurons the cyto
plasm-nucleus ratio increases more than lOO,OOO-fold during this period. Some 
Go cells do not become terminally differentiated but are quiescent. In response to 
certain external stimuli they can rejoin the cell cycle and start dividing again, to 
replace cells lost through accidental cell death or tissue injury. 

Mature multicellular animals do contain some dividing cells that are needed 
to replace cells that naturally undergo a high turnover. Sperm cells are continu
ously being manufactured in mammals. There is also a high turnover of blood 
cells, and gut and skin epithelial cells are highly proliferative to compensate for 
the continuous shedding of cells from these organs. Even the adult mammalian 
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Figw. 4.13 Synaptic signaling. 
At chemical synapses, a depolarized axon 
terminus of a transmitting (presynaptic) cell 
releases a neurotransmitter that is normally 

stored in vesicles. The release occurs by 
exocytosis: the vesicles containing the 
neurotransmitte rs fuse with the plasma 
membrane, releaSing their contents into the 
narrow (about 20-40 nm) synaptic cleft. The 
neurotransmitters then bind to transmitter
gated ion channel receptors on the surface 

of the dendrites of a communicating neuron, 
causing local depolarization of the plasma 
membrane. 
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Flgl.lr. 4.'4 The cell cycl@showingthe 
three major checkpoints. (A) Passage 
through the cell cycle is controlled by 
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phases. For example, ce llscannot leave 
G2 phase to proceed with mitosis 
(M phase) until the DNA has been replicated 
and the conditions are conducive to cell 
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a quiescent Go phase, from which they 
can re-enter the cell cycle, or a terminally 
differentiated state. (B) Each che<kpoint is 
regulated by a spedfic eye lin-dependent 
kinase (Cdk) bound to a cyelin protein. 
Cyelins are synthesized and degraded at 
specific times within the cell cyc le, limiting 
the availability of each Cdk- cyc lin complex. 
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brain-long believed to be unable to make new neurons-is now known to have 
tluee regions where new neurons are born. 

Mitogens promote cell proliferation by overcoming braking 
mechanisms that restrain cell cycle progression in Gl 

Cell proliferation is regulated by intrinsic (intracellular) factors and byextracel
lular signals. The intrinsic signals that regulate the cell cycle generally hold back 
(restrain) the cell cycle in response to senSOrS that indicate some fault, Or un 
favorable circumstance, at certain cell cycle checkpoints (see Figure 4.14A). 

The transition from one phase of the cell cycle to the next is regulated by dif
ferent cyclin-dependent kinases (Cdks): for example, Cdkl and Cdk2 regulate 
entry into mitosis and S phase, respectively. Cdk concentrations are generally 
constant throughout the cell cycle, but rhe Cdks are active only when they are 
bound by a cyclin protein. Different cyclins are synthesized and degraded at spe
cific points in the cell cycle (Figure 4.148). Thus, the amounts of individual cyelin
Cdk complexes, and ultimately of activated Cdks, parallel the amounts of cyelins 
that they bind. 

Unicellular organisms tend to grow and divide as rapidly as they can, but in 
multicellular organisms cells divide only when the organism needs more cells. 
The start checkpoint at the Gj/S boundary is a major target for regulators that 
prevent cell division. For example, in mammalian cells the Rb retinoblastoma 
protein and the p53 protein cause cells to arrest in Gj if they contain damaged 
DNA. 
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In multicellular organisms, the cells that do divide must receive extracellular 
signals called mitogens that stimulate them to divide. Mitogens typically regu
late cell division by overcoming intracellular braking mechanisms operating in 
G, that restrain progress through the cell cycle. 

The braking mechanisms in G, are naturally overcome by factors promoting 
S phase, such as E2F, a regulator that controls the synthesis of many proteins 
needed for S phase. During G" E2F is initially inhibited by being bound by the 
negative regulator Rb. As G, progresses, regulatory protein complexes 
(cyclin D-Cdk4 and cyclin E-Cdlc2) accumulate, resulting in phosphorylation of 
Rb. Phosphorylated Rb has a much lower affinity for E2F, freeing it to promote the 
synthesis offactors needed for S phase. 

Mitogens increase the rate of cell division by easing the normal restraints on 
passage through G,. They bind to transmembrane receptor tyrosine kinases, 
stimulating a signal transduction pathway that includes a small GTPase known 
as Ras and a MAF kinase (mitogen-activated protein kinase) cascade that ulti
mately activates transcription factors promoting the transition to S phase (Figure 
4.15). Downstream targets include proteins such as Myc, which stimulates the 
production of both E2F and cyclin-Cdk complexes that phosphorylate Rb and so 
liberate E2F. 

Cancer cells find ways of avoiding restrictions on the cell cycle, sometimes by 
mutating genes that code for checkpoint control proteins. This topic is covered in 
detail in Chapter 17. 

mitogen 

nucle us 

Myc gene 

activation of genes 
promoting S phase 

Flgu,. ~.1.!i Mitogens promote cell 
proliferation through MAP kinase 
pathways. Mitogens bind to tyrosine 
receptor kinases, causing the monomers 
to dimerize and transphosphorylate each 
other. The activated receptor relays the 
signal through an accessory protein, leading 
ultimately to activation of a MAP kinase and 
subsequently activation of transcription of 
target genes, such as the gene encoding 
the Myc transcription factor. Myc in turn 
activates various genes, including some 
that lead to increased G,-Cdk activity, 
which in turn causes phosphorylation 
of the retinoblastoma protein Rb 1. 
Unphosphorylated Rb1 normally binds the 
transcription factor E2F and keeps it in an 
inactive state, but phosphorylation of Rbl 
causes a conformational change so that it 
releases E2F. The activated E2F transcription 
factor then activates the transcription of 
genes that promote 5 phase, notably the 
gene encoding cyciin A. Black arrows signify 
transcriptional activation. 
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Cell proliferation limits and the concept of cell senescence 

Intracellular mechanisms limit cell proliferation when not required. As organ
isms age (senesce), physiological deficits accumulate that undoubtedly have a 
cellular basis, including progressive oxidative damage to macromolecules. Cell 
senescence cannot easily be studied in vivo; instead, cell culture models have 
been used. Fibroblasts grown in culture from surgically removed human tissue 
typically achieve about only 30-50 population doublings in standard medium, 
the Hayj/ick limit. Proliferation rates are initially normal but gradually decline 
and then halt, as the cells become arrested in Gl. They enter a terminal non
dividing state in which they remain metabolically active for a while but eventu
ally die. 

How this replicative cell senescence relates to cells in vivo and to organismal 
aging is not fully understood. Links between cellular and organismal senescence 
were postulated, and for many years the Hayflick limit was viewed as being age
dependent. The modern consensus, however, is that there is no compelling evi
dence to support a relationship between replicative capacity in vitro and the age 
of the donors that provided the fibroblasts. 

The phenomenon of cell senescence described above suggested the existence 
of a cellular biological clock or, more accurately, a replication counter. A charac
teristic of cells that undergo senescence is that their telomeres (chromosome 
ends) progressively shorten at each cell division (because of the problem of rep
licating chromosome ends). Eventually, the erosion of the telomeres destabilizes 
the telomericT-loops (see Figure 2.12) and leads to removal of the protective telo
mere cap. When this happens, the uncapped DNA at the end of the chromosomes 
is no different from the double-stranded DNA breaks that can occur when DNA 
is damaged. As a result, cell surveillance systems that monitor DNA integrity are 
thought to induce the cells to enter a state of senescence. Senescence seems to be 
effectively a type of DNA damage response. 

Not all cells are subject to cell senescence. Certain cells from embryos can be 
propagated for very long periods in culture and are effectively immortal, as are 
tumor cells, which subvert normal cell cycle controls. The idea that lack of 
telomere integrity is important in cell senescence is supported by studies of tel
omerase, an enzyme that counteracts telomere shortening by re-elongating 
telomeres. Whereas most normal human somatic cells have negligible or tightly 
regulated telomerase activity, immortal cells have constitutively high telomerase 
levels. Fibroblasts and other somatic cells can be artificially immortalized by 
transfecting them with a gene encoding the catalytic subunit of telomerase. 

Large numbers of our cells are naturally programmed to die 

Throughout the existence of a multicellular organism, individual cells are born 
and die. Cell death occaSionally occurs because of irreversible accidental damage 
to cells (necrosis). Causes include physical trauma, exposure to exlreme tem
peratures, and oxygen starvation. Typically, large groups of neighboring cells are 
simultaneously affected. The process leads to leakiness of the plasma membrane; 
water rushes in and causes the cells to swell up until the cellular membranes 
burst. Thereafter, the cells undergo autodigestion, producing local inflammation 
and attracting macrophages th at ingest the cell debris. 

In addition to accidental cell death, very large numbers of cells are also delib
erately and naturally selected to die throughout the existence of a multicellular 
organism. Such programmed cell death (peD) can occur in response to signals 
sent, or withheld, by other cells (during development or immune surveillance, 
for example), or they can arise after a cell's internal monitoring systems sense 
major damage to vital cell components such as its DNA or mitochondria. 

A variety of different types of programmed cell death are known. Of these, 
apoptosis, or type I PCD, has been exlensively studied and is characterized by 
very specific changes in cell structure. Typically, individual cells (rather than 
groups of cells) undergo apoptosis, and as they die the cells shrink rather than 
swell. A characteristic feature is that the chromatin condenses into compact 
patches that accumulate around the periphery of the nucleus. The nuclear DNA 
becomes fragmented and the nucleus breaks into discrete chromatin bodies. 
There is violent cellular movement (the cell appears to boil), and eventually the 
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cell breaks apart into several membrane-lined vesicles called apoptotic bodies 
that are phagocytosed_ 

Another form of PCD is autophagy, a catabolic process in wh ich the cell's 
components are degraded as a way of coping with adverse conditions such as 
nutrient starvation or infection by certain intracellular pathogens. Intracellular 
double-membrane structures engulf large sections of the cytop lasm and fuse 
with lysosomes, thereby targeting the enclosed proteins and organelles for degra
darion. Taken to an extreme, autophagy can lead to cell death. Other forms of 
PCD are known but are poorly characterized. 

The Importance of programmed cell death 

Progranuned cell death is crucially important in many aspects of the develop
ment of a multicellular organism and is also vital for the normal functioning of 
mature organisms. A quantitative illustration of its importance in development is 
provided by the nematode Caenorhabditis elegans, the only multicellular organ
ism for which the lineage of all body cells is known. The adult worm has 959 
somatic cells but is formed from a total of 1090 cells, 131 of which undergo apop
tosis during embryonic developm en t. 

The selection of cells destined to die is highly specific: the same 131 cells die 
in different individuals. Although 959 out of the 1090 cells survive, apoptosis is 
the default cell fate: all 1090 cells are programmed to die. The cells that su rvive do 
so by signaling to each other: they secrete proteins called survival factors that 
bind to cell surface receptors and override default apoptosis pathways. 

Programmed cell death is used to remove defective and excess/unwanted 
cells during embryonic development and is responsible for quality control ofT 
and B lymphocytes and neurons (Table 4_5). In mature multicellular organisms, 
cell death and cell proliferation are carefully balanced. There is a high cell turno
ver in so me systems, such as for blood cells and epithelial cells in gut and skin. 
About 100,000 cells are programmed to die each second in adult humans, but 
they are replaced by mitosis. 

Programmed cell death is also important in defense mechanisms that rid the 
body of virus-infected cells, tumor cells, and other cells that are perceived to be 
abnormal in some way. 

Programmed cell death has increasingly been recognized to be important in 
human disease. Aberrations in apoptosis are important in the etiology ofautoim
mune diseases, virally induced diseases, and cancer. For example, helper T lym
phocytes are key cells in immunosurve illance systems that the human body uses 
to recognize and kill virally infected cells. HN proteins cause apoptos is of these 

TABLE 4,5 SOME IMPORTANT FUNCTIONS OF PROGRAMMED CELL DEATH 

Function Examples Remarks 

Killing of defective cells du ring removal of defective immature natural mistakes occur in the DNA rearrangements that give T and B 
development lymphocytes lymphocytes their specific receptors; up to 95% of immature T cells have 

defective receptors and die by apoptosis 

Killing of harmful cells removal of harmful T lymphocytes some immature T cellscontain receptors that recogn ize self antigens instead 
of foreign antigens and need to be eliminated by apoptosis before they 
cause normal host cells to die 

removal of viTally infected and a class ofT lymphocytes known as killerT cells is responsible for inducing 
tumor cells apoptosis in host cells that express viral antigens or altered antigens/ 

neoa ntigens produced by tumor cells 

remova l of cells with damaged celis with damaged DNA tend to accumulate harmful mutations and are 
DNA potentially harmful; DNA damage often induces celi suicide pathways 

Ki lling of excess, obsolete, or removal of surplus neurons during in the embryo, many more neurons are produced than are needed; those 
unnecessary celis development neurons that fail to make the right connections, for example to muscle celis, 

undergo apoptosis 

removal of interdigital cells duri ng development, fingers and toes are sculpted from spade-like 
hand plates and footplates by causing apoptosis of the unnecessary 
interdigital cells (see Figure 5.7} 
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key immune system cells, allowing disease progression toward AIDS. Many can
cer cells have devised strategies to oppose the immunosurveillance systems that 
normally induce apoptosis of cancer cells. Successful chemotherapy often relies 
on using chemicals that help induce cancer cells to apoptose. Other forms of 
PCD are important in neurodegenerative disease, such as in Huntington disease 
and Alzheimer disease, as well as in myocardial infarction and in stroke, in which 
secondary PCD caused by oxygen deprivation in the area surrounding the ini
tially affected cells greatly increases the size of the affected area. 

Apoptosis is performed by caspases in response to death signals 
or sustained cell stress 
The key molecules that execute apoptosis are the caspase family of proteases. 
These enzymes have cysteine at their active site and cleave their substrates on 
the C-terminal side of aspartate residues. Inactive caspase precursors (procas
pases) are synthesized naturally by all cells and have an N-terminal prodomain 
that needs to be cleaved off to activate the caspase. There are two classes of 
procaspase: 

Initiator procaspases, such as caspase 8 and caspase 9, have long prodomains 

and can undergo auto activation. Their job is to initiate cell death pathways 

after they have been activated by signals transmitted through cell surface 

receptors or from internal sensors. 


• 	 Effector procaspases, such as caspases 3, 6, and 7, have short prodomains that 
are cleaved by initiator caspases. Effector caspases cleave about 100 different 
target proteins, including nuclear lamins (causing breakdown of the nuclear 
envelope) and cytoskeletal proteins (destroying cell architecture) . [n addition, 
cells naturally possess a cytoplasmic caspase-activated DNase. The DNase is 
normally kept inactive by being bound by an inhibitor protein. Effector cas
pases can cleave the inhibitor protein, however, thereby releaSing the DNase, 
which migrates to the nucleus and fragments cellular DNA. 
Protein modifications such as phosphorylation and ubiquitylation are revers

ible. By contrast, proteolysis is irreversible: once a peptide bond has been cleaved, 
cells cannot re-ligate the cleavage products. Once apoptosis has been initiated, 
therefore, there is no going back. There are two major types of apoptosis pathway, 
which use different initiator caspases. However, they then converge, using the 
same types of effector caspase to cleave target proteins. 

Extrinsic pathways: signaling through cell surface death receptors 
During development, neighboring cells exchange death signals and survivalfac
tors and have specific receptors for both types of signal. Cells that receive enough 
of a survival factor will live, because they initiate cell survival pathways that sup
press programmed cell death pathways; those that do not receive enough sur
vival factor will die. Competition between cells to receive enough survival factor 
is thought to control cell numbers both during development and in adulthood. 

Many death receptors are members of the TNF (tumor necrosis factor) super
family. Fas is a well-studied example. Its ligand (FasL) forms trimers and induces 
the Fas receptor to trimerize, causing clustering of death domains on the recep
tor's cytoplasmiC tail. The clustered death domains attract the binding of an 
adaptor protein, FADD, that then recruits procaspase 8 to initiate a series of cas
pase cleavages IFlgure 4. 16). 

Intrinsic pathways: intracellular responses to cell stress 
Cells are induced to undergo apoptosis when they are sufficiently stressed that 
sensors indicate significant damage to certain key components. The integrity of 
genomic DNA needs to be protected, and mitochondria are vitally important 
energy producers. The endoplasmic reticulum is also crucial. As well as being 
required for protein and lipid synthesis, it is essential for correct protein folding 
and is the major intracellular depot for storing Caz., the most widely used second 
messenger in cell signaling. Prolonged changes in Ca'· concentration in the ER, 
orthe accumulation of unfolded or misfolded proteins, can lead to apoptosis. 

The mitochondri al pathway of apoptosis is initiated when pro-apoptosis 
cytoplasmic proteins such as Bax are activated. Bax then binds to the 
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mitochondrial outer membrane and forms oligomers, permitting the release of 
cytochrome C, wlJich in turn activates the cytoplasmic Apafl protein, causing 
activation of procaspase 9 (see Figure 4.16l. Bax belongs to a large family of 
apoptosis regulators that include anti-apoptosis factors (such as BcI-2l and pro
apoptosis factors. 

4.5 STEM CELLS AND DIFFERENTIATION 
Here we discuss principles underlying the basic biology of stem cells and cell dif
ferentiation . Applications toward disease treatment and ethical and societal 
issues are treated in Chapter 21. The regulation of cell fate in early development 
is considered in Chapter 5. 

Cell specialization involves a directed series of hierarchical 
decisions 
All our cells originate from the fertilized egg. The first rew cell divisions that a 
mammalian zygote undergoes are symmetric. giving daughter cells with the 
same potency; that is, the same potential for developing into different cell types. 
The zygote and its immediate descendants are unspecialized and are said to be 
totipotent, because each cell retains the capacity to differentiate into all possible 
cells of the organism, including the extra-embryonic membranes (which will give 
rise to components of the placental. 

Thereafter, during development, cells become committed to alternative path
ways that ultimately generate different cell types. The cells become progressively 
more specialized and at the same time restricted in their capacity to generate dif
ferent types of descendent cell (cell differentiationl. 

'Figure 4.16 Apoptosis pathways. Extrinsic 
apoptosis pathways involve the activation of 
a cell surface death receptor by a ligand On 
a neighboring cell. The Fas death receptor is 
normally found as a monomer but is induced 
to form a trimer by its trimeric ligand, FasL . 
The resulting clustering of Fas receptors 
recruits the FADD adapter protein. FADD 
acts as a scaffold to recruit procaspase 8, 
which undergoes autoact ivation to initiate 
a caspase cascade. Intrinsic apoprosis 
pathways are activated when vita l cell 
components are damaged or stressed, for 
example in response to harmful radiation, 
chemicals, or hypoxia. These pathways 
are activated from within cells by using 
mitochondrial and endoplasmic reticulum 
components. In the mitochondrial pathways, 
pro-apoptosis factors, such as 8ax shown 
here, form oligomers in the mitochondrial 
outer membrane, forming pores that allow 
the release of cytochrome c. ln the cytosol. 
cytochrome c binds and activates the Apafl 
protein and induces the formation of an 
apoptosome that activates procaspase 9 

and ultimately the same effeCior caspases 
(caspase 3, caspase 6, and caspase 7) as the 
death receptor pathways. 
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TABLE 4.6 THE DIFFERENTIATION POTENTIAL OF PROGENITOR CELLS 

Progenitor cell 
type 

Differentiation potential Examples 

Totipotent the capacity to differentiate into all possible cells af the 
organism, including the extra-embryonic membranes 

the zygote and its immed iate descendants 

Pluri potent can give rise to all of the cells of the embryo, and therefore of 
a whole animal, but are no long er capable of giving ri se to the 
extra-embryonic structures 

cells within the in ner cell mass of a blastocyst (Figure 4.1 9A) 

Multipotent can give rise to multiple li neages but has lost the ability to give 
ris e to al l body cells 

hematopoietic stem cell (Fig ure 4.17) 

Oligopotent can give rise to a few types of differentiated ce ll neural stem cell that can create a subset of neu ron s in brain 

Unipotent can give ri se to one type of differentiated celt only spermatogonial stem cell 

Progenitor cells produced early in development have wide differentiation 
potential; those produced later have more limited potency Crable 4.6). The end
point of differentiation is a wide variety of different cell types (see Table 4.1), 
some of which are adapted to a specific fun ction (such as hepatocyte or cardio
myocyte). whereas others, such as fibroblasts, have more general fun ctions. 

Many mature, terminally differentiated, cells do not divide. Other maNre 
cells. often with names ending in -blast, are capable of actively dividing and act
ing as precursors of terminally differentiated cells, such as osteoblasts (which 
give rise to bone cells) and myoblasts (which are precursors of muscle cells). 

Until the birth ofan artificially cloned sheep called Dolly in 1996, the progres
sive specialization of cells during development was long thought to be irrevers
ible in mammals. However, new methods allow terminally differentiated mam
malian cells to be induced to dedifferentiate to give less specialized cell types, and 
even to produce pluripotent cells. We will consider these in Chapter 21 in the 
context of applications of stem cells. 

Stem cells are rare self-renewing progenitor cells 
Some progenitor cells that give rise to cells more specialized than themselves are 
also capable of undergoing self-renewal and have the capacity to be immortal. 
Such cells are known as stem cells. Stem cells differ in potency. Until recently, 
most plu ripotent stem cells were derived from cells of the early embryo, but. as 
we will see in Chapter 21, differentiated cells fro m adults can be reprogrammed 
to give pluripotent stem cells. Other stem cells have been derived from naturally 
occurring stem cells in adult and fetal tissues and are typically more restricted in 
their differentiation potential and are often rather difficult to grow in culture. 
They are often loosely described as adult stem cells, but because they include 
fetal stem cells they have also been described as tissue stem cells. 

Stem cells have attracted a great deal of attention because of their potential 
for treating diseases. There has been growing recognition, too. that cancers may 
often be the result of aberrant stem cells that have subverted normal constraints 
on cell proliferation. Certain types ofpluripotent stem cell that are comparatively 
easy to culture have also been important in developing technologies for mod
eling disease and exploring gene function. 

Tissue stem cells allow specific adult tissues to be replenished 
In adults, dedicated tissue stem cells are regularly active in replenishing tissues 
that undergo rapid turnover: the epidermis of the skin (renewed roughly once 
every fortnight), the lining of the small intestine (villi are renewed about once 
every 3-5 days), and the bone marrow. However, some types of adult tissue, such 
as nver tissue, show minimal cell division or undergo cell division only when 
injured. Not all oflhese rarely regenerating tissues have dedicated stem cell pop
ulations; instead, it may well be that any of the tissue cells can participate as 
required in tissue regeneration. Although very tittle cell division occurs in the 
adult brain, dedicated stem cells continuously generate neurons in a few regions 
of the brain, notably the olfactory bulbs and hippocampus. 
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[n adults, tissue stem cells are typically rare components of the tissue that 
dley renew, and the lack of convincing stem cell-specific markers makes dlem 
generally difficult to purify. The ones dlat we know most about in mammals come 
from easily accessible tissues with rapidly proliferating cells. Two of the best
characterized systems are blood and epidermis, both of which are known to be 
maintained by a single type of progenitor cell. Blood cells are initially made in 
certain embryonic structures before the fetal liver takes over production. From 
fetal week 20 onward, blood cells originate from dle bone marrOw where two 
types of stem cell have long been known: 

• 	 Hematopoietic stem cells (HSCs). HSCs are anchored to fibroblast-like osteo
blasts ofdle spongy inner marrow ofdle long bones. Grafting studies in mice 
provide especially persuasive evidence that a single type of HSC is responsible 
for making all the different blood cells. When a mouse that has been irradi
ated, to ensure destruction of the bone marrow, receives a graft of purified 
HSCs from another mouse strain, the incoming cells are able to differentiate 
and re-populate the blood. Only about 1 in 10,000 to 1 in 15,000 bone marrow 
ceUs is an HSC; the frequency in blood is about 1 in 100,000. In comparison 
widl adler stem cells, however, HSCs have been reasonably highly pllJified. 
They are multipotent, but dle cell lineages to which they give rise become 
increasingly specialized, ultimately producing all of the terminally differenti
ated blood cells (Figure 4.17) . 

• 	 Mesenchymal stem cells (MSCs). MSCs are primitive connective tissue stem 
cells. Bone marrow MSCs (also known as marrow stromal cells) are poorly 
defined, and so are heterogeneous. Unlike HSCs, dley are not constandy self
renewing but are relatively long-lived. They are multipotent and give rise to a 
variety of cell types, including bone, cartilage, fat, and fibrous connective 
tissue. 
MSCs are also found in umbilical cord blood, where dley seem to have a wider 

differentiation potential dlan in the bone marrow. [n addition, MSCs are known 
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to occur in a wide variety of non-hematopoietic tissues. Recent evidence sug
gests that the MSCs in diverse tissue types may originate from progenitor cells 
found in the walls of blood vessels. 

Stem cell niches 
A variety of other adult tissues are also known to contain stem cells, including 
brain, skin, intestine, and skeletal muscle. Germ ceUs are sustained by dedicated 
male and female germ-line stem ceUs. Such stem cells exist in special supportive 
microenvironments, known as stem cell niches, where they are kept active and 
alive by substances secreted by neighboring cells. 

The location of some stem ceUs has been studied, notably in model organ
isms. Epidermal stem cells are known to occur in three locations (Figure 4_18A), 
of which those in the bulge region of th e hair follicles give rise to both the hair 
follicle and the epidermis. The stem ceUs th at will form epidermis give rise to 
keratinocytes that progressively differentiate as they move toward upper layers. 
In the epithelium of the smaU intestine, stem cells are located near the base of 
Clypts, which are small pits interspersed between projections called villi (Figure 
4.18B). 

One characteristic ofstem cells that helps in identifying where they are located 
is that they divide only rarely. They do not undergo cell division very frequently, 
so as to conserve their proliferative potential and to minimize DNA replication 
errors. As a resul t, differentiation pathways generally begin with stem ceUs giving 
rise to proliferating progenitor ceUs known as transit amplifylng (TA) cells. 
Unlike stem cells, TA cells are committed to differentiation and divid e a finite 
number oftimes until they become differentiated. 

Stem cell renewal versus differentiation 
Some progress has been made in identi!')~ng factors that are important in stem 
cell renewal and differentiation potential, but much of the detail has yet to be 
worked out. Stem cells can in principle renew themselves by normal (symmetric) 
cell divisions. To produce cells that are more specialized than they are, and so 
launch differentiation pathways, stem cells need to undergo asymmetric cell 
divisions (Box 4.3). Initially, the stem cell gives rise to a cell that is committed to 
a different fate and that typically gives rise in turn to a series of progressively 
more specialized cells. 

Embryonic stem cells and embryonic germ cells are pluripotent 

Generally, tissue stem ceUs are difficult to grow and maintain in culture without 
differentiating, and their differentiation potential is normally quite limited. Cells 
fro m the early embryo, however, have very high differentiation potentials. In 
addition to inducing pluripotency by reprogramming differentiated cells, two 
types of embryonic cell have been used to establish pluripotent cell lines: embry
onic stem cells and embryonic germ cells. Such pluripotent stem cells are theo
retically capable of making all cells of the body. 

(8 ) 
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Figure •.18 Locations of skin, hair follicle, 
and intestinal stem cells. (A) location of 
epidermal stem cells. Epidermal stem cells 
can be found in three types of niche located 
in the bulge region of the hair follicle, 
the ba sa l layer of the epidermis, and the 
sebaceous gland. Stem cells in the epidermal 
basal layer give rise to proliferating 
progenitor cells known as rransit amplifying 
cells, which in turn give rise to increasingly 
differentiated upper cell layers. (B) Location 
of intestinal stem celis. Intestinal stem 
cells are loca ted within narrow bands in 
intestinal crypts, They move downward 
to differentiate into lysozyme-secreting 
Paneth cells, o r upward to generate transit 
amplifyin g (TA) cells. The nearby intestinal 
villi are regenerated every 3-5 days from the 
cryptTA celis and consist o f three types of 
differentiated cell : mucus-secreting goblet 
cells, absorptive enterocytes (by far the 
most prevalent vi llus cell), and occasional 
hormone-secreting enteroendocrine cell s. 
[(A) courtesy of The Graduate School of 
Biomedical SCiences, University of Medicine 
and Dentistry of New Jersey. (B) adapted 
from Blanpain (, HorsleyV, & Fuchs E (2007) 
Cell, 128, 445-458. With permission from 
Elsevier.] 
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BOX 4.3I1SYMMETRIC CELL DIVISION 

Cell division is described as asymmetric 
when two daughter cells differ in 
their behaviors and/or fates. The cell 
division may be intrinsically symmetric 
to produce two identical daughter 
cells that nevertheless are exposed to 
different microenvironments, causing 
them to become different (Figure lA). 
Alternatively, the cell division may be 
intrinsically asymmetric to produce two 
different daughters. The asymmetry 
may be in troduced by positioning the 
spindle toward one end of the cell so 
that cell division gives rise to one large 
and one small daughter cell (Figure 1 B). 
Alternatively, asymmetric localization 
of cell components or upstream cell 
polarity regulators dictate how cells 
develop. The spindle is deliberately 
oriented so that the daughter cells will 
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1 A•flgur.' Origins of cell asymmetry. (A) Exposure to different microenvironments can cause origina lly 

identical daughter cells to become different. (8) Eccentric positioning of the mitotic spindle results in 
one large and one small daughter cell. (C) Asymmetric localization of cell products such as of regu latory 
proteins (shown in small green fi lled circles) can resu lt in asymmetric daugh ter cells. As shown on the 
right, this can happen after asymmetric localization of upS(ream polarity regulators (pink semicircles). 

differ in their content of cell fa te determinants (Figu re 1C). 
Meiotic divisions can be intrinsically asymmetric. The two 

successive meiotic divisions in female mammals each result in one 
small cell (a polar body) and one large cell (ultimately to become the 
egg). The large size difference ensures that most of the maternal stores 
are retained within the egg, and is due to positioning of the spindle 
away f rom the center of the cel l. 

Various mitotic d ivisions are intrinsically asymmetric. In mammals, 
the zygote undergoes success ive symmetric divisions, but later in 
development and adulthood various asymmetric cell divisions are 
important in a va riety of circumstances, for example in the adaptive 
immune system to ensure the balanced production of effector and 
memory T cells. 

Asymmetric and symmetric stem cell division 
Asymmetric cell division is often undertaken by stem cells, which need 
to both self-renew and give rise to differentiated cells. Each stem cell 
could achieve this economically by an asymmetric division to produce 
one daughter cell identica l to the parent and one that is committed 
to a differentiation path (Agure2A). However, this mechanism alone 
would be inefficient at generating the large number of stem cells that 

(B) 

epithelial ce li s 

differentiation 

are needed in early development or in response to depletion through 
injury, disease, or interventions such as chemotherapy, and there is 
evidence that stem ce ll s proliferate rapidly in vivo by symmetric division. 

Some mammalian stem cells seem to be programmed to switch 
between symmetric and asymmetric cell divisions during development. 
For example, both neural and epidermal progenitors undergo 

symmetric division to expand stem cell numbers during embryonic 
development. The daughter cells are in the same microenvironment as 
the original parental ce ll (Figure 28). In mid to late gestation, however, 
asymmetric division is predominant. In both cases, thiS seems to be 
achieved by reorienting the mitotic spindle through 90° so that the 
two identical daughters now receive different signa ls. One of them 
retains the position of the parenta l stem cell in the stem cell niche and 
so rece ives signals to maintain stem cell identity by direct contact with 
signa ling cells. The other daughter cell is geographically remote, does 
not receive the appropriate signals, and differentiates (orange cells in 
Figure 2C). 

Cultured embryon ic stem cells rely on symmetric divisions so that 
the daughter cells have the same potential to differentiate, depending 
on the experimental circumstances. 
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Flgur.l Asymmetric and symmetric stem cell divisions. (A) Asymmetric division of stem cells. 
(8) Symmetric division of stem cells. (C) Asymmetric d ivision of stem cells produced by reorienting the 
spindle so that one of the two daughter cells is in a different microenvironment. 

Origins of cultured embryonic stem cells 
Embryonic stem (ES) cells were first obtained in the early 1980s after successful 
culturing of cells from the inner cell mass (ICM) of mouse blastocysts, hollow 
microscopic balls containing about 100 celis, of which about 30 or so internal 
cells constitute the ICM (Figure 4,19A). ES cells are pluripotent and were soon 
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shown to be able to give rise to healthy adult mice afrer being injected into blas
tocYSts from a different mouse suain that were then transferred into the oviduct 
of a foster mother (the technology and some applications are described in 
Chapter 20). 

Human ES cells were first cultured in the late 1990s. They have traditionally 
been derived from embryos that develop from eggs fertilized in vitro in an IVF (ill 
vitro fertilization) clinic. The IVF procedure is intended to help couples who have 
difficulty in conceiving children; it normally results in an excess of fertilized eggs 
that may then be donated for research purposes. 

ES cells can be established in culture by transferring ICM cells into a dish con
taining culrure medium. Culture dishes have traditionally been coated on their 
inner surfaces with a layer of feeder cells (such as embryonic fibrobl as ts). The 
overlying ICM cells attach to the sticky feeder cells and are stimulated to grow by 
nutrients released into the medium from the feeder cells (Figure 4.196). Afterthe 
[CM cells have proliferated, they are gently removed and subcultured by re-
plating into several fresh culture dishes. After 6 months or so of repeated subcul
turing, the original small number of[CM cells can yield large numbers ofES cells. 
ES cells that have proliferated in cell culture for 6 months or more without dif
ferentiating, and that are demonstrably pluripotent while appearing genetically 
normal, are referred to as an embryollic stem (ESI eel/line. 

Pluripotency tests 
To test whether ES cells are likely to be pluripotent, their differentiation potential 
is initially analyzed in culture. When cultured so as to favor differentiation, they 
first adhere to each other to form cell clumps known as embryoid bodies, then 
differentiate spontaneously to form cells of different types, but in a rather unpre
dictable fashion. By manipulating the growth media, they can also be tested for 
their ability to differentiate along particular pathways. 

A more rigorous pi uri potency test involves assaying the ability to differentiate 
ill vivo. ES cells are injected into an immunosuppressed mouse to test for their 
ability to form a benign tumor known as a teratoma. Naturally occurring and 
experimentally induced teratomas typically contain a mixture of many differenti
ated or partly differentiated cell types from all three germ layers. If ES cells can 
form a teratoma they are considered to be pluripotent. 

Embryonic germ cells 
An alternative strategy for establishing pluripotent embryonic cell lines has 
involved isolating primordial germ celis, the cells of the gonadal ridge that will 
normally develop into mature gametes. When cultured ill vitro primordial germ 
cells give rise to pluripotent embryonicgerm (EG) cells. Human EG cells, derived 
from primordial germ cells or embryos and fetuses from 5 to 10 weeks old, were 
first cultured in the late 1990s. 

EG cells behave in a very similar fashion to ES cells and share many marker 
proteins that are believed to be important in ES cell pluripotency and self
renewal. Currently, however, the molecular basis of plunpotency and of the 
capacity for self-renewal is imperfectly understood. 

The exact relationship between cultured ES cells and pluripotent [CM cells is 
also not understood. [CM cells are not stem cells: they persist for only a limited 
number of cell divisions in the intact embryo before differentiating into other cell 
types with more restricted developmental potential . Even at the earliest stages 
ICM cells are heterogeneous, and some evidence suggests that culrured ES cells 
more closely resemble primitive ectoderm cells, whereas other evidence suggests 
that ES cells are of germ cell origin. 

4.6 IMMUNE SYSTEM CELLS: FUNCTION THROUGH 
DIVERSITY 
This section fo cuses on Dill immune system celis, both because they are medi 
cally important and because some immune system cells undergo extraordinary 
mechanisms that are designed to generate diversity. The vertebrate immune sys
tem is an intricate network of celis, proteins, and lymphoid organs that protects 
the body against infection by bacteria, viruses, fungi, and parasites, and can 
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Figur. 4.19 Origins and potential of 
embryonic stem cells_ (A) A 6-day-old 

human blastocyst. The blastocyst is a nuid· 
filled hollow ball of cells containing abou t 

lOO cells. Most cells are located on the 

outside and will form t rophoblast. The 
cells in the interior, the inner cell mass ({eM) 

will form all the cells of the embryo. 
(8) Cultured human ES (embryonic stem) 

cell s. Cells surgically removed from the 

ICM can be used to g ive rise to a cultu red 
human ES cell line. Human ES cell lines 

were traditionally established by growing 
the human ICM cells on a supporting layer 

of mouse embryonic fibrobl ast feeder cells. 
Human ES cells fill most of the image shown 

here, and the feeder cells are located at the 

extremities. (Courtesy of M Herbert (A) & 
M l ako (8), Newcastle University.) 
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protect against tumor development. Although we may think primarily of B and T 
lymphocytes, immune system cells include many other types of blood cell and a 
range of different tissue cells. 

Not aU actions of the immune system are beneficial. While fighting infection, 
substantial collateral damage can be infllcted on healthy tissues, and exagger
ated or inappropriate immune responses against foreign substances such as pol
len can cause aUergic diseases. One of the main challenges that the immune sys
tem faces is distinguishing sel!(components of the host organism) from nonsel! 
(the foreign intruders), and although this complex task is generally accomplished 
with remarkable accuracy, mistakes occur, leading to autoimmune disease. The 
immune system is also responsible for the rejection of transplanted tissues. The 
remainder of this section will explain the workings of the immune system and 
introduce the principal cells involved. Table 4.7 and Table 4.8 give an overview of 
the principal cells and their functions. 

Lymphocytes are key cells in our immune system, underlying its distinctive 
properties of diversity, specificity. and memory. They marure in the primary lym
phoid organs, which in most mammals are the bone marrow and thymus. The 
secondary lymphoid organs are where lymphocytes encounter antigens. mole
cules that induce an immune response. The most organized of these are lymph 
nodes (wh ich filter antigens from lymph) and the spleen (which is adapted to 

TABLE 4.7 LYMPHOCYTE CLASSES AND THEIR FUNCTIONS 

Lymphocyte class Features location/production Key function and roles 

B cells express immuno· 
globulins (lgs) and 
class II major histo
compatibility complex 
(MHC) proteins 

originate in bone marrow and 
when mature migrate to blood 
and lymphoid organs 

humoral (antibody' immunity; response to foreign 
antigens; important antigen-presenting cells 

Naive B cell express IgM/lgO on cell 
surface 

Plasma cell secrete IgM, IgG, IgA, or 
IgE antibodies 

produced by antigen-stimulated 
B cells in lymph nodes 

secrete soluble antibodies 

Memory B cells clonally expanded a-cell 
populations 

produced by ant igen-stimulated 
B cells in lymph nodes 

respond in secondary immune responses 

T cells express T-cell receptors 
ITCRs) 

originate in bone marrow, 
carried by the blood to the 
thymus where they mature 

cell-mediated immunity; important in antiviral and 
anti-tumor responses 

HeJ perTh cell CD4+ receptors derived from a~ T cells recognize exogenous antigens bound to class II MHC protein; 
Signal to other Immune system cells, stimulating them to 
proliferate and be activated 

Cytotoxic Tc cell COS+- receptors derived from a~ T cells recognize endogenous proteins bound to class I MHC; kill 
virally infected host cell s and tumor cells 

Regulatory (Treg) 
cells (suppressor 
T cells) 

C04+ and C025 derived from a~ T cells suppress autoimmune responses 

MemoryT ce ll s clonally expanded 
populations of etI) T ce ll s 

derived by clonal expansion of 
Tc, Th, orTreg cell s 

stimulated to expand rapidly in secondary immune 
responses 

NKT cells TCRs interact wit h CO l 
and not MHC proteins 

recognize glycolipid antigens; important regulatory celts 

)'6T cells distinctive TeR has yand 
ochains 

recogn ize glycol ipid antigens; important regulatory cells 

Natural killer 
INK) cells 

C016+- and COS6+-
Fc receptors for IgG; 
receptors that detect 
dass lMHC 

originate from bone marrow 
and are present in blood and 
spleen 

innate immunity; first line of defense against many 
different viral infections; produce interferon--y and TNF·a. 
which can stimulate dendritic cell maturation, activate 
macrophages. and regulate Th cells; recognize and kill 
stressed/diseased cells expressing reduced class I MHC 
proteJ~5 or stress proteins 
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TABLE 4.8 NON-LYMPHOCYTE IMMUNE SYSTEM CELLS AND THEIR FUNCTIONS 

Cell class Features/location 

MONONUCLEAR PHAGOCYTES 

Monocytes in blood 

Motile macrophages 

Tissue-specific macrophages 

DENDRITIC CELLS (DCs) 

langerh ans cells 

Interstitial Des 

roam free; ari se by division of monocytes 

alveolar macro phages (lung), histocytes (connective tissue), 
intestinal macrophages, Kupffer cells (liver), mesangial cells 
(kidney), microg lial cells (bra in ), osteoclasts (bone) 

in tissues in contact with external environment (mainly In 
skin and inner linings of nose, lungs, stomach, intestines) 

in skin but migra te to lymph nodes 

move from interstitial spaces in most organs to lymph nodes/ 
spleen 

BLOOD GRANULOCYTES in blood; migrate to sites of infection/inflammation during 

Neutrophil 

Eosi nophil 

Basophil 

MAST CELLS 

immune response 

l ysosome~ l i ke granules 

Fe receptors for IgE 

Fe receptors for IgE; hi stamine-containing gra nul es; are 
equ ivalents of th e mast cells in tissues 

Fe receptors for JgE; histamine-containing granules; ti ssue 
equivalents of the basophils in blood 

Functions 

key phagocytes; antigen-presenting cells 

potent phagocytes 

potent phagocytes 

dedicated antigen-presenting cells; limited 
phagocytic activity; key coordinators of innate 
and adaptive immunity 

dedicated antigen-presenting cells 

active motile phagocytes; often the first cells to 
arrive at a site of inflammation after in fection 

important in killing antibody-coated large paras ites 

important in mounting allergic responses and in 
responses to large para sites 

dedicated antigen·presenting cells; Important in 
mounting allergic responses and in responses to 
large parasites 

filter blood). They are each packed with mature immune cells, predominantly 
lymphocytes but also including macrophages, dendritic cells, and other cells 
whose fun ctions will be detailed below. 

Rather less organized mucosa-associated lymphoid tissue is found in various 
sites in the body. Gut-associated lymphoid tissue collectively constitutes the larg
est lym phoid organ in the body, which is consistent with its need to interact with 
a huge load of antigens from food and commensal bacteria. It comprises the ton
sils, adenoids, Peyer's patches in the small intestine, and lymphoid aggregates in 
the appendix and large intestine. Epithelium-associated lymphoid tissue is also 
found in the sldn and in the mucouS membranes lining the upper airways, bron
chi, and genitourinary tract. 

The first line of defense in vertebrate immune systems is physical. The epithe
lial linings of the skin, gut, and lungs act both as barriers (epithelial cells are firmly 
anached to each other by tight junctions) and as surfaces for trapping and killing 
pathogens. The epithelia can produce thick mucous secretions to trap pathogens, 
and can then kill them with lysozyme (in sweat) and antimicrobial peptides 
known as defensins (in mucus). 

Vertebrates mount an immune response based on cooperation between the 
innate and adaptive immune systems. Cell signaling is a key element in this coop· 
eration. Various cell surface molecules and secreted molecules called cytoidnes 
orchestrate the interactions between immune system cells that are needed for 
the proper fun ctioning and regulation of the overall immune response. The most 
prevalent cytoldnes are members of the interleuldn and interferon protein 
families. 

The innate immune system provides a rapid response based on 
general pattern recognition of pathogens 

The innate immune system is a priInitive one, occurring in both invertebra tes 
and vertebrates. It provides relatively nonspecifi c immune responses that are 
based on recognizing generic micrpbial structures, are identical in all individuals 
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of a species, and are rapid, developing within minutes. The principal effector 
cells perform two major functions: 

• 	 Various cells engulf and kill bacteria and fungi by phagocytosis, a form of 
endocytosis. The major phagocytic cells are neutrophils (a white blood cell 
with many lysosomal-like cytoplasmic granules), tissue macrophages (ubiq
uitous, but concentrated in sites vulnerable to infection such as lungs and 
gut), and blood monocytes (precursors to macrophages). 

NK(natllral killer) cells induce virus-infected cells and tumor cells to undergo 
apoptosis. Two principal pathways are used. First, NK cells bind to diseased 
cells, and small cytoplasmic granules are released by exocytosis into the inter
cellular space. Some of the released proteins (perforins) are inserted into the 
membranes of the target cell to create pores, whereas others (granzymes) 
enter the target cells, where they cleave critical substrates such as procaspase 
3 that initiate apoptosis. In the second pathway, Fas ligands on NK cells acti
vate Fas receptors on target cells to initiate apoptosis (see Figure 4.16). 

Other cells help in various ways. In response to injury, platelets release coagu
lation factors and adhere to each other and to endothelial cells lining the walls of 
blood vessels to form clots and lessen bleeding. Mast cells release chemical mes
sengers that cause blood vessels near a wound to constrict, reducing blood loss at 
the wound. They also secrete histamines and other factors that induce blood ves
sels slightly farther from the wound to dilate, increasing the delivery of blood 
components to the general region. Cells in tissue then release chemokines such 
as interleukin-8 to create a chemical gradient that attracts neutrophils and other 
white blood cells to the site. 

The innate immune system must distinguish self from nonself. To do this, it 
recognizes conserved features of pathogens by using various cell surface recep
tors, and secreted recognition molecules in the blood complement system. 

Toll-like receptors (TLRs) are a family of transmembrane proteins that are 
involved in the recognition of specific features of pathogens as being foreign. 
Examples of these featmes are the following: peptidoglycans (from bacterial cell 
walls); flagella; lipopolysaccharides (on Gram-negative bacteria); and double
stranded RNA, methylated DNA, and zymosan (in fungal cell walls). TLRs are 
abundant on macrophages and neutrophils, and on epithelial cells lining the 
lung and gut. Once stimulated, TLRs induce the surface expression of co
stimulatory molecules that are essential for initiating adaptive immune responses 
(see below) and stimulate the secretion of pharmacologically active molecules 
(prostaglandins and cytokines) that both initiate an inflammatory response and 
also help induce an adaptive immune response. 

The complement system comprises 20 or so proteins that circulate in the 
blood and extracellular fluid. Complement proteins are made mostly by the liver, 
but blood monocytes, tissue macrophages, and epithelial cells of the gastrointes
tinal and genitourinary tracts can also make significant amounts. The proteins 
are proteases that interact in a proteolytic cascade on the smface of invading 
microbes. Eventually a membrane attack complex is formed that can punch holes 
through the outer membranes of the microbes, causing them to swell up and 
bmst (Figure 4.20). Activation of complement is possible by three different 
pathways: 

The classical pathway involves interaction with the adaptive immune system, 
particularly invariant domains of antibodies, which bind to antigens on the 
surface of a microbe. 

• 	 The alternative pathway is directly triggered when the C3 complement pro
tein binds to certain bacterial cell wall components. 


The lectin pathway uses nonspecific pattern recognition alone. The trigger is 

a mannan-binding lectin that binds to characteristic arrangements of man

nose and fucose residues on bacterial cell walls. 


The adaptive immune system mounts highly specific Immune 
responses that are enhanced by memory cells 

The adaptive immune system arose in early vertebrates, providing a powerful 
additional defense against pathogens. It is mobilized by components of the 

- C1 complement 
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• •microbe 

p• 
1
'( 

• 


it\'. 
membrane

\ ) attack complex 

1 

• • 1
• 	 · 


F1gunt-4.20 Activating the complement 
system. Antibodies bound to the surface of 
a microbe can be bound by complement via 
a component (Clq) of the Cl complement 
complex, activating the classical complement 
pathway. Eventually a membrane attack 
complex is formed: a ring of complement C9 
proteins surrounding a core of complement 
proteins CS to C8 integrates into the cell 
membrane of the microbe. The membrane 
attack complex then punches a hole in 
the microbe's cell membrane, and the cell 
contents are released, killing the microbe. 

http:F1gunt-4.20
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innate illlmune system when the latter fails to provide adequate protection 
against an invading pathogen. It has three key characteristics: 

• 	 Exquisite specificity: it can discriminate between tiny differences in molecu
lar structure. 

• 	 Extraordinary adaptability: it can respond to an unlimited number of 
molecules. 

• 	 Memory: it can remember a previous encounter with a foreign molecule and 
respond more rapidly and more effectively on a second occasion. 

Whereas innate immune responses are the same in all members of a species, 
adaptive immune responses vary between individuals: one individual may mount 
a strong reaction to a particular antigen that another individual may never 
respond to. There are two major arms to the adaptive immune response: 

• 	 Humoral (antibody) immunity is mediated by B lymphocytes (also called 
B cells). 

• 	 Cell-mediated immunity is effected by T lymphocytes (T cells) and is an 
important antiviral defense system. 

Both Band T cells have dedicated cell surface receptors tbat can specifically 
recognize individual antigens. 

What makes the adaptive immune system so proficient at recognizing anti
gens is tbat during its development in the primary lymphoid organs each naive B 
orT cell acquires a cell surface antigen receptor of a unique specificity. Binding of 
this receptor to its specific antigen activates the cell and causes it to proliferate 
into a clone of cells wlth the same immunological specificity as the parent cell 
(clonal selection). As a result, the nwnber oflymphocytes that can recognize the 
specific antigen can be rapidly expanded. 

Immunologicalmemoryis another important feature ofthe adaptive immune 
system. During tbe massive clonal expansion of antigen-specific lymphocytes 
that occurs after an initial encounter with antigen, some oftbe expanding daugh
ter cells differentiate into memmy cells that are able to respond to tbe antigen 
more rapicUy or more effectively. Memory cells are endowed wltb higher-affinity 
antigen receptors, and also combinations of adhesion molecules, homing recep
tors, and cytokine receptors tbat direct the lymphocytes to migrate efficiently 
into specific tissues (extravasation). 

Humoral immunity depends on the activities of soluble antibodies 
B cells produced in tbe bone marrow have cell surface immunoglobulins (Igs) as 
their antigen receptors (B-cell receptors). When B cells are activated, however, 
they can differentiate into plasma cells tbat secrete their Ig receptors in a soluble 
form, known as antibodies. Igs are composed of two identical heavy chains and 
two identical light chains that are held together by disulfide bonding (FIgure 
4.21 ). The light chains can be one of two varieties (K or y) that are functionally 
equivalent. The heavy chains can be one of five functionally distinct types that 
define five immunoglobulin classes (Table 4,9). 

Figure 4,.21 Antibody (immunoglobulin) structure. Antibodies are soluble 
immunoglobulins (Igs). Igs consist of two identical heavy chains, which can 
be one of five classes, and two identical light chains, which can be one of 
two classes, as shown. The two heavy chains are held together by disulfide 
bonds, and each light chain is linked to one heavy chain by disulfide bridges. 
As shown in Figure 4.22, each chain is composed of globular domains that are 
maintained by intrachain disulfide bridges. The N-terminal regions are known as 
variable regions because their sequence varies significantly from one antibody 
to another. Most of the sequence variation is concentrated in hypervariable 
regions (also called complementarity-determining regions), which are the 
sequences involved in antigen binding. The constant region of each heavy chain 
determines the class of the heavy chain and the response to bound antigen (see 
Table 4.9). 

variable 
regions 

hypervariable 
regions 

constant 
hea",), chain regions 
a, 8, -y, E, or .U 
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TABLE 4.9 IMMUNOGLOBULIN ISOTYPES 

Iso type H chain Structure Working form Location and functions 

IgM pentamer/monomer B-cell receptor (monomer) and 
secreted antibody (pentamer) 

first Ig to be produced (see Figure 4.26A); activates 
complement 

IgD monomer B-cell receptor only second Ig to be produced (see Figure 4.26A); function 
unknown 

IgA often dimer or 
tetra mer 

8-cell receptor, but predominantly as 
antibodies secreted by plasma cells 

predominant Ig in external secretions such as breast milk, 
saliva, tea rs, and mucus of the bronchial, genitourinary, 
and digestive tracts 

IgG y monomer principal serum Ig; binds to Fc receptors on phagocytic 
cel ls; activates complement 

IgE £ monomer binds to Fc receptors of mast cells and blood basophils; 
mediates immediate hypersensitivity reactions 
responsible for symptoms of allergic conditions such as 
hay fever and asthma 

Each Ig chain contains two distinct regions: 

• 	 An N-terminal variable region that is involved in antigen binding and has a 
variable sequence that accounts for the unique specificity of each B-cell 
receptor and antibody. The variability is not distributed evenly throughout 
the domain, but is concentrated in hypervariable regions (also called 
complementarity-determining regions), which are the regions that directly 
interact vvith antigen. 

• 	 A C-terminal constant region, a domain that is invariant vvithin each class but 
differs significantly between the different heavy chain classes, accounting for 
the different functionality of each isotype. 

Although heavy and light Jg chains are encoded at different genetic loci, they 
are structurally closely related. The light chains have two, and heavy chains four 
or five, immunoglobulin domains, domains of about 100 amino acids that are 
held together in a barrel-like structure by an internal disulfide bond. Many other 
cell surface proteins, including T-cell receptors and several other proteins 
involved in immune system functions, possess one or more of these domains and 
so define the immunoglobulin supe/family (Figure 4.22). 

As described previously, when JgM or IgG antibodies coat microbes they can 
initiate the classical pathway of complement activation, causing lysis of the 
microbes (see Figure 4.20). Complement can also promote phagocytosis via com
plement receptors on macrophages and neutrophils. Antibodies also have sev
eral other important functions: 

• 	 Blocking pathogen entry into cells. viruses and certain microorganisms that 
can exist within animal cells enter into the cells by binding to certain pre
ferred receptors on the cell surface. Antibodies can physically block this proc
ess (Figure4.23A]. 

Neutralizingtoxins: antibodies can directly bind and neutralize toxins released 
by bacteria, inhibiting their enzymatic activity or their ability to bind to cell 
surface receptors (Figure 4.23B). 

Activating effector cells: many immune system cells express receptors that 
recognize the invariant domains of immunoglobulin molecules. Antibodies 
bound to the surface of microbes can therefore not only activate complement 
but also directly activate those immune system cells that carry appropriate Fc 
receptors. IgG antibodies, for example, promote both phagocytic uptake by 
neutrophils and macrophages and antibody-dependent cell-mediated cyto
toxicity by NK cells (Figure 4.23C). IgE bound to IgE-specific Fc receptors on 
eosinophils, basophils, and mast cells can trigger the release of powerful 
pharmacological mediators and activate these cells to kill antibody-coated 
parasites. 
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H H 

a a a 

COl 
receptor/ Ig MHC class II 

MHC 

Seell TCR class I 

In cell-mediated immunity, T cells recognize cells containing 
fragments of foreign proteins 
Microorganisms such as viruses that penetrate cells and multiply within them 
are out of reach of antibodies. T cells evolved to deal with this need; they carry on 
their surfaces dedi cated T-cell receptors (TCRs) that recognize sequences from 
foreign antigens. TCRs are heterodimers that are evolutionarily related to both 
immunoglobulins and other cell receptors of the immunoglobLllin superfamily 
(see Figure 4.22). 

There are two types of TCR, composed either of a and ~ chains or ofy and 8 
chains. Unlike the immunoglobulins on B cells, most a~ TCRs and the cells that 
bear them are limited to recognizing foreign proteins, and only after they have 
been degraded intracellularly. Peptides of an appropriate size and sequence 
derived ftom this degradation bind to major histocompatibility complex (MHC) 
proteins [Box 4.4) that are then transported to the surface of the cell. With the 
peptide held in a cleft on its outer surface, the MHC protein presents the peptide 
to a T cell carrying an appropriate TCRap receptor (antigen presentation), thereby 
activating that T cell. 
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Figure 4.22 Some representatives of 
the immunoglobulin superfamily, The 
immunoglobulin domain is a barrel-like 
stru cture held together by a disulfide bridge 
(pink dot). Mul tiple copies of (his structural 
domain are found in many proteins with 
important immune system functions, but 
other members of the immunoglobulin 
super family can have different funClions, 
such as Ig·CAM cell adhes ion molecules 
(Section 4.2). Shaded boxes show the 
variable domains of immune system 
proteins. 111M, 112·microglobulin. 

fl.gUN 4.23 Aspects of antibody functi o.(l.. 
(A) Inhibiting vi ral infec tion. Viruses lnfe< 
cells by first using docking proteins to 
bind to certain receptors on the plasma 
membrane of host cells. An tibodies (Ab .:.an 
bind to the viral docking proteins to prt· 
them from binding to host cell receptcY'i. 
(8) Neutralizing toxins. Antibodies bil"l-c rJ 
toxins released from invading micro~GI1d 

so stop them hom binding to cell re(-e~ors. 

(e) Activating effector cell s. Antibool€~ G n 
bind and coat the surfaces of microb!os >lnd 
large target cell s. Various immune system 
effector cells (notab ly macrophages. r\aw ral 
killer cells, neutrophils, eosinophils and 
mast cells) ca rr y Fc receptors that ~Ilable 

them to bind to the Fe reg ion on IgA.lgG, 
or IgE antibodies. Antibody bi r1 ding to an Fc 
receptor activates the effector cel l and can 
lead to cell killing by phagocytosI s, or release 
o( lytic enzymes, death signals, and so on. 
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BOX 4.4 THE MAJOR HISTOCOMPATIBILITY COMPLEX, MHC PROTEINS. AND ANTIGEN PRESENTAnON 

The major histocompatibility complex (MHC) class II region 
is a large gene duster that conta ins genes most ly 
associated with cell-mediated immune responses and, ~ .
in particular, with antigen processing and present~tion. 
Among the protein products of the MHC are the class U 
I and II MHC antigens, which are members ofthe Uimmunoglobulin superfamily of cell surface proteins 

.,~r.:~ ~U 8 • 
(see Figure 4.22). These transmembrane proteins are ~5!:!9~;;

II . " ••• • • • , ,heterodimers. The MHC contains genes for the highly 
"'ultamatilte genes on

polymorphic a (heavy) chain of class I and both a and dJffarent haplotypes 
B chains of class II MHC proteins. The lighter cha in 
of class I MHC protein, Brmicroglobulin, is not polymorphic and is 
encoded by a gene elsewhere in the genome. 

The human MHC (known as the HLA complex; HLA stands for 
human leukocyte antigen) spans several mega bases at 6p2 1.3. The 
class I MHC a cha in genes (HLA-A, HLA-B, HLA-C, HLA-E, HLA-F, and 

HLA-G) are located at the telomeric side; class II MHC genes are tightly 
clustered at the centromeric end. An intervening region, sometimes 
known as the cla~ III MHC gene region, contains various complement 
and other genes (Figure 1)_ 

The MHC class I and class II proteins are among the most 
polymorphk vertebrate prote ins known. Most ind ividuals are 
heterozygous at the corresponding loci, and both allelic forms 
are functional and co-expressed at the cell surface. This extreme 
polymorphism is presumably driven by intense natural selection 
pressure from viruses and other parasites, which favors indiViduals 
with a greater capacity for recognizing infected host cells. 

Because of their very high degree of polymorphism, class I and 
II MHC proteins are important in graft rejection after organ or tissue 
transplantation from one individual to another. If the donor and 
recipient (host) are unrelated, major differences could be expected in 
the MHC proteins expressed by transplanted cells and host cells. The 
graft will be rejected because it will be recognized as foreign and will 
be attacked by the immune system. To increase transplant success 
rates, tissue typing is performed to identify alleles at important 
MHC loci (in easily accessible blood cells) so that potential donors 
can be sought with a closely matching MHC profile, and drugs are 
administered that can suppress immune responses. However, MHC 
polymorphism rema ins a challenge for successful cell therapy. 

Antigen presentation 
The function of classical MHC proteins is to bind and transport 
pep tides to the cell surface for antigen presentation to T cells with 
TCRlll~ receptors. 

Class I MHC proteins bind peptides predominantly derived 
from endogenous antigens and present them to cytotoxicT (Tc) 
lymphocytes. 
Class II MHC proteins bind peptides predominantly derived 
from exogenous antigens and present them to helperT (Th) 
lymphocytes. 
All cells with MHC proteins on their surface can present pept ides 

to T cells and in this context can be referred to as antigen-presenting 
cells. However, when such cells are recognized and potentially killed 
byTc cells they are often known as target cells. Almost all nucleated 
cells express class I MHC proteins and so can function as a target cell 
presenting endogenous an ti gens to Tc cells. Target cells are often cells 
infected with a virus or some other intracellular microorganism. In 
addition, altered self cells such as cancer cells and aging body cells can 
serve as target celi s, as can allogeneic cells introduced via skin grafts or 
organ transplantation (between genetically non-identical individuals). 

By contrast, relatively few cells express class II MHC molecules. 
Among the most important are dendritic cells, macrophages, and 
B cells. These cells are also among the few that can express the 
co-stimulatory molecules that are essential for initiating immune 
responses in both Tc and Th cells. For both these reasons they are 
sometimes referred to as professional antigen-presenting cells. Several 

class III region class I region 

various complement 
genes and other genes 

(see Figure 9.7A) 

'U " ;:: L , , II ' 

FIgure 1 Organization of HLA genes in the human MHC. 

other cell types (including fibroblasts in skin, vascular endothelial cells, 
glial cells, and pancreatic Pcells) can be induced to express class II 
MHC proteins. 

From antigen presentation to T-cell activation 
Co-stimulatory molecules are surface molecules that interact 
with speci fic receptors on the T cell (Figu,e 2). The co-stimulatory 
signal delivered by this interaction is necessary to induce the Th 
cell to synthesize the T-cell growth factor interleukin-2 (lL-2J and to 
express high-affinity receptors for IL-2. The secreted IL-2 stimulates 
the proliferation ofT cells expressing the C04 or COB cell surface 
receptors. Th is complex way of inducing T-cell responses is presumably 
necessary to avoid the inadvertent activation ofT celis, which would 
be potentially damaging, and to allow the detailed regulation of their 
proliferation and functiona l differentiation. 

Co-stimulatory molecules are of such critical importance to the 
initiation and regulation of immune responses that they are not 
constitutively expressed, even by professional antigen-presenting 
cells. Their expression can be induced via the TCR-triggered transient 
expression of (040 ligand on T cells and the subsequent interaction 
with and crosslinking of this ligand to C040 on profeSSional an tigen
presenting cells. The expression of co-stimulators is also triggered by 
signaling arising from the recognition of the conserved features of 
pathogens that is part of the innate immune system, most importantly 
the signaling through Toll-like receptors expressed on dendritic cells, 
macrophages, and certain other cells. 

T cell 

n ("I 

-----1~'\ \~\ C~4 - ,~ \ 

CD28 \ ) (j '\...) CD8 LJR\) - LFAl 
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\\ _---T~..__- 0I 'M;i (:, 
87.1 (CD80) protein ICAM 

or 87.2 (CD86) 

antigen·present ing 
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Flgurlt:2 Presentation of peptide antigens to T cells. Cell adhesion 
(mediated by molecules such as ICAMl and LAF1) brings the cells 

together. The peptides (about eight or nine amino acids long for 
class I MHC, and somewhat larger for class II MHC) are held in an 
outward-facing cleft in the MHC molecule. COB or C04 proteins bind 
to non-polymorphic components of class I and class II MHC proteins, 
respectively. In addition to TCR-antigen recognition, a co-stimulatory 
signal is needed, such as a member of the B7 family that is recognized 
by C028 receptors on the T~cell surface. 
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This process, in which most ap T ceUs recognize antigens only after they have 
been degraded and become associated with MHC molecules, is often referred to 
as MHC restriction. It allows T cells to survey a peptide library derived from the 
entire set ofproteins that is contained within the cell but is presented on the sur
face of the cell by MHC molecules, thereby providing a remarkable evolutionary 
solution to the problem of how to detect intracellular pathogens. At the same 
time, it restricts T cells to recognition of only those antigens that are associated 
with cell-surface MHC molecules and are derived from intracellular spaces. T 
cells therefore complement B cells and antibodies that can recognize only extra
cellular antigens and pathogens. 

Cell-associated antigens that are synthesized within the cell are referred to as 
endogenous antigens. They derive from proteins produced within the cells 
(including normal cellular proteins, tumor proteins, or viral and bacterial pro
teins produced within infected cells). Such antigens are degraded within the 
cytosol by proteasomes, large complexes containing enzymes that cleave peptide 
bonds, converting proteins to peptides. These antigens are bound by class I MHC 
proteins. Antigens that are captured by endocytosis or phagocytosis are described 
as exogenous antigens. The internalized antigens move through several increas
ingly acidic compartments, where they encounter hydrolytic enzymes including 
proteases. These antigens are presented by class II MHC proteins. 

An important aspect of this process is that MHCmolecules cannot distinguish 
self from nonself antigens, and therefore. except on the rare occasions when a 
cell does indeed become infected or captures a microbial protein, the MHC mol
ecules on its surface are presenting pep tides derived from the degradation of self 
proteins. A key event during the development of ap T cells in the thymus is that 
only those T cells that have receptors that potentially recognize foreign peptides 
in association with self MHC molecules are allowed to mature and be released 
into the periphery (positive selection). Those that recognize self peptides are 
induced to commit suicide by apoptosis (negative selection). 

I-cell activation 

Of the major classes ofT cells (see Table 4.7), there are three main ones that par

ticipate in this process: 

• 	 He/per T (Th) cells (which usually carry a CD4 cell surface receptor) recognize 

peptides that are predominantly produced from exogenous protein antigens 
and bound to a class II MHC protein (see Box 4.4). Only a few rypes of cell 
dendritic celis, macrophages, and B cells- express class II MHC proteins and 
act to present antigens to Th cells. Once activated, Th cells secrete cytokines 
to mohilize or regulate other immune system cells so as to generate an effec
tive immune response. There are three rypes: Thl cells activate macrophages 
and Tc cells (see below); Th2 cells stimulate activation of eosinophils and pro 
mote antibody production by B cells; Th 17 cells promote autoimmunity and 
inflammation. 

• 	 Cytotoxic T (Tc) cells (which usually carry a CDS cell surface receptor) recog
nize peptides that are predominantly produced from endogenous protein 
antigens and are bound to a class I MHC protein. Almost all nucleated cells 
express class I MHC proteins and so can present antigen toTc cells. Once acti 
vated, and in association with cytokines secreted by Th cells, they differenti
ate into effector cells called cytotoxic T lymphocytes (CTLs). 

CTLs are particularly important in recognizing and killing virally infected 

cells. Like NK cells, they induce apoptosis, either by the Fas pathway (see 

Figure 4.16) or often bydelivering granulescontainingperforin and granzymes. 

Some viruses seek to avoid heing killed by CTLs by downregulating the expres 

sion ofclass I MHC molecules on host cells. However, NK cells have receptors 

that screen host cells for the presence of class I MHC antigens and are acti 

vated when they sense host cells lacking class I MHC proteins. 


• 	 RegulatOlY T (neg) cells. These cells generally express CD4 but are distin
guished from helper T cells by their constitutive surface expression of CD25 
(one of the chains of the interleukin-2 receptor) and intracellular expression 
of the transcription factor Foxp3. They suppress autoimmunity (immune 
responses to self antigens; Box 4_5) 
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BOX 4.5 AUTOIMMUNITY 

The central characteristic of immunity is the capacity to distinguish 
between self and nonself.lg and TCR gene loci are activated by DNA 

rearrangements that produce a random array of different a-cell and 

T-cell receptors. Inevitably, self-reactive lymphocytes are produced, cells 

that carry high-affinity receptors against antigens present on host 
cells. These potentially harmful self-reactive lymphocytes need to be 

eliminated or inactivated during the maturation process. For B cells 

this process is less critical, because their activation is often dependent 

on T cells and they lack cytotoxic activity. ForT cel ls it is of central 
importance, and multiple mechanisms for preventing autoimmune 

damage by self-reactive T cells have been identified. 

During their development in the thymus, immature T cells with 

high-affinity receptors for self-peptide:MHC complexes are eliminated. 

This is a central form of self tolerance. However, it is clearly not 100% 

efficient because autoimmune diseases do occur. For example, in 

rheumatoid arthritis, self-reactive T cells attack the tissue in joints, 

ca using an inflammatory response that results in swelling and tissue 

destruction. Peripheral tolerance is a back-up form of tolerance that is 

designed to inactivate, or otherwise regulate, auto reactive T or B cells 

in secondary lymphoid tissues. 
One mechanism for achieving peripheral tolerance is anergy, in 

which self-reactive T cells that encounter antigen will generally do 

so without receiving co-stimulatory signals. In these circumstances, 

a permanent state of unresponsiveness is induced in which the cells 

are unable to respond even if they subsequently encounter antigen 

in the presence of co-stimulatory signals. Another mechanism is via 

regulatoryT cells (Treg cells) that act in secondary lymphoid tissues 
and at sites of inflammation to down regulate autoimmune processes. 

Not all a~ T cells recognize peptides presented by MHC class I and class II 
molecules. In particular, a subclass called NKT cells can react with glycolipid 
antigens, which are presented by members of the CD! protein family rather tban 
by MHC proteins. CD! proteins are non-polymorphic and structurally closely 
resemble class I MHC proteins; however, like class II MHC proteins, their expres
sion is restricted to professional antigen-presenting cells. 

Other T-cell populations express a y8 T-cell receptor and are found in a wide 
variety oflymphoid tissues. Despite the abundance and presumed importance of 
tbese cells, very little is known about their antigen recognition and function 
except that in many cases it seems to be MHC- unrestricted. POSSibly, y8 T cells 
recognize antigens presented by non-MHC-encoded molecules, or perhaps like 
B cells tbey can recognize soluble antigens. Some human y8 T cells resemble NKT 
cells in being able to recognize bacterial glycolipids bound to CD! molecules. 
Otber populations of y8 T cells, such as tbose found in the skin, have essentially 
invariant TCRs and presumably recognize a common microbial antigen or a self 
molecule, but tbe nature of this is unknown. 

The unique organization and expression of Ig and TCR genes 

The diversityofB-cell receptors/lgs and TCRs is extraordinary. Each person needs 
to produce huge numbers of different Igs and TCRs to optimize tbe chances of 
recognizing any of a myriad of foreign antigens. Yet at the genome level we have 
only tbree immunoglobulin gene loci: lGH specifies the heavy chain, and lGK 
and lGL tbe alternative" and Alight chains, respectively. Similarly, tbere are only 
four human TCR gene loci (TRA, TRB, TRG, and TRD), one each for making tbe 
four types ofTCR chain: a, ~, y, and 8. 

Despite tbe huge diversity ofigs and TCRs, an individual B or T cell is mono
specific. Each such cell produces just one type of Ig or TCR heterodimer witb a 
unique antigen-binding site, and so is specific for one type of antigen only. 
Different B (orT) cells make different Igs (orTCRs); it is the population of billions 
of different Band T cells each bearing a different antigen receptor that enables 
tbe immune system to respond to virtually any foreign material. 

The diversity of Igs and TCRs follows on from the unique organization and 
expression of the respective genes. The variable region of each antigen receptor 
chain is specified by at least two different types of gene segment: V gene segments 
encode most of tbe variable region; J gene segments encode the joining region 
tbat forms a small part at the C-terminal end of the variable region. Additionally, 
D gene segments encode a small diversity region near the C-terminal ends of the 
variable region of 19 heavy chains, TCR~ chains, and TCR8 chains only. The orga
nization of the gene segnlents is extraordinary: each one is usually present in 
numerous different copies in germ -line DNA (Figure 4.24). 

19 and TCR gene loci are inactive in all cells other tban B and T lymphocytes, 
respectively, and only become active in Band T cells as they mature. As part of 
tbis process, random combinations ofY + D (where present) + J gene segments 
are brought together by somatic recombination at tbe DNA level to create a novel 

http:nonself.lg
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exon that potentially encodes the variable domain of a receptor chain (Figure 
4.25). A rypical receptor gene locus may contain 100 V, 5 D, and 10 J elements. 
Random recombinatio n of tlJese gives 5000 permutations, and because each 
immune receptor contains two chains, each formed from randomly rearranged 
receptor genes, the rearrangement process by itself creates a potential basic 
germ·line repertoire of (5000)' or about 25 million specificities. 

heavy chain 

Vt V2 v] V4 V" Dl D2 D3 D4 Dn J1 J2 J3 )4 J" C", Co C,a Cr1 Ca2 

ONA C)-_-CJ-CJ-\~~~\O-

! D-J joining 
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translation 

polypeptide 	 v c 

Figure 4JS Cell-specific VDJ recombination as a prelude to making an 
Ig heavy chain. Two sequential somatic recombinations produce first D-J 
joining, then a mature VDJ exon. In this particular example, the second out of 
' 29 different V segments (V2) is fused to the third D region segment (D3) and 
the second J reg ion segment (hl to produce a functional V2D3h exon, but the 
choice is cell-spec ific so that a neighboring B lymphocyte may have a functional 
V' 29D17J, exon, for example. Once the VDJ exon has been assembled, the gene 
can be t ranscribed using the VDJ exon as the first exon, with the subsequent 
exons provided by the nearest constant region (el transcription unit. 

is shown as six successive segments of 
about 200 kb from the telomeric end (top) 
to the centromeric end (bottom). VH gene 
segments span the fi rst 900 kb. In addition 
to functional segments (g reen), there are 
many nonfunctiona l pseudogene segments 
(red) and some others whose functional 
status is uncertain (ye llow). Next are 
27 ~ gene segments (dark blue within 
pink box) followed immediately by 
9 JH gene segments (within pale blue box), 
and finally various t ra nscription units 
cell' Co. CrJ, and so on), each of which 
contains several exoos. The number of 
gene segments shows some variation, as 
represented by the variable presence of 
additional gene segments such as the five 
VH gene segments at about the 500 kb 
position. (Reproduced w ith permission 
from The International Immunogenetics 
Information System at hctp:l!www.imgl.org) 
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(A) Flgu,r ....~1:6 19 heavy chain class 

VOJ C, C. C" C" C" C. , C C" -C., C, C. 2 DNA of 

,J, - • early 8 ce lls -
early B-cell primary 

lranscrlpts 
 1
,J, 

(B)alternately spliced 
to give IJ or amRNA C C"

----7 IgM or IgO " 

C, 

VDJ c._ C, c",c"1
co, and r..joln 
different strands 

C" C" 

c, 

DNA of 
mature B cells 
producing IgG 

spliced to give 
dmRNA --7 IgG 

Large as the combinatorial diversity above may seem, it represents only the 
tip of the iceberg of receptor diversity. A much bigger contribution to V domain 
variability is provided by mutational events that take place before the joinlng of 
V, D, and) elements and which create junctional diversity. First, exonucleases 
nibble away at the ends of each element, removing a variable number of nucle
otides. Second, a template-independent DNA polymerase adds a variable num
ber ofrandom nucleotides to the nibbled ends, creating N regions. Combinatorial 
and junctional diversity together create an almost limitless repertoire of variable 
domains in immune receptors. 

The genetic mechanisms leading to the production of functional VJ and VDJ 
exons often involve large-scale deletions of the sequences separating the selected 
gene segments (most probably by intrachromatid recombination; Figure 4.26B). 
Conserved recombin.ation signal sequences fl ank the 3' ends of each V and) seg
ment and both the 5' and 3' ends of each D gene segment. They are recognized by 
RAG proteins that initiate the recombination process, and they are the only lym
phocyte-specific proteins involved in the entire recombination process. The 
recombination signal sequences also specify the rules for recombination, 
enabling joining orv to L or D to) followed byVto DL but neverV to Vor D to D. 

Additional recombination and mutation mechanisms contrIbute 
to receptor diversity in B cells, but not T cells 

The Ig heavy chain locus is unique in having a series of downstream constant 
region loci, each of which contains the various exons required to specify the 

switching is mediated by intrachromatid 
recombination. (Al Early (partial) switch 
to IgO. The constant region of a human Ig 
heavy chain is encoded by one of several 
different C transcription units: one each for 
the ~ (lgM), S (lgO) and E (lgE) chains, four for 
'I (lgG), and two for 0. {lgAl. The initial heavy 
chain class is IgM because RNA splicing 
brings together sequences transcribed 
from the VDJexon and the exons of the 
neighboring CIl transcription unit. As naive 
Bcelts mature, however, alternative RNA 
splicing brings together sequences from the 
VOJ exon and exons of the (5 transcription 
unit, leading to the additional production of 
IgO. (B) Late switch to IgA, IgG, and IgE. Later 
in the maturation process, class switching 
occurs by intrachromatid recombina tion, in 
which the same VOJ exon is brought close 
to the initially more distal constant region 
transcription units (COl ( y. or CJ by a looping 
out of the intervening segments. The new 
VDJ-C combinatjon is expressed to give 
Ig A, IgG, or Ig£ Thecombination for 19G is 
illustrated here. 



131 IMMUNE SYSTEM CELLS: FUNCTION THROUGH DIVERSITY 

constant domains of a separate class (isotype) of [g. AfterVDJ rearrangement in 
immature B cells, transcription initially terminates downstream of the C. con
stant region so that the expressed heavy chain is of the IgM isotype. On matura
tion of the B cell, transcription extends to the end of the next downstream con
stant region, Co, resulting in a primary transcript containing at its 5' end the VDJ 
exon followed by the various C. exo ns and then the various Co exons. This tran
script undergoes alternate splicing and polyadenylation at the RNA level to gen
erate mRNA species that have the same VDJ exon joined to either the C. or the C5 
exons. Thus, each individual mature B cell expresses IgM and [gO receptors of 
identical specificity. Exposure to foreign antigen during a primary immune 
response triggers a further change in the splicing pattern that deletes the exon 
specifying the transmembrane region of the IgM receptor, allowing the secretion 
ofIgM (but not IgD) . 

After interaction with antigen, and under the direction of signals received 
from helper T cells, the descendants of a B cell can alter the structure of their 
antigen receptor, and ultimately of the antibody that they secrete, in two distinct 
ways. First, the B cell can swi tch to produce an Ig with the same antigen-binding 
site as before but using a different class of heavy chain (class sWitching or isotype 
switching). Such switching is mediated by switch regions upstream of each con
stant region locus (except C5) that allow a second and less well understood recom
bination process to take place at the DNA level in which the C.-Co module and a 
variable number of other constant regions are deleted, placing a new constant 
region immediately downstream of the VDJ exon (see Figure 4.26). 

Second, again under the influence of signals from T cells, B cells can refine the 
affinity of Ig binding (affinity maturation) so that they can respond more effec
tively to foreign antigen on a future occasion (when they will be able to secrete 
large amounts of soluble antibody with a very high affinity for the foreign antigen 
in a powerful secondalY immune response). This is brought about by somatic 
hypermutation in which DNA repair enzymes are targeted to the VDJ exon of the 
H chain and the VJ exon of the L chain where, in a poorly understood process, 
they create point mutations at individual bases in the sequence. 

The monospecificity of Igs and TCRs is due to allelic exclusion and 
light chain exclusion 
There are three Ig gene loci per haploid chromosome set, and so a total of six 
gene loci are potentially available to B cells for making [g chains. However, an 
individual B cell is monospecift.c: it produces only one type oflg molecule with a 
single type of heavy chain and a single type of light chain. There are two reasons 
for this: 
• 	 Allelic exclusion: a light chain or a heavy chain can be synthesized from a 

maternal chromosome or a paternal chromosome in anyone B cell, but not 
from both parental homologs. As a result, there is monoallelic expression at 
the heavy chain gene locus in B cells. Most T cells that form a~ receptors also 
restrict expression to one of the tvvo alleles. 

• 	 Light chain exclusion: a light chain synthesized in a single B cell may be a K 

chain or a A chain, but never both. As a result of this requirement plus that of 
allelic exclusion, there is monoallelic expression at one of the two functional 
light chain gene clusters and no expression at the other. 
The decision to activate only one out of two possible heavy-chain alleles and 

only one out offour possible light-chain genes is not quite random. In each B-cell 
precursor, productive DNA rearrangements are attempted at IGKin preference to 
lGL, so that most B cells carry K light chains. At least three mechanisms account 
for the unusual mono allelic expression of antigen receptors in lymphocytes. 
First, it seems that the rearrangement of receptor genes frequently goes wrong, 
destroying the first locus. It may also go wrong at the second attempt using the 
second locus, in which case the immature B or T cell dies. Second, even when it 
occurs correctly, as noted above only one-third ofrearrangements will generate a 
functional protein. Thi rd, once a chain has been successfully expressed on the 
cell surface, a feedback signal is delivered that inactivates the rearrangement 
process. 
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KEY CONCEPTS 

The zygote and each cell in very early stage vertebrate embryos (up to the 16-cell stage in 
mouse) can give rise to every type of adult cell; as development proceeds, the choice of cell 
fate narrows. 

• 	 In the early development of vertebrate embryos, the choice between alternative cell fates 
primarily depends on the position of a cell and its interactions with other cells rather than 
cell lineage. 

Many proteins that act as master regulators ofearly development are transcription factors; 
others are components of pathways that mediate signaling between cells. 

The vertebrate body plan is dependent on the specification ofthree orthogonal axes and the 
polarization of individual cells; there are very significant differences in the way that these 
axes are specified in different vertebrates. 

• 	 The fates of cells at different positions along an axis are dictated by master regulatory genes 
such as Hox genes. 

Cells become aware of their positions along an axis (and respond accordingly) as a result of 
differential exposure to signaling molecules known as morphogens. 

Major changes in the form of the embryo (morphogenesis) are driven by changes in cell 
shape, selective cell proliferation, and differences in cell affinity. 

Gastrulation is a key developmental stage in early animal embryos. Rapid cell migrations 
cause drastic restructuring of the embryo to form three germ layers- ectoderm, mesoderm, 
and endoderm-that will be precursors of defined tissues of the body. 

Mammals are unusual in that only a small fraction of the cells of the early embryo give rise 
to the mature animal; the rest of the cells are involved in establishi.ng extraemb ryonic 
tissues that act as a life support. 

Developmental control genes are often highly conserved but there are imponant species 
differences i.n gastrulation and in many earlier developmental processes. 

http:establishi.ng
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Many of the properties of cells described in Chapter 4 are particularly relevant to 
early development. Cell differentiation is especially relevant during embryonic 
development, when tissues and organs are being formed. The embryonic stages 
are characterized by dramatic changes in form that involve active cell prolifera
tion, major cell migration events, extensive cell signaling, and programmed cell 
death. In this chapter we consider the details of some key aspects of develop
ment, with particular emphasis on vertebrate and especially mammalian 
development. 

5.1 AN OVERVIEW OF DEVELOPMENT 

Multicellular organisms can vary enormously in size, form, and cell number but, 
in each case, life begins with a single cell. The process of development, from sin
gle cell to mature organism, involves many rounds of cell division during which 
the cells must become increasingly specialized and organized in precise patterns. 
Their behavior and interactions with each other during development mold the 
overall morphology of the organism. 

1raditionally, animal development has been divided into an embryonic sta.ge 
(during which all the major organ systems are established), and a postembryonic 
stage (which in mammals consists predominantly of growth and refinement). 
Developmental biologists tend to concentrate on the embryonic stage because 
this is where the most exciting and dramatic events occur, but postembryonic 
development is important too. 

Once the basic body plan has been established, it is not clear when develop
ment stops. In humans, postembryonic growth begins at the start of the fetal 
period in the fetu s at about 9 weeks after fertilization but continues for up to two 
decades after birth, with some organs reaching maturity before others. It can be 
argued that human development ceases when the individual becomes sexually 
mature, but many tiss ues- skin, blood, and intestinal epithelium, for example
need to be replenished throughout life. In such cases, development never really 
stops at all; instead it reaches an eq uilibrium. Even aging, a natural part of the life 
cycle, can be regarded as a part of development. 

Development is a gradual process. The fertilized egg initially gives rise to a 
simple embryo with relat ively crude features. As development proceeds, the 
number of cell types increases and the organization of these cell types becomes 
more intricate. Complexity is achieved progressively. At the molecular level, 
development incorporates several different processes that affect cell behavior. 
The processes listed below are inter-related and can occur separately or in com
bination in different parts of the embryo. 

Cell proliferation-repeated cell division leads to an increase in cell number; 
in the mature organism, this is balanced by cell loss. 

• 	 Growth-this leads to an increase in overall organismal size and biomass. 
Differentiation-the process by which cells become structurally and func
tionally specialized. 

• 	 Pattern formation- the process by which cells become organized, initially to 
form the fundamental body plan of the organism and subsequently the 
detailed structures of different organs and tissues. 

• 	 Morphogenesis-changes in the overall shape or form of an organism. 
Underlying mechanisms include differential cell proliferation, selective cell
cell adhesion or cell-matrix ad hesion, changes in cell shape and size, the 
selective use of programmed cell death, and control over the symmetry and 
plane of cell division. 
Each of the processes above is controlled by genes that specify when and 

where in the emblYo the particular gene products that will direct the behavior of 
individual cells are synthesized. The nucleated cells in a multicellular organism 
show only very minor differences in DNA sequence (see Chapter 4); essentially 
they contain the same DNA and the same genes. To allow cells to diversify into a 
large number of different types, differential gene expression is required. 

Because gene expression is controlled by transcription factors, development 
ultimately depends on which transcription factors are active in each cell.To con
trol transcription factors, cells communicate using complicated cell signaling 
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pathways. Until quite recently, the gene products that were known to be involved 
in modulating transcription and in cell signaling were exclusively proteins, but 
now it is clear that many genes make noncoding RNA products that have impor
tant developmental functions. In this chapter we will focus on vertebrate, and 
particularly mammalian, development. Our knowledge of early human develop
ment is fragmentary, because access to samples for study is often restricted for 
ethical or practical reasons. As a result, much of the available information is 
derived from animal models of development. 

Animal models of development 
Because many of the key molecules, and even whole developmental pathways, 
are highly conserved, invertebrate models have been valuable in aiding the iden
tification of genes that are important in vertebrate development (TobIe 5. 0 . They 
have also provided model systems that illuminate our understanding of verte
brate development. The fruit fly Drosophila melanogaster provides particularly 
useful models of neurogenesis and eye development. The nematode 
Caenorhabditis elegans has an almost invariant cell lineage and is the only organ
ism for which the fate of all cells is known and for which there is a complete wir
ingdiagram ofthe nervous system. Lineage mutants of C. elegans provide a useful 
means for studying cell memory in development, and the nematode vulva is a 
well established model of organogenesis. 

At the levels of anatomy and physiology, vertebrate organisms are superior 
models of human development. All vertebrate embryos pass through similar 
stages of development, and although there are significant species differences in 
the detail of some of the earliest developmental processes, the embryos reach a 
phylotypic stage at which the body plan of all vertebrates is much the same. 

Although mammalian models could be expected to provide the best models, 
mammalian embryos are not easily accessible for study, because development 
occurs inside the mother. Mammalian eggs, and very early stage embryos, are 
also tiny and difficult to study and manipulate. Nevertheless, as we shall see in 
Chapter 20, sophisticated genetic manipulations of mice have been possible, 
making the mouse a favorite model for human development. Although human 

TABLE 5.1 PRINCIPAL ANIMAL MODELS OF HUMAN DEVELOPMENT 
~ 

Group Organism Advantages Disadvantages 

Invertebra tes Coenorhabditis elegans easy to breed and maintain (GT::: 3-5 days); fate body plan different from lhat of vertebrates; 
(roundworm) of every single cell is known difficult to do targeted mutagenesis 

Drosophila melanogoster easy to breed (GT = 12-14 days); sophist ica ted body plan different from that of vertebrates; 
(fruit fly) genetics; large numbers of mutants available cannot be stored frozen 

Fish Donia rerlo (zebrafish) relatively easy to breed (GT = 3 months) and small embryo size makes manipulation difficult 
maintain large populations; good genetics 

Frogs Xenopus /oevls transparent large embryo that is easy to genetics is difficult because of tetraploid 
(large-clawed frog) manipulate genome; nol so easy to breed (GT = 12 months) 

Xenopus tropica/is diplOid genome makes it genetical ly more smaller embryo than X, /aevis 
(smalklawed frog) amenable than X./aevis; easier to breed than 

X. faevis (GT < 5 months) 

Birds Gallus gal/us (chick) accessible embryo that is easy to observe and genetics is difficult; moderately long generation 
manipulate time (5 months) 

Mammals Musmusculus (mouse) relatively easy to breed (GT = 2 months); small embryo size makes manipulation difficult; 
sophisticated genetics; many different strains and implantation of embryo makes It difficu lt to 
mutants access 

Popio homadryas extremely similar physiology to humans very expensive to maintain even small colonies; 
(baboon) difficult to breed (GT = 60 months); major ethical 

concerns about using primates for research 
investigations 

GT, generation time (time from birth to sexual maturity) , 
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development would be best inferred from studies of primates, primate models 
are disadvantaged by cost. Primates have also not been so amenable to genetic 
analyses, and their use as models is particularly contentious. 

Other vertebrates offer some advantages. Amphibians, such as the frog 
Xenopus laevis, have comparatively large eggs (typically 1000-8000 times the size 
of a human egg) and develop from egg to tadpole outside the mother. Although 
the very earliest stages of development in birds also occur within the mother, 
much of avian development is very accessible. For example, in chick develop 
ment, the embryo in a freshly laid hen's egg consists of a disk of cells that is only 
2 mm in diameter, and development can be followed at all subsequent stages up 
to hatching. As a result, delicate surgical transplantation procedures can be con
ducted in amphibian and avian embryos that have been extremely important in 
our understanding of development. However, genetic approaches are often dif
ficult in amphibian and avian models. The zebrafish Dania rerio combines 
genetic amenability with accessible and transparent embryos, and is arguably 
the most versatile of the vertebrate models ofdevelopment. 

5.2 CELL SPECIALIZATION DURING DEVELOPMENT 
As animal embryos develop, their cells become progressively more specialized 
(differentiated), and their potency-the ability to give rise to different types of 
cell-gradually becomes more restricted. 

Cells become specialized through an irreversible series of 
hierarchical decisions 
The mammalian zygote and its immediate cleavage descendants (usually up to 
the 8-16-cell stage) are totipotent. Each such cell (or blastomere, as they are 
known) can give rise to all possible cells of the organism. Thereafter, however, 
cells become more restricted in their ability to give rise to different cell types. We 
provide below an overview of cell specialization in mammalian embryos. Only a 
small minority of the cells in the very early mammalian embryo give rise to the 
organism proper; most are devoted to making four kinds of extraembryonic 
membrane. As well as protecting the embryo (and later the fetus), the extra 
embryonic membranes provide it with nutrition, respiration, and excretion. 
Further details about their origins will be given in Section 5.5, when we consider 
the stages of early human development. 

At about the 16-cell stage in mammals, the morula stage, the embryo appears 
as a solid ball of cells, but it is possible to discriminate between cells on the out
side of the cluster and those in the interior. Fluid begins to be secreted by cells so 
that in the subsequent blastocyst stages, the ball of cells is hollow with fluid occu
pying much of the interior. A clear distinction can now be seen between two sep
arate cell layers: an au terlayer of cells (trophoblast) and a small group of in ternal 
cells (the inner cell mass). The outer cells will ultimately give rise to one of the 
extraembryonic membranes, the chorion, which later combines with maternal 
tissue to form the placenta. The inner cell mass wiU give rise to the embryo proper 
plus the other extraembryonic membranes (Figure 5, l) . 

Even before mammalian embryos implant in the uterine wall, the inner cell 
mass begins to differentiate into two layers, the epiblast and the hypoblast. The 
epiblast gives rise to some extraembryonic tissue as well as all the cells of the later 
stage embryo and fetus, but the hypoblast is exclusively devoted to making extra
embryonic tissues (see Figure 5.l). The cells of the inner cell mass have tradition
ally been considered to be pluripotent: they can give rise to all of the cells of the 
embryo, but unlike totipotent cells they cannot give rise to extraembryonic struc
tures derived from the trophoblast. At any time up until the late blastocyst, the 
potency of the embryonic cells is demonstrated by the ability of the embryo to 
form twins. 

The embryo proper is formed from the embryonic epiblast. At an early stage, 
germ-line cells are set aside. Some of the embryonic epiblast cells are induced by 
signals from neighboring extraembryonic cells to become primordial germ cells. 
Ata later stage, gastrulation occurs. Here, the embryo undergoes radical changes, 
and the non-germ -line cells are organized into three fundamental layers of cells. 
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Flgur. S.l A road map for differentiation 
embryonic t issues events in early human development. 

One of the first overt signs of tissue 
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The three germ layers, as they are known, are ectoderm, mesoderm, and endo
derm, and they will give rise to all the somatic tissues. 

The constituent cells of the three germ layers are multipotent, and their 
differentiation potential is restricted. The ectoderm cells of the embryo, for 
example, give rise to epidermis, neural tissue, and neural crest, but they cannot 
normally give rise to kidney cells (mesoderm-derived) or liver cells (endoderm
derived). Cells from each of the three germ layers undergo a series of sequential 
differentiation steps. Eventually, unipotentprogenitor cells give rise to terminally 
differentiated cells with specialized functions. 

The choice between alternative cell fates often depends on cell 
position 

As we will see in Section 5.3, a vertebrate zygote that seems symmetric will give 
rise to an organism that is clearly asymmetric. At a superficial level, vertebrates 
may seem symmetric around a longitudinal line, the midline, that divides the 
body into a left half and a right half, but clear asymmetry in two out of the three 
axes means that back (dorsal) can be distinguished from front (ventral), and top 
(anterior) from bottom (posterior). 

In the very early stage mammalian embryo, cells are generally inherently flex
ible and the fate of a cell-the range of cell types that the cell can produce-
seems to be determined largely by its position. Cell fates are often specified by 
signals from nearby cells, a process termed induction. Typically, cells in one tis
sue, the inducer, send signals to cells in another immediately adjacent tissue, the 
responder. As a result, the responder tissue is induced to change its behavior and 
is directed toward a new developmental pathway. 

Solid evidence for induction has come from cell transplantation conducted 
by microsurgery on the comparatively large embryo of the frog Xenopus laeuis. A 
good example is the formation of the neural plate that, as we will see in Section 
5.6, gives rise to the neural tube and then to the central nervous system (brain 
plus spinal cord). The neural plate arises from ectoderm cells positioned along a 
central line (the midline) that runs along the back (dorsal) surface of the embryo; 
ectoderm cells on either side of the midline give rise to epidermis. Initially, how
ever, all of the surface ectoderm is uncommitted (or naive): it is competent to give 
rise to either epidermis or neural plate. 

apparent at the blastocyst stage, w hen there 
are two cell layers. The outer trophoblast 

cell s give rise to extraembryonic tis5ue
cytotrophoblast, that will form chorionic 
villi, and syncytiotrophoblast, which wi ll 
ingress into uterine tissue.The inner cells 
of blastocysts also give rise to different 

extraembryonic tissues plus the embryonic 

epiblast thatwlll give rise to the embryo 

proper. Some embryonic epib last cells are 

induced early on to form primordial germ 

cells, the precursors of germ celis, th at will 

later migrate to the gonads (as detailed in 

Section 5.7). The other cells of the embryonic 

epiblast will later give rise to the three 

germ layers-ectoderm, mesoderm, and 
endoderm-that will be precursors of our 

somatic tissues (as detailed in Figure 5.13). 
The dashed line indicates a possible dual 

origin of the extraembryoniC mesoderm. 

(Adapted from Gilbert (2006) Developmental 

Biology, 8th ed. With permission from 

Sinauer Associates, Inc.] 
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The ectodermal cells ale therefore flexible. If positioned on the front (ventral) 
surface of the embryo they will normally give rise to epidermis, but if surgically 
grafted to the dorsal midline surface they give rise to neural plate (Figure 5.2). 
Similarly, if dorsal midline ectoderm cells are grafted to the ventral or lateral 
regions of th e embryo they form epidermis. The dorsal ectoderm cells are induced 
to form the neural plate along the midline because they receive specialized sig
nals from underlying mesoderm cells. These signals are described in Section 5.3. 

The fate of the ectoderm-epidermal or neural-depends on the position of 
the cells, not their lineage, and is initially reversible. At this point cell fate is said 
to be specified, which means it can still be altered by changing the environment 
of the cell. Later on, the fate of the ectoderm becomes fixed and can no longer be 
altered by grafting. At this stage, the cells are said to be determined, irreversibly 
committed to their fate because they have initiated some molecular process that 
inevitably leads to differentiation. A new transcription factor may be synthesized 
that cannot be inactivated, or a particular gene expression pattern is locked in 
place through chromatin modifications. There may also be a loss of competence 
for induction. For example, ectoderm cells that are committed to becoming epi
dermis may stop synthesizing the receptor that responds to signals transmitted 
from the underlying mesoderm. 

Sometimes cell fate can be specified by lineage rather than 
position 

There are fewer examples of cell fate specified by lineage in vertebrate embryos. 
One explicit case is when stem cells divide by a form of asymmetric cell division 
that produces inherently different daughter cells. One daughter cell will have the 
same type of properties as the parent stem cell, ensuring stem cell renewal. The 
otller daughter cell has altered properties, making it different from both the par· 
ent cell and its sister, and it becomes committed to producing a lineage of dif
ferentiated cells. In such cases, the fate of the committed daughter cell is not 
influenced by its position or by signals from other cells. The decision is intrinsic 
to the stem cell lineage, and the specification of cell fate is said to be autonomous 
(non· conditional). 

The autonomous speCification of cell fates in the above example results from 
the asymmetric distribution of regulatory molecules at cell division (see Box 4.3). 
Such asymmetry of individual cells is known as cell polarity. In neural stem cells, 
for example, there is asymmetric distribution of the receptor Notch·! (concen· 
trated at the apical pole) and also its intracellular antagonist Numb (concentrated 
at the basal pole). Division in the plane of tbe epithelial surface causes these 
determinants to be distributed equally in daughter cells, but a division at right 
angles to the epithelial surface causes them to be unequally segregated, and the 
daughter cells therefore develop differently (Figure 5.3). The polarization of cells 
is a crucial part of embryonic development. 

figure 5..2 Ectoderm cells In the early 
Xenopus embryo become committed to 
epidermal or neural cell fates according to 
their position. {AI Cells in the dorsal midline 
ec toderm (red) give ri se to the neural plate 
that is formed along the anteroposterior 
(A-P) axis; other ectodermal cells such 
as ventral ectoderm (green) give rise to 
epidermis. (8) If the ven tral ec toderm is 
grafted onto the dorsal side of the embryo, 
it is re·specified and now forms the neural 
plate instead of epidermis. This showsthat 
the fate of early ectoderm cells is flexi ble 
and does not depend on their lineage but 
on their position. The fate of dorsal midline 
ectoderm cells is speCified by signals from 
celis of an underlying mesoderm structure, 
the notochord, that forms along the 
anteroposterior axis. 
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Differentiation gives rise to cells with specialized structures and functions, but 
for an organism to function the cells also need to be organized in a useful way. 
Random organization of cells would give rise to amorphous heterogeneous tis
sues rather than highly ordered tissues and organs. A process is required that 
directs how cells should be organized during development, conforming to a body 
plan. 

Although there are many minor differences between individuals, all members 
of the same animal species tend to conform to the same basic body plan. First, 
three orthogonal axes need to be specified, so that the cells of the organism can 
know their positions in relation to the three dimensions. The organs and tissues 
of the body are distributed in essentially the same way in relation to these axes in 
every individual, and this pattern emerges very early in development. 

Later, defined patterns emerge within particular organs. A good example is 
the formation of five fingers on each hand and five toes on each foot. More 
detailed patterns are generated by the arrangement ofcells within tissues. During 
development, such patterns emerge gradually, with an initially crude embryo 
being progressively refined like a picture coming into sharp focus. In this section, 
we discuss how pattern formation in the developing embryo is initiated, and the 
molecular mechanisms that are involved. 

Emergence of the body plan is dependent on axis specification 
and polarization 
Three axes need to be specified to produce an embryo and eventually a mature 
organism with a head and a tail, a back and a front, and left and right sides. In 
vertebrates the two maj or body axes, the anteroposterior axis (also known as the 
craniocaudal axis, from head to feet or tail) and the dorsolJentral axis (from back 
to belly), are clearly asymmetric (Figure 5.4A). 

The vertebrate left-right axis is different from the other two axes because it 
shows superficial bilateral symmetry-our left arm looks much the same as our 
right arm, for example. Inside the body, however, many organs are placed asym
metrically with respect to the longitudinal midline. Although major disturbances 
to the anteroposterior and dorsoventral axes are not compatible with life, various 
major abnormalities of the left-right axis are seen in some individuals (Figure 
5.4B). 

Flgur. 5.3 Cell fate in the descendants 
of neural stem cells depends on the 
plane of cell division. (A) Neural stem 
cells, occurring in neuroepithelium, have 
cytoplasmic processes at both the apical 
pole and the basal pole, with the latter 
providing an anchor that COnnects them to 
the underlying basal lamina. The Notch-l cell 
surface receptor is concentrated at the apical 
pole, and its intracellular antagonist Numb is 
concentrated at the basal pole. (8) Symmetric 
divisions of neural stem cells occurring in 

the plane of the neuroepithelium result 
in an even distribution of Notch-l and 
Numb in the daughter cells. (C) However, 
asymmetric divisions perpendicular to the 
neuroepithelium result in the formation of a 
replac ement stem cell that remains anchored 
in the basal lamina and a committed 
neuronal progenitor that contains the 
Notch-l receptor but not Numb. The latter 
cell is not anchored to the basal lamina and 
so can migrate and follow a pathway of 
neural differentiation. 
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Flgut. 5.4 The three axes of bilaterally symmetric animals. (Al The three axes. The anteroposterior (A-P) axis 
is sometimes known as the craniocaudal or rostrocaudal axis (from the Latin cauda = tail and rostrum = beak). In 
vertebrates the A-P and dorsoventra l (D-V) axes are clearly lines of asymmetry. By contrast, the left-right (L-R) axis 
is superficially symmetriC (a plane through the A-P axis and at right angles to the L- R axis seems to divide the body 
into tlNo equal halves). (B) Internal left- right asymmetry in humans. Vertebrate embryos are initially symmetric with 
respect to the L- R axis. The breaking of this axis of symmetry is evolutionarily conserved, so that the organization and 
placement of internal organs shows l-R asymmetry. In humans, the left lung has two lobes, the right lung has three. 
The heart, stomach, and spleen are placed to the left; the liver is to the right, as shown in the left paneL In about 1 in 
10,000 individuals the pattern is reversed (situs inversus) without harmful consequences . Failure to break symmetry 
leads to isomerism: an individua l may have two right halves (the liver and stomach become centralized but no 
spleen develops) or two left halves (resulting in two spleens). In some cases, assignment of left and right is internally 
inconsistent (hetero raxia), leading to heart defects and other problems. ((6) adapted from McGrath and Brueckner 
(2003) Curro Opin. Genet. Dev. 13, 385-392. With permission from Elsevier.) 

The establishment of polarity in the early embryo and the mechanisms of axis 
specification can vary significantly between animals. In various types of animal, 
asymmetry is present in the egg. During differentiation to produce the egg, cer
tain molecules known collectively as determinants are deposited asymmetrically 
within the egg, endowing it with polarity. When the fertilized egg divides, the 
determinants are segregated unequally into different daughter celis, causing the 
embryo to become polarized. 

In adler animals, the egg is symmetric but symmetry is broken by an external 
cue from the environment. In chickens, for example. the anteroposterior axis of 
the embryo is defined by gravity as the egg rotates on its way down the oviduct. In 
frogs, both mechanisms are used: there is pre-existing asymmetry in the egg 
defined by the distribution of maternal gene products, while the site of sperm 
entry provides another positional coordinate. 

In mammals the symmetry-breaking mechanism is unclear. There is no evi
dence for dete rminants in the zygote, and the cells of early mammalian embryos 
show considerable developmental flexibility when compared with those of other 
vertebrates (Box 5. l) . 

BOX 5.1 AXIS SPECIFICATION ANO POLARITY IN THE EARLY MAMMALIAN EMBRYO 

In many vertebrates, there is clear evidence of axes being set up in ce lls, the innercefi mass (reM), whIch are located at one end of the 

the egg or in the very early embryo. Mammalian embryos seem to be embryo, the embryonic pole. The opposite pole of the embryo is the 

different. There Is no clea r sign of polarity in the mouse egg, and initi al abembryon ic pole. The embryon ic face of the leM is in contact w ith 

claims that the first cleavage of the mouse zygote is related to an axis the t rophectoderm, whereas the abembryonic face is open to the 

of the embryo have not been substantiated. fluid-filled cavity, the blastocele. This difference in environment is 

The sperm entry point defines one early opportunity for sufficient to spec ify the first two distinct cell layers in the leM: primitive 
establishing asymmetry, Fertil ization induces the second meiotic ectoderm (epiblast) at the embryonic pole, and primitive endoderm 
division of the egg, and a second polar body (Figure 1) is generally (hypoblast) at the abembryonic pole (Figure 1B, left panel). This, in 
extruded opposite the sperm entry site. This defines the anima/ turn, defines the dorsoventral (O- V) axis of the embryo. It is not clear 
vegeta l axis of the zygote, with the polar body at the animal pole. how the reM becomes positioned asymmetrica lly in the blastocyst in 
Subsequent cleavage divisions result in a blastocyst that shows the first place, but it is interesting to note that when the site of sperm 
bilateral symmetry aligned with the former an imal-vegetal axis of the entry is tracked with fluoresce nt beads, it is consistently localized to 
zygote (see Figure 1 A). trophectoderm cells at the embryonic-abembryoniC border. 

The first clear sign of polarity in the early mouse embryo Is at the It is sti ll unclear how the anteroposterior (A- P) axis is specified, but 
blastocyst stage, when the cells are organized into two layers- an the posItion of sperm entry may have a defining role. The first overt 
outer cel l layer, known as trophectoderm, and an inner group of indication of the A-P axis is the primirive streak, a linear structure that 
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develops in mouse embryos at about 6.5 days after fertilization, and in 

human embryos at about 14 days after fertilization. The decision as to 

which end should form the head and which should form the ta il rests 

with one of two major signaling centers in the early embryo, a region 

of extraembryonic tissue called the anterior visceral endoderm (AVE). In 

mice, this is initially located at the tip of the egg cylinder but it rotates 

toward the future cranial pole of the A- P axis just before gastrulation 

(Figure' e). The second major signaling center, t he node, is established 

at the opposite extreme of the epiblast. 

Flgur., Axis specification In the early 
mammalian embryo. (A) The animal-vegetal 

axis. The animal pole of the animal-vegetal axis 

in t he mouse embryo is delined as the point 

at which the second polar body is extruded 
just after fertilization. (B) The embryonic

abembryonk axis and development of the 

anteroposterior axis in t he mouse embryo. At 

the blastocyst stage, at about embryonic day 4 
(E4: 4 days after fertilization) in mice, the inner 

cell mass (leM) is oval with bilateral symmetry 

and consists of two layers, the outer epiblast 

layer and the more centrally located primitive 
(or visceral) endoderm (called hypoblast in 

human embryos). The leM is confined to one 

pole ofthe embryo, the embryonicpo/e, and the 

resulting embryonic- abembryonic axis relates 

geometrica l ly to the dorsoventral axis of the 

future epiblast. By 6.5 days after fertilization, the 
mouse epiblast is now shaped like a cup and is 

located at a position dista l from what had been 

the embryonic pole. At this stage the primitive 

streak forms as a linear structure that is aligned 

along t he posterior end of the anteroposterior 

axis. (e) The spec ification of the anterior visceral 

endoderm is a major symmetry-breaking event 

in the early mouse embryo. At about ES.5, 
before the primitive streak forms, signals from 

the epiblast induce a distally located reg ion 

of the visceral endoderm. shown by green 

coloring, to proliferate and extend to one side, 
the anterior side, o f the ep iblast. Accordingly, 

this population of cens is known as the 
anterior visceral endoderm (AVE). At 6 day!. the 

extended AVE signals to the adjacent epiblast 

to specify the anterior ectoderm. As the anterior 
ectoderm becomes determined, proxima l 

epiblast cells expressing genes characteristic of 

prospective mesoderm migrate to the posterior 

end and converge at a point to initiate the 

primitive streak- w h ich forms at day 6.5. [(8) and 

(C) adapted f rom Wolpert L, Jessell T, Lawrence 

Pet al. (2007) Principles of Development, 3rd ed. 
With permissio n from Oxford University Press.] 
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The left- r ight (L-R) axis is the last of the three axes to form. The 

major step In determining L- R asymmetry occurs during gastrulation, 

when rotat ion of cilia at the embryonic node results In a unidirectional 
flow of perinOdal fluid that is required to specify the L-R axis. 

Somehow genes are activated specifically on the embryo's left-hand 

side t o produce Nodal and Left y-2, initiati ng Signaling pathways 
that activate genes encoding left· hand·specific transcription factors 

(such as Pirx2) and inhibiting those that produce right-hand-specific 

transcription factors. 
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Pattern formation often depends on gradients of signaling 
molecules 
Axis specification and polarization are important early events in development. If 
they are to generate the appropriate body plan, cells in different parts of the 
embryo must behave differently, ultimately by making different gene products. 
However, a cell can behave appropriately only if it knows its precise position in 
the organism. The major axes of tlle embryo provide the coordinates that allow 
the position of any cell to be absolutely and unambiguously defined. 
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How do cells become aware of their position along an axis and therefore 
behave accordingly? This question is pertinent because functionally equivalent 
cells at different positions are often required in the production of different struc
tures. Examples include the formation of different fingers from the same cell 
types in the developing hand, and the formation of different vertebrae (some 
with ribs and some without) from the same cell types in the mesodermal struc
tures known as somites. 

[n many developmental systems, the regionally specific behavior of cells has 
been shown to depend on a signal gradient that has different effects on equiva
lent target cells at different concentrations. Signaling molecules that work in this 
way are known as morphogens. In vertebrate embryos, this mechanism is used 
to pattern the main anteroposterior axis of the body, and both the anteroposte
rior and proximodistal axes of the limbs (the proximodistal axis ofthe limbs runs 
from adjacent to the trunk to the tips of the fingers or toes). 

Homeotic mutations reveal the molecular basis of positional 
identity 
In some rare Drosophila mutants, one body part develops with the likeness of 
another (a homeotic mlllsjormation). A mutant for the gene Antennapedia, for 
example, has legs growing out of its head in the place of antelUlae. It is therefore 
clear that some genes control the positional identity of a cell (the information 
that tells each cell where it is in the embryo and therefore how to behave to gen
erate a regionally appropriate structure). Such genes are known as homeotic 
genes. 

Drosophila has two clusters of similar homeotic genes, collectively called the 
homeotic gene complex (HOM-C; Figure 5.5A). Each of the genes encodes a 
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Figure 5.S Hox genes are expressed 
at different positions along the 
anteroposterior axis according to their 
position within Hox clusters. 
(Al Conservation of gene function within 
Hox clusters. In Drosophila, an evolutionary 
rearrangement of what was a single 
Hox cluster resulted in two subclusters 
collectively called HOM-C Mammals have 
four HOI( gene clusters, such as the mouse 
Hoxa, Hoxb, Hoxc, and Hoxd clus ters shown 
here, that arose by the duplication of a 
single ancestral HOI( cluster. Colors indicate 
sets of paralogous genes that have similar 
functions/expression patterns, such as 
Drosophila labial (lab) and Hoxo 1, Hoxb 1, and 
Hoxdl. (8) Mouse HOI( genes show graded 
expression along the anteroposterior al(is. 
Genes at the 3' end, such as Hoxo 1(A 1) and 
Hoxbl (81), show e)(pression at anterior (A) 
parts of the embryo (in the head and neck 
regions); those at the 5' end are expressed 
at posterior (Pl regions toward the tail. 
(Adapted from Twyman (2000) Instant Notes 
In Developmental Biology. Taylor & Francis .} 
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{AI limits of HoxD orga nization Figwe 5.6 Digit formation in the chick 
gene expression of digits limb bud is specified by the zone of 

polarizing activity. (A) Normal specification 
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transcription factor containing a homeodomailZ, a short conserved DNA-binding 
domain. The DNA sequence specifying the homeodomain is known as a 
homeobox. The homeotic genes of HOM-Care expressed in overlapping patterns 
along the anteroposterior axis of the fly, dividing the body into discrete zones. 
The particular combination ofgenes expressed in each wne seems to establish a 
code that gives each cell along the axis a specific positional identity. When the 
codes are artificially manipulated (by disrupting the genes or deliberately overex
pressing theml, it is possible to generate flies with transformations of specific 
body parts. 

Clustered homeobox genes that regulate position along the anteroposterior 
axis in this way are known as Hox genes and are functionally and stIUcturallywell 
conserved. Hum ans, and mice, have four unlinked clusters of Hox genes th at are 
expressed in overlapping patterns along the anteroposterior axis in a strikingly 
similar manner to that oftheir counterparts in flies (Figure 5.5BI. Studies in which 
the mouse genes have been knocked out by mutation or overexpressed have 
achieved body part transformations involving vertebrae. For example, mouse 
mutants with a disrupted Hoxc8 gene have an extra pair of ribs resulting from the 
transformation of the first lumbar vertebra into the 13th thoracic vertebra. 

Two ofthe mammalian Hox gene clusters, HoxA and HoxD, are also expressed 
in overlapping patterns along the limbs. Knocking out members of these gene 
clusters in mice, or Qverexpressing them, produces mutants with specific rear
rangements of the limb segments. For example, mice with targeted disruptions of 
the Hoxall and Hoxdll genes lack a radius and an ulna. 

The differential expression of Hox genes is controlled by the action of mar
phogens. During vertebrate limb development, a particular subset of cells at the 
posterior margin of each limb bud- the zone of polarizing activity (ZPAI-is the 
source of a morphogen gradient (FIgure 5.6). Cells nearest the ZPA form the 
smallest, most posterior digit of the hand or foot; those farthest away form the 
thumb or great toe. When a donor ZPA is grafted onto the anterior margin of a 
limb bud that already has its own ZPA, the limb becomes symmetric, with poste
rior digits at both extremities. Sonic hedgehog (Shh) seems to act as the morpho
gen. Because it cannot diffuse more than a few cell widths away from its source, 
its action seems to be indirect. 

A bead soaked in Shh protein will substitute functionally for a ZPA, as will a 
bead soaked in retinoic acid, which is known to induce Shh gene expression. All 
five distal HoxD genes (Hoxd9-Hoxd13) are expressed at the heart of the ZPA. 
However, as the strength of the signal diminishes, the HoxD genes are switched 
off one by one, until at the thumb-forming anterior margin of the limb bud only 
Hoxd9 remains switched on. In this way, signal gradients specifying th e major 
embryonic axes are linked to the homeotic genes that control regional cell 
behavior. 

of digits. The zone of polarizing activity (ZPA) 
is located in the posterior margin of the 
developing limb bud (left panel). ZPA cells 
produce the motphogen Sonic hedgehog 
(Shh), and the ensuing gradient of Shh levels 
generates a nested overlapping pattern of 
expression patterns for the five differen t 
HoxD genes (middle panel), which is 
important for the specification of digits (right 
panel). (8) Duplication of ZPA signalscauses 
mirror-image duplication of digits. Grafting 
of a second ZPA to the amerior margin of 
the limb bud (or placement of a bead coated 
with Shh or retinoic acid, RA) establishes 
an oppoSing morphogen gradient and 
results in a mirror-image reversal of digit 
fates. [From Twyman (2000) Instant Notes In 
Developmental Biology. Taylor & Franci s.) 
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The source of the morphogen gradient that guides Hox gene expression along 
the major anteroposterior axis of the embryo is thought to be a transient embry
onic structure known as the node. which is one of two major signaling centers in 
the early embryo (see Box 5.1). and the morphogen itself is thought to be retinoic 
acid. The nod e secretes increasing amounts of retinoic acid as it regresses, such 
that posterior cells are exposed to larger amounts of the chemical than anterior 
cells. resulting in the progressive activation of more Hox genes in the posterior 
regions of the embryo. 

5.4 MORPHOGENESIS 
Cell division. with progressive pattern formation and cell differentiation. would 
eventually yield an embryo with organized cell types. but that embryo would be 
a static ball of cells. Real embryos are dynamic structures. with cells and tissues 
undergoing constant interactions and rearrangements to generate structures 
and shapes. Cells form sheets. tubes. loose reticular masses. and dense clumps. 
Cells migrate either individually or en masse. In so me cases. such behavior is in 
response to the developmental program. In other cases. these processes drive 
development. bringing groups of cells together that would otherwise never come 
into contact. Several different mechanisms underlying morphogenesis ate sum
marized in Table 5.2 and discussed in more detail below. 

Morphogenesis can be driven by changes in cell shape and size 
Orchestrated changes in cell shape can be brought about by reorganization of the 
cytoskeleton. and this can have a major impact on the structure of whole tissues. 
One of the landmark events in vertebrate development is the formation of the 
neural tube. which will ultimately give rise to the brain and spinal cord. Asdetailed 
in Section 5.6. a flat sheet of cells. the neural plate. is induced by signals from 
underlying cells to roll up into a tube. the neural tube. To achieve this. local con
traction of microfilannents causes some columnar cells at the middle of the neu
ral plate to become constricted at their apical ends. so that the top ends of the 
cells (the ends faCing the external environment) become narrower. As a tesult. 
they become wedge· shaped and can now act as hinges. In combination with 
increased prolifera tion at the margins of the neural plate. this provides sufficient 
force for the entire neural plate to ro ll up into a tube. Similar behavior within any 
flat sheet of cells will tend to cause that sheet to fold inward (invaginate). 

TABLE 5.2 MORPHOGENETIC PROCESSES IN DEVELOPMENT 

~------------ --------------------------------------------~ Process Example 

Change in ce ll shape change from columnar to wedge-shaped cells during neural tube closu re in birds and mammals 

Change in cell size expansion of adipocytes (fat cells) as they accumulate lipid droplets 

Gain of cell- cell adhesion condensation of ce lls of the cartilage mese nchyme in vertebrate limb bud 

Loss of cell-cell adhesion delamination of cells from epiblast during gastrulation in mammal s 

Ceil- matrix interaction migration of neural crest cells and germ cells 

Loss of cell matrrx adhesion delamination of cells from basal layer of the epidermis 

Differential rates of cell proliferation selective outgrowth ofvertebrate limb buds by proliferatio n of ce ll sin the progress zon e, the 
undifferentiated population of mesenchyme cell sfrom which successive parts of the li mb are laid down 

Alternative pOS itioning and/or different embryonic cleavage patterns in animal s; stereotyped cell division sin nematodes 
orientation of mitotic spindle 

Apoptosis separation of digitsin verte brate limb bud (Figu re 5.7); selection of functional synapses in the 
mammalian nervous system 

Cell fusion formation of trophoblast and myotubes in mammals 
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TABLE 5.3 PROCESSES RESULTING FROM ALTERED CELL ADHESION 

Process Example 

Migration The movement of an individual cel! with re spect to other cells in the embryo. Some cells, notably the neu ral crest cells (Box 5.4) 
and germ cells (Section 5.7), migrate far from their original locations during development 

Ingression 

Egression 

Delamination 

Intercalation 

Condensation 

Dispersal 

Epiboly 

The movement of a cell from the surface of an embryo into its interior (Figure 5.13) 

The movement of a cell from the interior of an embryo to the external surface 

The movement of cells out of an epithelial sheet, often to convert a single layer of cells into multiple layers. This is one of the major 
processes that underlie gastru lation (Figure 5.13) in mammalian embryos. Cells can also delaminate from a basement membrane, 
as occurs in the development of the skin 

The opposite of delamination: cells from mUltiple cell layers merge into a single epithelial sheet 

The conversion of loosely packed mesenchyme cells into an epithelial structure; sometimes called a mesenchymal-la-epithelial 
transition 

The opposite of condensation: conversion of an epithelial structure Into loose ly packed mesenchyme cells; an epithefiaJ-to
mesenchymal transition 

The spreading of a sheet of cells 

Major morphogenetic changes in the embryo result from changes 
in cell affinity 

Selective cell-cell adhesion and cell-matrix adhesion were described in Section 
4.2 as mechanisms used to organize cells into tissues and maintain tissue bound
aries. In development, regulating the synthesis of particular cell adllesion mole
cules allows cells to make and break contacts with each other and undergo very 
dynamic reorganization. Gastrulation is perhaps the most dramatic example of a 
morphogenetic process. The single sheet of epiblast turns in on itself and is con
verted into the three fundamental germ layers of the embryo. a process driven by 
a combination of changes in cell shape, selective cell proliferation, and differ
ences in cell affinity. Various processes can result from altering the adhesive 
properties of cells (Table 5.3). For example, when a cell loses contact with those 
surrounding it (delamination), it is free to move to another location (migration, 
ingression, or egression). Conversely, an increase in cell-cell or cell-matrix adhe
sion allows new contacts to be made (intercalation or condensation). 

Cell proliferation and apoptosis are important morphogenetic 
mechanisms 

After an initial period of cleavage during which aU cells divide at much the same 
rate, cells in different parts of the embryo begin to divide at different rates_ This 
can be used to generate new structures. For example, rapid cell division in 
selected regions of the mesoderm gives rise to limb buds, whereas adjacent 
regions, dividing mOre slowly, do not form such structures. 

The plane of cell division, which is dependent on the orientation ofthe mitotic 
spindle, is also important. For example, divisions perpendicular to the plane of 
an epithelial sheet will cause that sheet to expand by the incorporation of new 
cells. Divisions in the same plane as the sheet will generate additional layers. If 
the cells are asymmetric, as is true of some stem cells, then the plane of cell divi
sion can influence the types of daughter cell that are produced. Furthermore, 
asymmetric pOSitioning of the mitotic spindle will result in a cleavage plane that 
is not in the center of the cell. The resulting asymmetric cell division will generate 
two daughter cells of different sizes. Asymmetric cell division in female gamet
ogenesis produces a massive egg, containing most of the cytoplasm, and vestigial 
polar bodies that are essentially waste vessels for the unwanted haploid chromo
some set (see Box 4.3). Contrast this with male gametogenesis, in which meiosis 
produces four equivalent spermatids. 

Apoptosis is another important morphogenetic mechanism, because it allows 
gaps to be introduced into the body plan. The gaps between our fingers and toes 
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IAI 

Flgure 5 .7 Programmed cell death sculpts 

fingers and toes during embryonic 
development. (A) The digits of a mouse paw 

are sculpted from the plate-like structure 
seen at embryonic day 12.5 (E1 2.5); the 

digits are fully connected by webbing. The 
cells within the webbing are programmed 

to die and have disappeared by E14.5. The 
dying cells are identified by acridine orange 

staining on the right panel. (B) Incomplete 

programmed cell death during human hand 

development results in webbed fingers. 

HA) from Pollard TO & Earnshaw WC (2002) 

Cell Biology, 2nd ed. With permiSSion from 
Elsevier.] 

are created by the death of inter digital cells in the hand and foot plates beginning 
at about 45 days of gestation (Figure 5.7'). In the mammalian nervous system, 
apoptosis is used to prune out the neurons with nonproductive connections, 
allowing the neuronal circuitry to be progressively refined. Remarkably, up 
to 50% of neurons are disposed of in this manner, and in the retina this can 
approach 80%. 

5.5 EARLY HUMAN DEVELOPMENT: FERTILIZATION TO 
GASTRULATION 

During fertilization the egg is activated to form a unique 
individual 
Fertilization is the process by which two sex cells (gametes) fuse to create a new 
individual. The female gamete, the egg cell (or oocyte), is a very large cell that 
contains material necessaryforthe beginning of growth and development (FIgure 
S.RA). The cytoplasm is extremely well endowed with very large numbers of mito
chondria and ribosomes, and large amounts of protein, including DNA and RNA 
polymerases. There are also considerable quantities of RNAs, protective chemi
cals, and morphogenetic factors. In many species, including birds, reptiles, fish, 
amphibians, and insects, the egg contains a significant amount of yolk, a collec
tion of nutrients that is required to nourish the developing embryo before it can 
feed independently. Yolk is not required in mammalian eggs because the embryo 
will be nourished by the placental blood supply. 

Outside the egg's plasma membrane is the vitellineerwelope, which in mam
mals is a separate and thick extracellular matrix known as the zona pellucida. In 
mammals, too, the egg is surrounded by a layer of cells known as cumulus cells 
that nurture the egg before, and just after, ovulation. 
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The male gamete, the sperm cell, is a small cell with a greatly reduced cyto
plasm and a haploid nucleus. The nucleus is highly condensed and transcrip
tionally inactive because the normal histones are replaced by a special class of 
packaging proteins known as protamines. A long flagellum at the posterior end 
provides propulsion. The acrosomal vesicle (or acrosome) at the anterior end 
(Figure 5.8B) contains cligestive enzymes. Human sperm cells have to migrate 
very considerable distances, and out of the 280 million or so ejaculated into the 
vagina only about 200 reach the required part of the oviduct where fertilization 
takes place. 

Fertilization begins with attachment of a sperm to the zona pellucida followed 
by the release of enzymes from the acrosomal vesicle, causing local digestion of 
the zona pellucida. The head of the sperm then fuses with the plasma membrane 
of the oocyte and the sperm nucleus passes into the cytoplasm. Within the oocyte, 
the haplo id sets of sperm and egg chromosomes are initially separated from each 
other and constitute, respectively, the male and female pronuclei. They subse
quently fuse to form a diploid nucleus. The fertilized oocyte is known as the 
zygote. 

Cleavage partitions the zygote into many smaller cells 
Cleavage is the developmental stage during which the zygote divides repeatedly 
to form a number of smaller cells called blastomeres. The nature of the early 
cleavage divisions varies widely between different animal species. For example, 
in Drosophilaand many other insects, the process does not even involve cell divi
sion; instead, the zygote nucleus undergoes a series of divisions in a common 
cytoplasm to generate a Jarge, flattened multinucleated cell, the syncytial blasto
derm. However, in many animals the result of cleavage is usually a ball of cells, 
often surrounding a fluid-filled cavity called the blastocele. 

Jn most invertebrates, the ball of cells resulting from cleavage is called a blas
tula. In vertebrates the terminology varies. In amphibians and mammals, the 
term morula is used to describe the initial, loosely packed, balJ of cells that results 
from early cleavage, and thereafter when the fluid-filled blastocele forms, the ball 
of cells is known as a blastula in amphibians but a blastocyst in mammals (Figure 
5.9 and FIgure 5.1 0). The situation is different in birds, fish, and reptiles, in which 
the egg contains a lot of yolk, which inhibits cell division. Here the cleavage is 
restricted to a flattened blastodisc at the periphery of the cell. 

For many species (but not mammals-see below), cleavage divisions are rapid 
because there are no intervening Gj and G, gap phases in the cell cycle between 
DNA replication (S phase) and mitosis (M phase). In such cases there is no net 
growth of the embryo and so, as the cell number increases, the cell size decreases. 
Where this happens, the genome inherited from the zygote (the zygotic genome) 
is transcriptionally inactive during cleavage. Instead, there is heavy reliance on 
maternally inherited gene products distributed in the egg cytoplasm. The mater
nal gene products regulate the cell cycle and determine the rate of cleavage, and 
the cleavage divisions are synchronous. This type of regulation is often referred to 

Figur • .5.8 The specialized sex cells. (AI The 
egg. Th e mammalian egg (oocyte) is a large 
cell, 120 Ilm in diameter, surrounded by an 
extracellular env.,elope. the zona pellucida. 
which contains three glycoproteins. Zp-l . 
ZP-2. and ZP-3. that polymerize to form 
a gel. The first polar body <the product of 
meiosis I; not shown here) lies under the zona 
within the perivitelline space. At ovulation. 
OO{ytes are in metaphase II. Meiosis II is not 
completed until after fertilization. (8) The 
sperm. This cell is much smaller than the 
egg, with as!Jm head containing highly 
compacted DNA. a S.um cylindrical body (the 
midpiece, conta ining many mitochondria), 
and a SO pm tail. At the franc, the acrosomal 
vesicle contains enzymes that help the sperm 
to make a hole in the zona pellucid a, allowing 
it to access and fertilize the egg. Fertili zati on 
triggers secretion of cortical granules by the 
egg that effectively Inhibit further sperm from 
passing through the zona pellucida. [From 
Alberts B, Johnson A, Lewis J et al. (2002) 
Molecular Biology of the Cell, 4th ed. Garland 
ScienceITaylor & Francis LLC.] 
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Figure $.9 Early development of the mammalian embryo, from zygote to 
blastocyst. In mammals, the first cleavage is a normal meridional division (along 
the vertical axis), but in the second cleavage one of the two cells (blastomeres) 
divides meridionally while the other divides at right angles. equatorially (rotorionol 
cleavage). At the eight-cell stage. the mouse morula undergoes compaction, when 
the blastomeres huddle together to form a compact ball of cells. The tight packaging, 
stabilized by tight junctions formed between the outer cells of the ball, seals off the 
inside of the sphere.The inner cells form gap junctions. enabling small molecules 
and ions to pass between them. The morula does not have an internal cavity, but 
the outer cellssecrete fluid so that the subsequent blastocyst becomes a hollow bal l 
of celis with a fluid-filled internal cavity, the blastocele.The blastocyst has an outer 
layer of cells, the trophoblast. that will give rise to an extraembryonic membrane, 
the chorion, plus an inner cell mass (ICM) Ioc.ated at one end of the embryo, the 
embryonic pole. Cells from the ICM will give rise to the other extracellular membranes 
as weJl as the embryo proper and the subsequent fetus . For convenience, the zona 
pellucida that surrounds the early embryo (see Figure 5.10) is not shown. [Adapted 
from Twyman (2000) Instant Notes In Developmental Biology. Taylor & Francis.] 

as maternal genome regulation, and the maternal gene products are often 
referred to as maternal determinants. 

Mammalian eggs are among the smallest in the animal kingdom, 
and cleavage in mammals is exceptional in several ways 

Cleavage in mammals is distinguished by several features, as follows: 
• 	 The zygotic genome is activated early, as early as the two-cell stage in some 

species. As a result, the cleavage divisions are controlled by rhe zygotic genome 
rather than by maternally inherited gene products. The divisions are slow 
because cell cycles include G1 and G2 phases and are asynchronous. 

• 	 The cleavage mechanism is unique. The first cleavage plane is vertical, but in 
the second round of cell division one of the cells cleaves vertically and the 
other horizontally (rotational cleavage-see Figure 5.9). Additionally, cells do 
not always divide at the same time to produce two -cell then four-cell then 
eight-cell stages, but can sometimes divide at different times to produce 
embryos with odd numbers of cells, such as three-cell or five-cell embryos. 

• 	 The embryo undergoes compaction. The loosely associated blastomeres of 
the eight-cell embryo flatten against each other to maximize their contacts 
and form a tightly packed morula. Compaction does occur in many non
mammalian embryos, but it is much more obvious in mammals. 
Compaction has the effect of introducing a degree of cell polarity Before com

paction tlle blastomeres are rounded cells with uniformly distributed microvilli, 
and the cell adhesion molecule E-cadherin is found whereve r the cells are in con
tact with each other. After compaction, the microvilli become restricted to tl,e 
apical surface, while E-cadherin becomes <listributed over the basolateral sur
faces. Now the cells form tight junctions with their neighbors and the cytoskeletal 
elements are reorganized to form an apical band. 

A! about the 16-cell morula stage in mammals, it becomes possible to dis
criminate between two types of cell: external polarized cells and internal non
polar cells. As the population of nonpolar cells increases, the cells begin to 
communicate witll each other tluough gap junctions. The distinction between 
the two types of cells is a fundamental one and underlies the more overt distinc
tion between the outer and inner cell layers of tlle subsequent blastocyst (see 
Figure 5.9). 

Only a small percentage of the cells in the early mammalian 
embryo give rise to the mature organism 

[n many animal models of development, the organism is formed from cells that 
have descended from all the cells of the early embryo. Mammals are rather differ
ent: only a small minorityofthe cells of the early embryo give rise to the organism 
proper. This is so because much of early mammalian development is concerned 
with establishing the exlraembryonic membranes-tissues that act as a life sup
port but mostly do not contribute to the final organism (Bo~ 5.2). 
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2·cel l stage 	 Figure 5.10 The physiological context 

-d 	 of early embryonic development. Sperm 
deposited in the seminal fluid swim up into 

morula 
the uterus and then into the oviducts 
(= fallopian tubes). During ovula tion, an egg _---"i'"S'LA' .~(~"/ ,~ i$)~~.3"~_~	 'A ~lr . __ is released from an ovary into the oviduct, 

__ _ I ~ \~.' . -00--. =. where it may be fertilized by a sperm. The 

fertilized eg9 is slowly propelled along the 
ii9 ,_p--;;P~' ~"W1"~~~":C~"- I:l~ 

oviduct by cilia on the inner lining of the~' 
I -t1-I ""iC'Ac'.""r!'~/ ;:;_. _/-=. , 1\ iduct 

oviduct. During its journey, the zygote goes "v 	 .~>-- AI I: 
1'; ~ 	 ,:;>®@>@ @;'--. '1. -' through various cleavage diviSions, bur~ 	 w ( "\~ ' ''L 

the zona pellucida usually prevents it fromJ r:;"j . ~,_ I ·., ~""o' -) ." 
adhering to the oviduct walls (although this~ & / ","- (ff{I,Y~ ,! ,,,,,,,, 

iertilization 	 occasionally happens in humans, causing a 

dangerous condition, an eclOpicpregnanCf). 

Once in the uterus, the zona pellucida 
,>zo ea,'y stage of 	 -,..,..,- 

is partly degraded and the blastocyst is 
(.,,";; ' Implantation 0fI	 

.~ 

relea sed to allow implantation in the wall ~.--1- end . 	 o"' ati~n of the uterus (endometrium). [From Gilbert 
\ ometnum (2006) Developmental Biology, 8th ed. With 

permission from Sinauer ASSOC iates, Inc.) 
As the blastocele forms (at about the 32-cell stage in humans), the inner non

polar cells congregate at one end of the blastacele, the embryonic pole, to form 
an off·center inner cell mass ([CM). The outer trophoblast cells give rise to the 
chorion, the outermost extraembryonic membrane, while the cells of the ICM 
will give rise to all the cells of the organism plus the other three extra·embryonic 
membranes. At any time until the late blastocyst stage, splitti ng can lead to the 
production of identical (monozygotic) twins (Box 5.3). 

BOX 5.2 EXTRAEMBRYONIC MEMBRANES AND PLACENTA 

Early mammalian developmen t is unusual in that it is concerned trophoblast cells, wh ich produce the enzymes that erode the lining 
primarily w ith the formation of tissues that mostly do not contribute of the uterus, helping the embryo to implant into the uterine wall. 
to the final organism. These tissues are the four extraembryonic The chorion is also a source of hormones (chorion ic gonadotropin) 
membranes: yolk sac, amnion, chorion, and allantois. The chorion that influence the uterus as well as other systems. In all these cases, 
combines with maternal [issue to form the placenta. As well as the chorion serves as a surface for respiratory eXChange. In placental 

protecting the embryo (and later th e fetus), these life support systems mammals, the chorion provides the fetal component of the placenta 

are required to provide for its nutrition, respiration, and excretion. (see below). 

Yolk sac Allantois 
The most primitive of the four extraembryonic membranes, the yolk The most evolutionarily recent of the extraembryonic membranes, the 
sac is found in all amniotes (mammals, birds, and reptiles) and also allantois develops from the posterior part of the alimentary canal in 
in sharks, bony fishes, and some amphibians. In bird embryos, the the embryos of reptiles, birds, and mammals. It arises from an outward 
yolk sac surrounds a nutritive yolk mass (the yellow part of the egg, bu lging of the floor of the hindgut and so is composed of endoderm 
consisting mostly of phospholipids). In many mammals, including and splanchniC lateral plate mesoderm. In most amniotes it acts as a 
humans and mice, the yolk sac does not contain any yolk. The yolk sac waste (uri ne) storage system, but not in placental mammals (including 
is generally important because: humans). Although the allantois of placental mammals is vestigial and 

the primordial germ cells pass through the yolk sac on their may regress, its blood vessels g ive rise to the umbilical cord vessels. 
migration from the epiblast to the genital ridge (for more deta ils, 

Placenta see Section 5.7); 
The placenta is found only in some mammals and is derived partlyit is the source of the first b lood cells of the conceptus and most of 
from the conceptus and partly from the uterine wall. It develops after the first blood vessels, some of which extend themselves into the 
implantation, when th e embryo induces a response in the neighboringdeveloping embryo. 
maternal endometrium, changing it to become a nutrient-packed 

The yolk sac originates from splanchniC (= visceral) lateral p late 
high ly vascular tissue called the decidua. During the second and thirdmesoderm and endoderm. 
weeks of developmen t, the trophoblast tissue becomes vacuolated, 

Amnion and these vacuoles connect to nearby maternal capillaries, rapidly 

The amnion is the innermost of the extraembryon ic membranes, 
 filling with blood. 

remaining attached to and immediately surrounding the embryo. It 
 As the chorion forms, it projects outgrowths known as chorionic 
contains amniotic fluid that bathes the embryo, thereby preventing villi into the vacuoles, bringing the maternal and embryonic b lood 

drying out during development, helping the embryo to float (and so 
 supplies into close contact. At the end of 3 weeks, the chorion has 

reducing the effects of gravity on the body), and acting as a hydraulic 
 differentiated fu l ly and contains a vascular system that is connected 
cushion to protect the embryo from mechanical jolting. The amnion to the embryo. Exchange of nutrients and waste products occurs over 
derives from ectoderm and somatic lateral plate mesoderm. the chorionic villi. Initially, the embryo is completely surrounded by 

Chorion the decidua, but as it grows and expands into the uterus, the overlying 

The chorion is also derived from ectoderm and somatic lateral plate deCidual t issue (decidua capsu laris) thins out and then disintegrates. 

mesoderm. In the embryos of birds, the chorion is pressed against The mature placenta is derived completely from the underlying 

the shell membrane, but in mammalian embryos it is composed of decidua basalis. 
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BOX 5.3 HUMAN EMBRYO TWINNING 

Approximately one in every 200 human pregnancies gives rise to 
twins. There are two distinct types: 

Fraterna l (dizygotic) twins result from the independent 
fertil ization of two eggs and are no more closely related than 
any other siblings. Although developing in the same womb, the 
embryos have separate and independent sets of extraembryonic 

membranes (Fig .... ' . 1). 
Identical (monozygotic) twins arise from the same fertilization 
event, and are produced by the division of the embryo while the 
cells are still totipotent or pluripotent (see Figure 1l. 
About one-third of monozygotic twins are produced by an 

early diviSion of the embryo, occurring before or during the morula 

dizygotic twinn ing 

separate fertilized eggs 

stage. As a result, two separate blasrocysts are formed. giving rise 
to embryos shrouded by independent sets of extraembryonic 
membranes. In the remaining two-thirds, twinning occurs at the 
blastocyst stage and involves division of the inner cell mass. 

The nature of the twinning reflects the exact stage at which 
the d iviSion occurs and how complete the division is. In most cases, 
the d ivision occurs before day 9 of gesta tion, which is when the 
amnion is formed. Such twins share a common chorionic cavity hut 
are surrounded by individual amnions. In a very small proportion of 
births, the division occurs after day 9 and the developing embryos 
are enclosed within a common amnion. Either through incomplete 
separation or subsequent fusion, these twins are occasionally conjoined. 

monozygotic twinning 

splitting at 
morula or .,

before 

, , 


separate amnions. separate chorions, separate amnions common amnion 
and separate placentae separate ChoriOns common chorion 

common placenta common placenta 

Figura 1 Monozygotic ilnd dizygotic twinning. (Adapted from Larsen (2001 ) Human Embryology, 3rd ed. With permi ssion from Elsevier.) 

Implantation 

At about day 5 of human development, an enzyme is released that bores a hole 
through the zona pellucida, causing it to partly degrade and releasing the blasto
cyst (see Figure 5.10). The hatched blastocyst is now free to interact directly with 
the cells lining the uterus, the endometrium. Very soon after arriving in the uterus 
(day 6 of human development), the blastocyst attaches tightly to the uterine epi
theliwn (implantation). Trophoblast cells proliferate rapidly and differentiate 
into an inner layer of cytotrophoblast and an outer multinucleated cell layer. the 
syncytiotrophoblast, that starts to invade the connective tissue of the uterus 
(Figure S. II ). 
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Even before implantation occurs, cens of the ICM begin to differentiate into Figure 5.1 1 Detail of human embryo 

two distinct layers. An external cell layer, the epiblast (or primitive ectoderm) win 	 implantation. (A) Human embryo 
implanta tion begins at about 6 days give rise to ectoderm, endoderm, and mesoderm (and hence all of the tissues of 
after fertilization, when the hatched the embryo), and also the amnion, yolk sac, and allantois. An internal cell layer, 
blastocyst adheres to the wall of the the hypoblast (also called primitive endoderm or visceral endoderm) will give rise 
uterus (endometrium). Trophob last 

to the extraembryonic mesoderm that lines the primary yolk sac and the cells differentiate into an inner layer of 
blastocele. cytorrophoblast and an OUler multinucl ~J,(~ 

A fluid· filled cavity, the amniotic cavity, forms within the inner cell mass, cell layer, the syncyriotrophoblast, that 

enclosed by the amnion. The embryo now consists of distinct epiblast and hypo invades the connective tissue of the utefU$,. 

blast layers that will come together to form a flat bilnminar germ disk located The inner cell mass of the blastocyst has 

between two fluid·filled cavities, the amniotic cavity on one side and the yolk sac given rise to twO distinct cell layers. the 
epiblast and the hypob last. (B) By abouton the other (Figure 5.11B and Figure 5.12). 
11 days after fertilization, the primary 
yolk sac detaches from the surrounding Gastrulation Is a dynamic process by which cells of the epiblast 
cytotrophoblast. l oose endodermal cells ': ' 0: 

give rise to the three germ layers scattered round the yolk sac. Villi composeo 
of cytotrophoblast cells begin to extend into 

Gastrulation takes place during the third week of human development and is the 
the syncytiotrophoblast. (Reproduced from 

first major morphogenetic process in development. During gastrulation, the ori Mclachlan (994) Medical Embryology. Will'!: 
entation of the body is laid down, and the embryo is converted from a bilaminar permission from Addison-Wesley.) 
structure into a structure ofthree germ layers: ectodenn, endoderm, and _meso
derm. It should be noted that whereas the bilaminar germ disk is a flat disk in 
humans, rabbits, and some other mammals, it is cup·shaped in the mouse (com· 
pare Figure lB in Box 5.1). 

In mammals, birds, and reptiles, the major structure characterizing gastrula
tion is a linear one, th e primitive streak. This transient structure appears, at 
about day 15 in human development, as a faint groove along the longitudinal 
midline of the now oval-shaped bilarninar germ disk. Over the course ofthe next 
day, the primitive streak develops a groove (primitive groove) , which deepens and 
elongates to occupy close to half the length of the embryo. By day 16 a deep 
depression (the primitive pit), surrounded by a slight mound of epiblast (the 
primitive node), is evident at the end of the groove, near the center of the germ 
disk (see Figure 5.12). 

The process of gastrulation is extremely dynamic, involving very rapid cell 
movements. At day 14-15 in human development, the epiblast ceUs near the 
primitive streak begin to proliferate, flatten, and lose their connections with one 
another. These flattened cells develop pseudopodia that allow them to migrate 
downward through the primitive streak into the space between the epiblast and 
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Figure 5.12 The primitive streak is an 
early marker of the anteroposterior 

syncytJotrophoblast - 
axis. At about 15 days after fertilization, a 
transient linear structure called the primitive 

cytotrophoblast -  1__ 10"aUoo of primitive groove 
streak emerges. It appears on the dorsal 
su rface of the human embryo, which is an 
ova l bilaminar germ disk. It forms at the 

extraembryonic 
mesoderm 

anterior end of embryo 
poste rior end of the longitudinal midline, 
which will define the anteroposterior axis. 
The expanded view at the bottom right 
shows the dorsal surface of the embryo 

bilamlnar germ disk through the sectioned amnion and yolk 

cavity 
pr'lmitive pit ] 
primitive node prim itIVe 

streak 

SaC (the inset at upper left shows the 
relationship of the embryo to the chorionic 
cavity). In this view the primitive streak is 

primitive groove about I day old. [From larsen (2001) Human 
Embryology, 3rd ed. With permission from 
Elsevier.) 
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extraembryonic mesoderm 

the hypoblast (Figure 5.J3B). Some of the ingressing epiblast cells invade th e 
hypoblast and displace its ceUs, leading eventually to complete replacement of 
the hypoblast by a new layer of epiblast-derived cells, the definitive endoderm. 
Starting on day 16, some of the migrating epiblast cells diverge into the space 
between the epiblast and the newly formed definitive endoderm to form a third 
layer, the intraembryonic mesoderm (Figure 5.13C). When the intraembryonic 
mesoderm and definitive endoderm have formed, the residual epiblast is now 
described as the ectoderm, and th e new three-layered structure is referred to as 
the trilaminar ge,m disk (see Figure 5.13C). 

The ingressing mesoderm cells migrate in different directions, some laterally 
and others toward the anterior, and others are deposited on the midline (FIgure 
5.14). 

The cells that migrate through the primitive pit in the center of the primitive 
node and come to rest on the midline form two structures: 
• 	 The prechordal (also called prochordal) plate is a compact mass of mesoderm 

to the anterior of the primitive pit. The prechordal plate will induce important 
cranial midline structures such as the brain. 

• 	 The notochordal process is a hollow tube that sprouts from the primitive pit 
and grows in length as cells proliferating in the region of the primitive node 
add on to its proximal end. The notochordal process and adjacent mesoderm 

IAI 	 (9) day 14- 15 (C) day 16 

bilaminar germ disk primitive node primitive streak 

ej)jblasl 
(primitive 

hypoblast 

(primitive 

endoderm) 
 ..fii~±::!!!!!I!!'ii"~3!!!!!!t:'iF{' embryoniCecloderm 

second wave or definitive 
extraembryonic 	 ingressing epiblast (embryonic) 
mesoderm 	 cell s gtving rise 10 endoderm 

embryonic mesoderm 

Figure 5.11-During human gastrulation, a flat bilaminar germ disk transforms into a trilaminar embryo. The outcome of gastrulation is similar in 
all mammals, but major differences may occur in the details of morphogenesis, particularly in how extraembryonic structures are formed and used. (A) In 
humans, the epiblast and hypoblast come into contact to form a flat bilaminargerm disk. The epiblast cel ls within this disk are described as the primitive 
ectoderm but will give rise to alt three germ layers- ectoderm, endoderm, and mesoderm-as described in panels (8) and (C). The epiblast celts that are 
not in contact with the hypoblast will give rise to the ectoderm of the amnion. The hypoblast will give rise to the extraembryonic endoderm that lines the 
YOlk sac. (8) The bflaminar germ disk at 14- 15 da ys of human development. Along the length of the primitive streak. epiblast cells migrate downward to 
invade the hypoblast, and in so doing they become converted to embryonic endoderm and displace the celt s of the hypoblas t. (C) The bflaminar germ 
disk at 16 days of human development. A second wave of ingressing epiblast cells diverge into the space between the epiblas t and the newly formed 
embryonic endoderm to form embryonic mesoderm. The remaining epiblast cells are now known as the embryonic ectoderm. [From larsen (2001 ) 

Human Embryology, 3rd ed. With permission from Elsevier.1 

first wave of epiblast 

cells giving rise to embryonic endoderm 


that will replace the hypoblast 
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Figure 5 .14 Migration paths of mesoderm cells that ingress during 
gastrulation. Epiblast cells ingressing through the primitive pit migrate toward 
the anterior end (Al to form the notOChOrdal process and the prechordal plate 

(oval shape at anterior end-see Figure 5.12) and laterally through the primitive 

groove to form the lateral mesoderm flanking the midline. The oval shape at the 

posterior end (P) marks the site of what will become the primordial anus. [From 

Larsen (2001) Human Embryology, 3rd ed. With permission from Elsevier.) 

induce the overlying embryonic ectoderm to form the neural plate, the pre
cursor of the central nervous system (Figure 5.15). At the same time as the 
notochordal process extends, the primitive streak regresses. By day 20 of 
human development, the notocbordal process is completely formed, but it 
then transforms from a hollow tube to a solid rod, the notochord. The noto
chord will later induce the formation of components of the nervous system 
(as described in Section 5.6). 
The ingressing mesoderm cells that migrate laterally condense into rodlike 

and sheetlike structures on either side of the notochord. There are three main 
structures (Plgun. 5.16A): 

• 	 The paraxial mesoderm, a pair of cylindrical condensations lying immedi
ately adjacent to and flanking the notochord, first develops into a series of 
whorl-like structures known as somitomeres, which form along the antero
posterior axis through the third and fourth weeks of human development. 
The first seven cranial somitomeres will eventually go on to form the striated 
muscles of the face, jaw, and throat, but the other somitomeres develop fur
ther into discrete blocks of segmental mesoderm known as somltes (see Figure 
5.16C). Cervical, thoracic, lumbar, and sacral somites will establish the seg
mental organization of the body by giving rise to most of the axial skeleton 
(including the vertebral column), the voluntary muscles, and part of the der
mis of the skin. 

• 	 The intermediate mesoderm, a pair of less pronounced cylindrical conden
sations, just lateral to the paraxial mesoderm, later develops into the urinary 
system, parts of the genital system, and kidneys. 

• 	 The remainder of the lateral mesodernrforms a flattened sheet, known as the 
lateral plate mesoderm. Starting on day 17 of human development, each of 
the lateral plates splits horizontally into two layers separated by a space that 
will become the body cavity, the coelom. The dorsal layer is known as the 
somatic (or parietal) mesoderm or somatopleure. It becomes applied to the 
inner surface ofthe ectoderm and will give rise to the inner lining of the body 
wall (see Figure 5.16B). The ventral layer, adjacent to the endoderm, is the 
splanchnic (or uisceral) mesoderm or splanchnopleure, and it will give rise to 
the linings of the visceral organs. 
Figure 5.17 summarizes how the three germ layers of the early embryo give 

rise to the many different tissues of the mature organism. 

prechordal 
plate 
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membrane 
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20 days 

neural 
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Figur@5.1.5 Progressionofthehuman 
embryonic disk during week 3, showing 
development of the neural plate and 
notochord. The sketches are dorsal views 

of the embryonic disk, showing how 
it progresses from 15 to 21 days after 
fertilization. The primitive streak emerges 
at about day 15 along the posterior dorsal 
surface, advancing toward the center of 

the embryonic disk by the addition of cells 

to its posterior (caudal) end. Mesenchymal 

cells migrate from the anterior end of the 
primitive streak to form a midline cellular 

cord known as the notochordal process. 

The notochorda l process grows cranially 

until it reaches the prechordal plate, the 
future site of the mouth. By day 18, the 

developing notochordal process can be seen 

to be accompanied by a thickening of the 
overlying epiblast to form the neural plate, 

which will eventually give rise to the brain 

and spinal cord. As the no tochordal p rocess 

develops, it changes from being a tube ro 
become a solid rod, {he notochord. The 

cloacal membrane is the primordial anus. 

A, anterior; P, posterior. (From Moore (1984) 

The Developing Human, 3rd ed. With 

permission from Elsevier.] 
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5.6 NEURAL DEVELOPMENT 
As described above, gastrulation results in a remarkable set of changes in the 
embryo, converting it from a two-layered structure to a three-layered one. The 
development of the embryo is now programmed toward organizing tissues into 
the precurso rs of the many organs and systems co ntained in the adult. The early 

epidermis ----------------+) skin, hair, mammary glands 

epidermal ---------------40) lens, Inner ear 
placodes 

neural tube ---------------4) brain, spinal cord, retina 

neural crest _ ...,....___________~ peripheral nervous system, 

head ::=============~) outer layers of eyemesenchyme ~ ~ head muscles 

axia l mesoderm 
(notochord) 

-t scleroto me -+ axial ske leton 

paraxial myotome ) trunk skeletal muscles 
mesoderm 

dermatome ~ connective tissue layers of skin 

intermediate._..r-+ Mullerian ducts ~ oviducts, uterus 

~mesoderm -y mesonephros ~ kidney, ovary, testis, ureter 

lateral Plate~ somatopleure --+ coonective tissue of body wall , limbs 

mesoderm -y splanchnopleura ~ heart, blood vessels, blood celis, 
adrenal cor tex 

lungs, trachea. bronch i 

;;...wryonIC \,-------'1) primitive gut __.J?-______-'I digestive tube. liver, pancreasI 1.endode~ 
....______~ pharynx, pharyngeal pouches, thyroid 

: 

mesoderm 

vacuoles 

splanchnopleuric 
mesoderm 

melanocytes, some bone and muscles , 
and other structures (see Box 5.4) 

cephalic connective tissue 

skull and branchial cart ilage 


Figure 5." Differentiation of lateral 
mesoderm, (A) Early differentiation of 
lateral mesoderm. Early on day 17, the 
mesoderm immediately flanking the 
notochordal process begins to differentiate 
and forms cylindrical condensations, the 
paraxial mesoderm .The neighboring, less 
pronounced, cylindr"lcal condensations are 
the intermediate mesoderm. The rest of the 
lateral mesoderm forms a flattened sheet, 
the lateral plate mesoderm. (S) Differentiation 

of lateral plate mesoderm (LPM). Later on 
day 17, vacuol es form in the LPM, which 
begins to split into two layers. The dorsal 
layer, the somatopleuric mesoderm, will give 
rise to the inner lining of the body walls and 
to most of the dermi s. The ventral layer, the 
splanchnopleuric mesoderm, will give rise to 
the mesothelium, the lining of embryonic 
mesoderm epithelium that covers the 
visceral organs. (C ) Somites originate 
from paraxial mesoderm. The paraxial 
mesoderm goes on to form a series of 
rounded whorl-like structures, somitomeres. 
Somitomeres 1-7 at t he anterior end w ill 
develop into structures of the head, and 
the rest will give rise to somites, blocks of 
segmental mesoderm that in turn give rise 
to the vertebral column and segmented 
muscles. In this diag(am of a 21-day human 
embryo, Six central somitomeres have 
already differentiated into somites; these 
will be followed late( by the more posterior 
somitomeres. The dashed line indicates the 
axis where the sec ti on was made to give the 
cross-section shown on the left. A, anterior; 
p. posterior. (Adapted from Larsen (2001) 
Human Embryology, 3rd ed. With permission 
from Elsevier.) 

Ffgu... 5.17 Principal derivatives of 
the three germ layers. The three germ 
layers formed during gas{(u!ation will 
eventually form all tissues of the embryo. 
The connective tissue of the head and 
the cartilage of the skull and of structures 
derived from branchial arches are a mixture 

of ectodermal and mesodermal tissue, as 
shown. Although the notochord persists 
in adults in some primitive vertebrates, in 
mammals and other higher vertebrates 
it becomes ossined in regions of forming 
vertebrae and contributes to the center of 
the intervertebral disks. Note that some of 
the embryonic mesoderm cells go.on to 
form extraembryonic mesoderm. 



development of the nervous system is a good example of organogenesis because 
it shows how the processes of differentiation, pattern formation, and morpho
genesis are exquisitely coordinated. 

The axial mesoderm induces the overlying ectoderm to develop 
into the nervous system 
The development of the nervous system marks the onset of organogenesis; it 
begins at the end of the third week of human development. The initiating eventis 
the induction of the overlying ectoderm by axial mesoderm (mesoderm running 
along the anteroposterior axis). Within the axial mesoderm, cells of the pre
chordal plate and the anterior portion of the notochordal plate transmit signals 
to overlying ectoderm cells, causing them to differentiate into a thick plate of 
neuroepithelial cells (neurectoderm). The resulting neural plate appears at day 18 
of human development but grows rapidly and changes proportions over the next 
2 days (see Figure 5.15). 

At about days 20-22 after fertili zation, a process known as neuntlntion results 
in conversion of the neural plate into a neural tube, the precursor of the brain 
and spinal cord. The neural plate begins to crease ventrally along its midline to 
form a depression called the neural groove. This is thought to develop in response 
to inductive signals from the closely apposed notochord. Thick neural folds rotate 
around the neural groove and meet dorsally, initially at a mid-point along the 
anteroposterior axis (see Figure 5.15 and Figure 5.18). Closure ofthe neural tube 
proceeds in a zipperlike fashion and bidirectionally. Initially, the neural tube is 
open at both ends (the openings are called the anterior and posterior neuro· 
pores), but subsequently the openings need to be closed. Occasionally, there is a 
partial failure of neural tube closure, resulting in conditions such as spina 
bifida. 

During neurulation, the neural crest, a specific population of cells arising 
along the lateral margins of the neural folds, detaches from the neural plate and 
migrates to many specific locations within the body. This highly versatile group 
of cells gives rise to part of the peripheral nervous system, melanocytes, some 
bone and muscle, and other structures (Box 5.4). 

Pattern formation in the neural tube involves the coordinated 
expression of genes along two axes 
As soon as the neural plate is formed, three large cranial vesicles (the future brain) 
become visible, as well as a narrower caudal section that will form the spinal 
cord. This anteroposterior polarity reflects the regional specifiCity of neural 
induction: the signals coming from the axial mesoderm contain positional infor· 
mation that causes the overlying ectoderm to form neural tissue specific for dif
ferent parts of the axis. The precise nature of the signal in birds and mammals is 
not understood. [n Xenopus, a model has been developed in which neural devel
opment is prevented by members of the bone morphogenetic protein (BMP) 
family of signaling proteins, and BMP antagonists are required to initiate neural 
induction. The mechanism in birds and mammals seems to be more complex 
and is an a.rea of active research. It seems likely that a general neuralizing signal 
is released from the mesoderm that induces the form ation of neural plate that is 
anterior in character. Another signal that originates in the caudal region of the 
embryo will 'posteriorize' that part of the neural plate. Molecules secreted by the 
anterior mesoderm are required for formation of the head. 

Whatever the underlying mechanism, the signals activate different sets of 
transcription facto rs along the axis, and these confer positional identities on the 
cells and regulate their behavior. In the forebrain and midbrain, transcription 
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Figure 5.1' Morphogenesis of tbt 
nervous system. The change fronT- ;:: =..3 
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BOX S.4 TIiE EXTRAORDINARY VERSATILITY OF THE VERTEBRATE NEURAL CREST 

The vertebrate neural crest is quite extraordinary and, although 
derived from ectoderm, its importance has ted to suggestions that 
it be recognized as a fourth germ layer. Neural crest cell s originate 
during neurulation from dorsa l ectoderm cell s at the edges of the 
neural foldS (Figure 5.18). The neural crest is a transient structure - the 
cells disperse soon after the neural tube closes. They undergo an 
epithelial-ta-mesenchymal transition and they migrate away from the 
midline (Figure 1). 

Neural crest cells migrate to peripheral locations, where they 
assume a variety of different ectodermal and mesodermal fates, giving 
rise to a quite prodigious number of differentiated cell types (Table 1). 
Most of our information comes from fate-mapping studies in the chick, 
which have been aided by the ability to transplant corresponding 
domains of the dorsa l neural tube between chick and quail embryos 
and to identify the cellular derivatives of such domains. 

Neural crest (NC) cells form at all levels along the anteroposterior 
axis of the neural tube; however, four main, but overlapping, regions 
are recognized with characteristic derivatives and functions as listed 
below. 

Cranial neural crest 
Some NC cells migrate dorsolateralJy and give rise to the craniofacial 
mesenchyme, which in turn produces cartilage, bone, cranial neurons, 
glia, and connective tissues of the face. NC cells also give rise to 
structures within the pharyngeal (branchial) arches and pouches, 
including cartilaginous rudiments of several bones of the nose, 
face, middle ear, jaw, and neck and also cells of the thymus and 
odontoblasts of tooth primordia. 

Trunk neural crest 
An early wave of NC cells migrates ventrolaterally through the anterior 
half of the sc lerotomes (the blocks of mesodermal tissue derived from 
somites that will differentiate into the vertebral cartilage). Some of 
the NC cells stay in the sclerotomes to form the dorsal root ganglia 
containing the sensory neurons. Other NC cells Continue ventrally to 
form the sympathetic ganglia, the adrenal medulla, and nerve clusters 
surrounding the aorta. A later wave of NC cells migrates dorsolaterally 

D 
original site of neural crest cells 

Tilbte, Major classes of neural crest derivatives 

Tissue/ region Cell types/structure 

Peripheral nervous 
system (PNS) neurons 

sensory ganglia; sympathetic ganglia; 
parasympathetic ganglia 

PNS glial cells Schwann ce ll s; non-mye!inating glial cells 

Endocrine/ 
paraendocrine 
derivatives 

adrenal medulla; calcitonin-secreting 
cells; carotid body type I cells 

Head and neck corneal endothelium and stroma; dermis; 
smooth muscle. and adipose tissue; 
facial and anterior ventral skull cartilage 
and bones; lachrymal gland, connective 
tissue; pituitary gland, connective tissue; 
salivary gland, connective tissue; thyroid, 
connective tissue; tooth papillae 

Skin dermis, smooth muscle, and adipose 
tissue; melanocytes 

Others arteries originating from aortic arch -
connective tissue and smooth muscle; 
thymus, connective tissue; truncoconal 
septum 

-

Into the ectoderm, becoming melanocytes and goIng on to move 
through the skin toward the ventral midline of the body. 

Vagal and sacral neural crest 
The vagal (neck) NC lies opposite chick somites 1-7; the sacral NC 
lies posterior to somite 28. The neck and sacral NC cells generate the 
parasympathetic (enteric) ganglia of the gut. 

Cardiac neural crest 
The cardiac neural crest is a subregion of the vagal neural crest, 
extending from chick semites 1 to 3. Cardiac NC cells develop Into 
melanocytes, neurons, cartilage, or connective tissue (of certain 

pharyngeal arches). In addition, this type of NC gives rise to the 

neural tube ectoderm entire (muscular/connec t ive tissue) walls of the large arteries as they 
arise from the heart (outAow tracts), and contrtbute to the septum 

sensory somite separating the pulmonary circulation from the aorta. 
ganglion 

notochord
L ganglion 

sympathetic. 
R

aorta 
adrenal 
gland 

coelomic 
cavityenteric 

ganglia 
gut tube 

v 


Figure' Main migratory pathways during neural crest 
migration. Schematic cross section through the middle part of the 
trunk of a chick embryo. Cells taking the pathway just beneath the 
ectoderm (outer red arrows) wil l form melanocytes; those that take 
the deep pathway via the somites (inner red arrows) will form the 
neurons and glial cells of sensory and sympathetic ganglia. and parts 
of the adrenal gland. The neurons and glia of the enteric ganglia, in 
the wal! of the gut, are formed from neural crest cells that migrate 
along the length of the body from either the neck or sacral regions. 
[From Alberts 8, Johnson A, Lewis J et al. (2002) Molecular Biology of 
the Cell. 4th ed. Garland Science/Taylor & FranCis LLC,] 

factors of the Emx and Otx families are expressed. In the hindbrain and spinal 
cord, positional identities are controlled by the Hox genes. In the hindbrain, it 
seems that the positional values of cells are fixed at the neural plate stage and 
that migrating neural crest cells carry this information with them and impose 
positional identities on the tissues surrounding their eventual resting place. 
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Conversely, positional identity in the spinal cord is imposed by signals from the 
surrounding paraxial mesoderm, which can be shown by transplanting cells to 
different parts of the axis. Cranial neural crest cells behave according to their lin
eage when moved to a new position; that is, they do the same things as they would 
in their original position. Trunk crest cells, in contrast, behave according to their 
new position-they do the same things as their neighbors. 

The developing nervous system is a good model of pattern formation and dif
ferentiation, because various cell types (different classes of neurons and glial 
arise along the do rsoventral axis. This process is controlled by a hierarchy of 
genetic regulators (Figure 5.19). Dorsoventral polarity is generated by opposing 
sets of signals originating from the notochord and the adjacent ectoderm. The 
notochord secretes the signaling molecule Sonic hedgehog (Shh), which has ven
tralizing activity, whereas the ectoderm secretes several members of the TGF-~ 
(transforming growth factor) superfamily, including BMP4, BMP?, and a protein 
appropriately named Dorsalin. 

As the neural plate begins to fold, these same signals begin to be expressed in 
the extreme ventral and dorsal regions of the neural tube itself- the floor plate 
and roof plate, respectively. The opposing signals have opposite effects on the 
activation of various homeodomain class transcription factors (such as DbxI, 
lnG, and NKx6.I) . Expression of specific transcription factors divides the neural 
tube into discrete dorsovenu·al zones, which later become the regional centers of 
different classes of neuron (see Figure 5.19). For example, the zone defined by the 
expression of Nkx6.1 alone becomes the region populated by motor neurons, 
which are residents of the ventral third of the neural tube. 

Neuronal differentiation involves the combinatorial activity of 
transcription factors 

Neurons do not arise uniformly in the neural ectoderm but are restricted to spe
cific regions demarcated by the expression of proneural genes that encode tran
scription factors of the basic helix-loop-helix (bHLH) family, such as MASHI, 
MATHI, and neurogenin (Figure 5.20). Proneural gene expression confers on 
cells the ability to form neuroblasts, but not all proneural cells can adopt this fate. 
Instead, there is competition between the cells involving the expression of neuro
genic genes such as Notch and Delta that are often involved in juxtacrine cell sig
naling. The successful cells form neuroblasts and inhibit the surrounding cells 
from doing the same. Therefore, neuroblasts arise in a precise spacing pattern. 
This pattern-forming process is termed lateral inhibition. The neurons then 
begin to differentiate according to their position with respect to the dorsoventral 
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FlguTe 1.19 Pattern formation of the 
nervous system. Dorsoventral pattern 
formation involves a competition between 
secreted signa ls from the notochord (SoniC 
hedgehog, Shh) and from the ectoderm 

(initially BMP4, but later other members of 
the TGF·~ superfami ly). As the neural plate 
fold s up. the signals are expressed in the 
neural tube itself. The result is the activation 
of different transcription factors in different 
zones resu lting in the regional specification 
of different neuronal dorsal (D) and ventra l 
(V) subtypes and motor (M) neurons. 
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Figutto 5.20 Differentiation of the nervous system. The genes that control neurogenesis in the developing nervous system are also expressed in 
discrete zones along the dorsoventral axis. They may be regulated by Pax3, Pax6, and Pax7 genes, whose expression domains are in turn partly defined 
by the Sonic hedgehog signal emanating from the notochord. The expression domains of the proneural gene products, neurogen in, MATH1, and 
MASH' are shown. Neural development is characterized by the expression of the transcription factor NeuraD. Then different classes of neuron begin to 
express distinct groups of transc ription factors. Those of the LIM homeodomain family, which includes Isl-1, Isl-2, and Um-3, are especially important in 
determining subneuronal fates by regulating the behavior of projec ted axons. 
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and anteroposterior axes of the nervous system, which is defined by the combi
nation of transcription factors discussed in the previous section. 

Further diversification is controlled by refinements in the expression patterns 
of the above transcription factors. For example, all motor neurons initially express 
two transcription factors of the LIM homeodomain family: Islet-l and [slet-2. 
Later, only those motor neurons projecting their axons to the ventral limb mus
cles express just these two LIM transcription factors. Neurons expressing lsI-I, 
Isl-2, and a third transcription factor, Lim-3, project their axons to the axial mus
cles of the body wall. Neurons expressing Isl-2 and Lim-l projecttheir axons to 
dorsal limb muscles, whereas those expressing Isl-l alone project their axons to 
sympathetic ganglia (see Figure 5.20). The transcription factors determine the 
particular combinations of receptors expressed on the axon growth cones and 
therefore determine the response of growing axons to different physical and 
chemical cues (such as chemoattractants). Once the first axons have reached 
their targets, further axons can find their way by growing along existing axon 
paths-a process termed fasciculation. 

5.7 GERM-CELL AND SEX DETERMINATION IN 
MAMMALS 
All mammals have male and female sexes. The decision between male and female 
development is made at conception, when the sperm delivers either an X chro
mosome or a Y chromosome to the egg, which always contains an X chromo
some. The only exceptions occur when errors in meiosis produce gametes with 
missing or extra sex chromosomes, resulting in individuals with sex-chromosome 
aneuploidies. 

Primordial germ cells are induced in the early mammalian embryo 
and migrate to the developing gonads 

In insects, nematodes, and vertebrates there is a clear and early separation of 
germ cells from somatic celis, giving rise to a germ line that is distinct from 
somatic cells. Germ cells do not arise within the gonads; their precursors-the 
primordial germ cells (PGCs)-arise elsewhere and migrate into the developing 
gonads. In frogs, flies, and nematodes, the germ cells are determined by material 
(germ plasm) within the cytoplasm of the egg. In mammals, germ cells are induced 
in the early embryo. In the mouse, germ cells form in postimplantation embryos 
at the posterior region of the epiblast. BMP4/BMP8 signals transmitted from 
neighboring extraembryonic ectoderm cells induce the expression of fragilis 
in posterior epiblast cells and also of blimp1 in a small subset of such cells lying 
immediately proximal to the ectoderm cells. The latter is a key regulator of 
PGC specification, and about 15 or so Blimp 1 + cells will go on to give rise to about 
40 PGCs at the posterior end of tile primitive streak by 7 days of gestation 
(Figure5.2 L) . 
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Figure 5.21 Mammalian primordial germ 
cells are induced in the early embryo. In 
the mouse embryo, Signals from the extra
embryonic ectoderm (vertical arrows) induce 
neighboring proximal epiblast cells (white 
circles) to become precursors of primordial 
germ cells (PGCs) and extraembryonic 
mesoderm. During gastrulation, these cells 
migrate to the posterior end of the embryo 
above the primitive streak. By embryonic 
day 7 in mouse development, the PGC 
precursor cells emerge from the posterior 

primitive streak and are identifiable because 
they express the fragifis gene. In the center of 
the cluster are PGCs that also express stella 
(and blimp 7). A (anterior) and P (posterior) 
indicate the A-P axis. [Adapted from Wolpert 
L, Jessell T, Lawrence P et al. (2007) Principles 
of Development, 3rd ed. With permission 
from Oxford University Press.] 



GERM-CELL AND SEX DETERMINATION IN MAMMALS 1S9 

The PGCs then migrate away from the posterior region of the primitive streak 
into the endoderm and enter the developing hindgut for a short period. At the 
end of gastrulation the PGCs are determined and migrate into the genital ridge, a 
mesoderm structure that is part of the developing gonad. At this stage, the gonad 
is bipotential, being capable of developing into either testis or ovary. 

Sex determination involves both intrinsic and positional 
Information 
Although the sex of the human embryo is established at conception, sexual dif
ferentiation does not begin to occur until the embryo is about 5 weeks old. 
Primmy sexual characreristics (the development of the gonad and the choice 
between sperm and egg development) are dependent on the genotype of the 
embryo; secol1da,y sex characreristics (the sex-specific structures of the genitouri
nary system and the external genitalia) are dependent on signals from the envi
ronment, mediated by hormonal signaling. 

Male development depends on the presence or absence of the Y chromosome. 
A critical male-determining gene called SRY (sex-determining region of the Y 
chromosome) encodes a transcription factor that activates downstream genes 
required for testis development. The testis then produces sex hormones required 
for the development of male secondary sex characteristics. 

Female gonad development was previously considered a default state. The 
SRYgene was thought sufficient to switch the bipotential embryonic gonad from 
female to male differentiation. Consistent with this is the fact that rare XX males 
often have a small fragment of the Y chromosome, including SRY, translocated 
onto the tip of one of their X chromosomes, and genetically female mice trans
genic for the mouse S,y gene develop as males. More recent studies suggest that 
genes on the X chromosome and autosomes are also involved in the positive reg
ulation of ovarian development. The overexpression of genes such as DAX. and 
WNT4A can feminize XY individuals even if they possess a fun ctional SRYgene. 

Early gamete development seems to be controlled more by the environment 
than by the genotype of the germ cells. Female PGCs introduced into the tes
tis will begin to differentiate into sperm, and male PGCs introduced into the 
ovary will begin to differentiate into oocytes. This may reflect the regulation of 
the cell cycle, because PGCs entering the testis arrest before meiosis; those enter
ing the ovary commence meiosis immediately. Therefore, PGCs of either sex that 
colonize somatic tissue outside the gonad begin to differentiate into oocytes 
because there is no signal to arrest the cell cyde. In all of these unusual situa
tions, however, functional gametes are not produced. Differentiation aborts at a 
relatively late stage, presumably because the genotype of the germ cells them
selves also has a crucial role in gamete development. 

Unlike primary sex characteristics, the default state is female fo r secondary 
sex characteristics. One of the genes regulated by SRY makes the SFI transcrip
tion factor, which activates genes required for the production of male sex hor
mones, including HSD17B3 (encoding hydroxysteroid-17-~-dehydrogenase 
3-required for testosterone synthesis) and AMH (encoding anti-Mull erian hor
mone) . Both hormones have important roles in the differentiation of the male 
genitourinary system. AMH, for example, causes the Mullerian ducts (which 
become the fallopian tub es and uterus in females) to break down. 

Mutations inhibiting the production, distribution, elimination, or perception 
of such hormones produce feminized XY individuals. For example, androgen 
insensitivity syndrome results from defects in the testosterone receptor that pre
vent the body from responding to the hormone even if it is produced at normal 
levels. XY individuals with this disease appear outwardly as normal females but, 
owing to the effects ofSRYandAMH, th ey possess undescended testes instead of 
ovaries, and they lack a uterus and fallopian tubes. Mutations that lead to the 
overproduction of male sex hormones in females have the opposite effect: XX 
individuals are virilized. Occasionally, this occurs in developing male/female fra
ternal twins, when the female twin is exposed to male hormones from her brother. 
The CYP 19 enzyme converts androgens to estrogens. so mutations that increase 
irs activity can resuJt in the feminization of males; those decreasing or 
abolishing its activity can lead to the virilization of females. 
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5.8 CONSERVATION OF DEVELOPMENTAL PATHWAYS 
The various mechanisms described above are critically important for the organ
ism to develop, and they have generally been highly conserved during evolution. 
Nevertheless. developmental abnormalities of differing severity arise in some 
individuals as a result of mutations and lor environmental factors, and some 
developmental mechanisms show significant species differences. 

Many human diseases are caused by the failure of normal 
developmental processes 
The most extreme human diseases involve striking morphological abnormalities 
that are due to disruptions of the general processes of differentiation, pattern 
formation, and morphogenesis. An example is holoprosencephaly, a failure in 
the normal process of forebrain development, which in its severest form gives 
rise to individuals with a single eye (cyclopia) and no nose. As is the case for other 
human diseases, the phenotype can be influenced by both genetic and environ
mental factors. In some cases, it is clear that specific mutations have caused this 
defect. Examples include mutations in the SHHgene, which specifies the signal
ing protein Sonic hedgehog that acts as a morphogen in establishing the body 
plan in the developing embryo. Otherwise, the abnormality can be traced to an 
environmental cause, such as limited cholesterol intake in the maternal diet. In 
sex determination, as described above, both genes and the environment have a 
role. 

Although some developmental abnormalities can be traced to the use of drugs 
(chemicals that are known to have teratogenic effects include alcohol, certain 
antibiotics, thalidomide, retinoic acid, and illegal drugs such as cocaine), many 
are the result of mutations in specific genes. As stated at the beginning of this 
chapter, some of the most important developmental genes are regulatory in 
nature, encoding either transcription factors or components of signaling path
ways. Genes encoding structural components of the cell or extracellular matrix, 
and even metabolic enzymes, are also important in development and reveal 
important disease phenotypes. 

Developmental processes are often highly conserved but some 
show considerable species differences 
Where genes have been shown to cause developmental diseases, there is often a 
remarkable degree of evolutionary co nservation among animals. This conserva
tion applies not only to the genes but often also to entire pathways in which they 
are involved (Figure 5.22). 

Conserved molecular pathways are often used for similar processes in very 
distantly related species (see Figure 5.22A). For example, as mentioned above, 
neural induction in Xen.opus embryos involves a battle between the opposing 
effects of BMP4, which favors ventral and lateral fates, and dorsalizing (neural
izing) factors such as Chordin, Noggin, and Follistatin. The Drosophila orthologs 
of BMP4 and Chordin are proteins called Decapentaplegic (Dpp) and Short gas
trulation (Sog). respectively. Remarkably, these proteins have equivalent roles in 
the formation of the Drosophila nervous system. Indeed, the relationship goes 
further. The activity ofDpp in Drosophila is enhanced by the protein Tolloid (Tol), 
which degrades Sog. fn Xenopus, the role of Tol is taken by its ortholog Xolloid 
(Xoi), and in zebrafish the equivalent molecule is BMPl. Both Xolloid and BMPI 
degrade Chordin. There is also a cross-phylum pairing of Xen.opus BMP7 and the 
Drosophila protein Screw, accessory proteins that are necessary for BMP4IDpp 
activity. 

In other cases, the same developmental pathway is used for very different 
purposes in different species (see Figure 5.22B). In mammals, epidermal growth 
factor (EGF) binds to its receptor, EGFR, to initiate a Ras-Raf-MAP kinase cas
cade and promote the proliferation of epidermal cells. Equivalent pathways exist 
in D. melanogasrel' and C. elegans (although the counterparts of the human path
way components may have different names), bur the pathways perform different 
functions. In Drosophila, the equivalent pathway is used to promote differentia
tion of one of the eight photoreceptor cell types during eye development, and in 
C. elegans it is used to stimulate the division and differentiation of vulval cells. 
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One of the best examples of evolutionmy conservation involves the homeotic 
genes, which seem to be present in all animals and to have very similar functions. 
The fundamental role of these genes in pattern formation is demonstrated by the 
ability of orthologous genes from very different species to substitute for each 
other. Complete rescue of the mutant phenotype has been achieved for some 
Drosophila mutants by introducing the orthologous human gene. For example, 
the apterous mutant has no wings, but addition of the normal allele of this 
Drosophila mutation to the mutant embryo, or the human counterp art LHX2, 
results in a normal phenotype. 

However, there are also significant differences between species, even those 
that are closely related. There are very great differences between the vertebrate 
embryos before gast.rulation, reflecting different strategies for nutrient acquisi
tion, and the process of gastrulation is rather different between human and 
mouse embryos, with a flat bilaminar germ disk in humans and a cup-shaped 
one in mouse embryos. Sex determination mechanisms are also very diverse. Not 
all mammals use the human model ofXY sex determination, and many reptiles 
dispense with the use of heteromorphic sex chromosomes altogether by relying 
on the temp erature of the environment to specify the sex of the embryo. 
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Figur. 5..22 Evolutionary conservation of 
developmental pathways. (A) Components 
of the BMP4/Chord in pathway are conserved 
in Drosophila and vertebrates, where they 
have comparab le ro les in neural induction. 
(6) Although components of the epidermal 
growth factor signaling pathway are also 
conserved in several species, the pathway 
has diverse roles in 'lertebrates, flies 
(D. melonogasrer), and worms (c. e/egans). 
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Chapter 6 


Amplifying DNA: Cell-based 
DNA Cloning and PCR 

KEY CONCEPTS 

• 	 DNA molecules are velY long and complex and are prone to shearing when isolated from 
other cell constituents, making their purification difficult. 

• 	 DNA cloning means making multiple identical copies (clones) of a DNA sequence of 
interest, the target DNA; the increase in copy number is called amplification. The process 
requires a DNA polymerase to replicate a target DNA sequence repeatedly, either within 
cells or ill vitro. 

• 	 In cell-based DNA cloning, target DNA is fractionated by transfer into bacterial or yeast cells 
(transformation). Each transformed cell typically takes up just one target DNA molecule and 
replicates it using the host cell's DNA polymerase. 

• 	 Before transfer into cells, a target DNA is joined to vector DNA molecules, a plasmid, or a 
phage DNA capable of self-replication inside cells. The target-vector DNA complexes are 
known as recombinant DNA. 

• 	 Restriction endonucleases cut DNA molecules at defined short recognition sequences and 
are needed to prepare target and vector DNA for joining together. 

After having been transferred into ceils, recombinant DNA typically replicates 

independently of the host cell's chromosome(s). 


• 	 Large target DNAs are more stable in cells if carried by vectors whose copy number is 
constrained to one or two per ceil. 

Megabases of DNA can be cloned in yeast by adding very short sequence elements 
necessary for chromosome function to form a linear artificial chromosome. 

• 	 In expression cloning the target DNA lS designed to be expressed. It is converted to RNA and 
in many cases translated into a recombinant protein. 

• 	 Cell-based DNA cloning is slow and laborious; however, it can produce very large amounts 
of cloned DNA and is the first choice fo r cloning large DNA sequences, expressing genes, 
and making comprehensive sets of DNA clones (DNA libraries). 

• 	 DNA cloning can also be performed rapidly in vitro with the polymerase chain reaction 
(PCR). A purified DNA polymerase is usually used to replicate a specific DNA sequence 
selectively within a complex sample DNA. Oligonucleotides are designed to bind specifically 
to sites in the sample DNA that flank the target sequence, allowing the polymerase to 
initiate DNA replication at these sites. 

• 	 PCR can also be used to amplify many different target DNA fragments simultaneously, for 
example by using complex mixtures of numerous different primer sequences. This 
indiscriminate amplification can replenish many of the sequences in precious samples 
where there is little starting DNA. 

• 	 As well as being a DNA cloning procedure, PCR is also widely used as an assay to quantitate 
DNA and RNA after it has been converted by reverse transcriptase to complementary DNA 
(cDNA). Real-time PCR is the most efficient method, and quantitates PCR products while 
the peR reacti on is occurring. 
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The fundamentals of current DNA techno logy are velY largely based on two quite 
different approaches to studying specific DNA sequences within a complex DNA 
population, as listed below (see also FIgure 6.1): 

• 	 DNA cloning. DNA sequences of interest are selectively replicated in some way 
to produce very large numbers of identical copies (clones). The resulting huge 
increase in copy number (amplification) means that DNA cloning is effec
tivelya way of purifying a desired DNA sequence so that it can be comprehen
sively studied. 

• 	 Molecular hybridization. The fragment of interest is not amplified or purified 
in any way; instead, it is specifically detected within a complex mixture of 
many different sequences. This will be covered in Chapter 7. 
Before DNA cloning, our knowledge of DNA was extremely limited. DNA clon

ing teChnology changed all that and revolutionized the study of genetics. In 
comparison with protein sequences, DNA molecules are extremely large and 
complex-individual nuclear DNA molecules often contain hundreds ofmiUions 
of nucleotides. When DNA is isolated from cells by standard methods, these huge 
molecules are fragmented by shear forces, generating complex mixtures of still 
very large DNA fragments (about 50-100 kb in length with standard DNA isola
tion methods). Given the complexity of the DNA isolated from the cells of a typi 
cal eukaryote, or even prokaryote, the challenge was how to analyze it. 

For many eukaryotes, one early approach had been to separate different pop
ulations of DNA sequence by centrifugation. Ultracentrifugation in equilibrium 
density gradients (e.g. CsCI density gradients) typically fractionates the DNA 
from a eukaryotic cell into a maj or band representing the bulk of the DNA plus 
several minor satellite bands that are composed of classes of repetitive DNA. The 
DNA molecules of the sateliite bands (satellite DNA) have different buoyant den
sities from that of the bulk DNA (and from each other) because they consist of 
very long arrays of short tandem repeats whose base composition is significantly 
different from that of the bulk DNA. The satellite DNA sequences were found to 
be involved in specific aspects of chromosome structure and function. Although 
valuable and interesting, o1e purified satellite DNAs were a minor componen t of 
the genome and did not can tain genes. 

What was needed were more general methods that allowed any DNA sequence 
to be purified, not just DNA sequences whose base compositions deviated sig
nificantly from that of the total DNA. TWo major DNA cloning methodologies 
were developed that made this possible. Both use DNA polymerases to make 
multiple replica copies of DNA sequences (DNA clones) , permitting in principle 
the purification of any DNA sequence within a complex starting DNA 
population. 

complex DNA population 
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Figure 6.1 General approaches for 
studying specific DNA sequences in 
complex DNA populations. DNA molecules 
are very long and complex, and any gene 
or exon or other DNA sequence of interest 
typically represents a tiny fraction of the 
sta rting DN A that we ca n isolate from cells. 
Two quite different approaches ca n be 
used to study a particular DNA sequence 
of interest. One way is to purify a specific 
DNA sequence by selectively replicating 
its sequence in some way (DNA cloning), 
thereby increasing i ts copy number 
(amplification). The specific DNA can either 
be cloned within bac terial or yeast cells 
by using cellular DNA polymerases, or by 
using purified DNA polymerases in vitro, as 
in the polymerase chain reac tion (peR). An 
alternative approach makes no attempt to 

puri fy the DNA sequence, but instead seeks 
to detect it specifica lly. It involves labeling 
a previously isolated nucleic acid sequence 
that is related in sequence to the desired 
DNA sequence so that it can specifically 
recognize it in a molecular hybridization 
reac tion. 
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Cell-based DNA cloning 

Cell-based DNA cloning was developed in the early 1970s and uses cells to frac
tionate a complex sample DNA. It relies on cutting the sample DNA into small 
pieces and transporting Lbese fragments into suitable bacterial or yeast cells. 
Each host cell usually takes up just one fragment, and an individual fragment can 
be replicated many times within the cell by the host cell's DNA polymerase. 
Thereafter the cell is allowed to undergo many roWlds of cell division to produce 
large numbers of cells with identical copies of just one small fragment of the sam
pIe DNA. 

Cell-based DNA cloning revolutionized genetics and made it possible to purify 
and study any DNA sequence. Eventually it allowed vast numbers of DNA clones 
to be produced so that whole genomes and Lbeir RNA transcripts could be 
sequenced. It also allowed the production of purified proteins and specific func
tional RNA so that they could be studied at the basic research level whlle enabling 
various medical and biotechnological applications. We consider Lbe principles of 
cell-based DNA cloning and basic cloning systems in Section 6.1 and more 
advanced cloning systems in Section 6.2 and Section 6.3. 

The polymerase chain reaction (PCR) 

PCR is a rapid cell-free DNA cloning method Lbat was developed in Lbe mid
1980s. [t uses purified DNA polymerases to replicate defined DNA sequences 
selectively within a complex starting DNA population. Because it is a very rapid 
way of amplifying a specific DNA sequence, it allows quick screening of Lbou
sands of samples at a time. As a result, it has numerous applications in boLb basic 
and applied research; medical applications are based on its use as a diagnostic 
and rapid DNA-screening tool. 

PCR is a very sensitive and robust DNA cloning method, and ithas been widely 
used in forensic science and in amplifying DNA from tissue retrieved from his
torical or archaeological sites. As well as being a DNA cloning meLbod, PCR is also 
widely used to quanti tate boLb DNA and RNA in various assays in basic and 
applied research. We consider PCR in Section 6.4. 

6.1 PRINCIPLES OF CELL-BASED DNA CLONING 
Cell-based DNA cloning is mostly conducted in bacterial cells and was made 
possible by the discovery of type II restriction endonucleases. Restriction endo
nucleases serve to protect bacteria from invading paLbogens, notably viruses. 
After recognizing specific short sequence elements in the foreign DNA, the restric
tion endonucleases cleave the foreign DNA in the vicinity of each such element, 
but the bacterial cell DNA is left uncut because it is protected by DNA methyla
tion; Box 6.1 gives more details and describes the different classes of restriction 
enzyme, 

Type II restriction endonucleases offer two big advantages to molecular 
geneticists. First, they allow complex DNA molecules to be cut into defined frag
ments of manageable size. Second, Lbey help Lbe resulting DNA fragments to be 
joined to similarly cut vector molecules carrying an origin of replication, which 
enables them to self-replicate in cells. The resulting hybrid DNA molecules are 
known as recombinant DNA. This completes Lbe first of foW" essential steps in 
cell-based DNA cloning (see Figure 6.2A). 

The second essential step in cell-based DNA clorring involves fractionating a 
complex mixture of different recombinant DNA molecules by transferring Lbem 
into suitable host cells, usually bacterial or yeast cells. This process is known as 
transformation and each host cell usually takes up just one type of recombinant 
DNA (Figure 6.2B). Cells that have taken up a recombinant DNA are known as 
recombinants. 

The transformed cells are allowed to grow and multiply by repeated cell divi
sion. During Lbis time the recombinant DNA typically replicates independently 
of Lbe host cell's chromosome(s). Because an individual transformed cell nor
mally contains just one type of recombinant DNA, repeated division of Lbat cell 
generates a series of identical cells (cell clones) Lbat each contain the same type 
of recombinant DNA. Populations of cell clones that arise from different trans
formed cells can be physically separated by a procedure known as plating oUi. 
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BOX 6 .1 RESTRICTION ENDONUClEASES ANO RESTRICTION- MODIFICATION SYSTEMS 

Restriction endonucleases (also called restriction enzymes) are a class 
ofbacteriai endonucleases that ,leave double-stranded DNA on both 
strands, after first recognizing specific short sequence elements in 
the DNA. Wherever it encounters itsspecific recogni tion sequence, a 
restriction enzyme can cleave the DNA, often within the recognition 
sequence or close nearby_ 

Different bacterial strains produce different restriction enzymes, 
and more than 250 different sequence specificities have been 
identi fied (see REBASE, the Restriction Enzyme Database, at http:// 
rebase.neb.com/rebaselrebase.html). The convention for naming 
restriction enzymes is to begin with three letters, a capital for the fi m 
letter of th e bacterial genus followed by the first two letters of the 
species.Therea fter, one letter is used to denote the bacterial strain 
and finally a roman numeral is used to distinguish different restriction 
enzymes from the same bacterial strain. For example, EcaRI, which 
recognizes the sequence GAAnc, denotes the first restriction enzyme 
to be reported for Escherich ia coli strain RY13. 

The natural function of restriction enzymes is to protect bacteria 
from pathogens, notably bacteriophages (viruses that kill bacte ria
known as phages for short). They do th is by selectively cleaving the 
DNA of invading pathogens; the bacteria l DNA is protected from 
cleavage because it has undergone site·specific methylation by 
sequence-specifi c host cell DNA methyltransferases (modification). 

A particular strain of bacteria will produce a DNA 
methyltransferase with the same sequence specificity as a restriction 
enzyme produced by that strain. For example, E. co li strain RY13 
produces the fcaRI methyl transferase that specifically recognizes the 
sequence GAATIC and methylates the central adenosine on both 
strands. As a result the host cell's DNA is protected from cleavage 
by the feoRI restric tion enzyme (the methyl groups protrude into 

the major groove of the DNA at the binding site and so prevent the 
restriction enzyme from acting on It). The fcoRI endonuclease will, 
however, cut at unmethylated GAATIC sequences such as in the DNA 
of invading phage that has not previously been modified by the fcoRI 
methylase. 

Together, a restriction enzyme and its cognate modification 
enzyme(s) form a restriction- modi fication (R·M) system. In some 
R-M systems, the two enzyme activities occur as separate subunits or 
as separate domains of a large combined restriction-and-modification 
enzyme. Restriction enzymes have been classified into various broad 
groupings, according to the nature of their R-M system and other 
characteristics. The most defined groups are listed below. 

Type I restriction enzymes are multisubunit, combined restriction
and·modification enzymes tha t cut far away from their recogniti on 
sequences at variable locations. 
Type I! restriction enzymes are widely used in manipulating 
and analyzing DNA. They are typically single-subunit restriction 
endonucleases whose recognition sequences are often 
4-8 bp long, and they cut at defined positions either within the 
recognition sequence or very cl ose to it. Type IIR enzymes cut 
within their recognition sequences, which are often palindromes 
(the sequence in the 5'---+3' direction is the same on both strands). 
Type liS enzymes cut outside asymmetric recognition sequences. 
Type liB enzymes have bipartite recognition sequences. See 
Table 6.1 for examples. 
Type 111 restriction enzymes are multi subunit combined 
restriction·and-modification enzymes that recognize two separate 
nonpalindromic sequences that are inversely orientated. 
They cut the DNA about 20- 30 bp outside their recognition 
sequence. 

To do this, the mixture of transformed cells is spread out on an agar surface and 
allowed to grow to form well-separated cell colonies, each arising from a single 
transformed cell. Individual cell colonies can then be picked and allowed to 
undergo a second growth phase in liquid culture. resulting in very large numbers 
of cell clones (Figure 6.2C). 

The final step is to harvest the expanded cell cultures and purify the recombi
nant DNA (Figure 6.2D). The sections below consider these steps in so me detail. 

Manageable pieces of target DNA are joined to vector molecules 
by using restriction endonucleases and DNA ligase 

Of the different classes of res tric tion endonuclease (see Box 6.1), type I enzymes 
do not produce discrete restriction fragments and type III enzymes do not cut at 
all possible recognition sequences an d rarely give complete digests. The most 
valuable for DNA manipulations and DNA analyses are type Il restriction endo
nucleases. They cut at defined positions within their recognition sequences or 
very close to them. and so produce defined restriction fragmen ts. 

Many type II restriction endonucleases cut within sequences that are palin
dromes (the sequence of bases is the same on both strands when read in the 5'-+3' 
d irection, as a result ofa twofold axis of symmetry). The resulting restriction frag
ments may have blunt ends because the cleavage points occur exactly on the axis 
of symmetry. Often, however, cleavage is asymmetric, generating either over
hanging 5' ends or overhanging 3' ends (see Table 6.! ). As shown for the examples 
of BamHl and Pst! in Table 6.1, asymmetric cutting of a palindromic sequence 
generates restric tion fragments with two overhanging ends that are identical in 
sequence alld at the same time complementmy ill basesequellce. They will have a 
tendency to associate with each other (or with any other similarly complemen
tary overhang) by forming base pairs. Such overhanging ends are thus often 
describ ed as sticky ends. 

Type II restriction endonucleases were crucially important for the develop
ment of cell-based DNA cloning because they could cut DNA to produce defined 
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DNA fragments of a manageable size. When DNA is isolated from tissues and cul· 
tured cells, the unpackaging of the huge DNA molecules and inevitable physical 
shearing results in heterogeneous populations of DNA fragments. The fragments 
are not easily studied because their average size is still very large and they are of 
randomly different lengths. With the use of restriction endonucleases it became 
possible to convert this hugely heterogeneous population of broken DNA frag
ments into sets of smaUer restriction fragments of defined lengths. 

Type II restriction endonucleases also paved the way for artificially recombin
ing DNA molecules. By cutting a vector molecule and the target DNA with restric
tion endonuc!ease(s) producing the same type of sticky end, vector-target asso
ciation is promoted by base pairing between their sticky ends (Figure 6,3). The 
hydrogen bonding between their termini facilitates subsequent covalent joining 
by enzymes known as DNA ligases. Intramolecular base pairing can also happen, 
as when the two overhanging ends of a vector molecule associate to form a circle 

Rgur. 6.:2 The four essential steps of 
cell-based DNA cloning_ (A) Formation of 
recombinant DNA. Fragments of DNA cut 
with a restriction endonuclease are mixed 
with a homogeneous population of vector 
molecules that have been cut with a similar 
restriction endonuclease. The target DNA 
and vector are joined by DNA ligase to form 
recombinant DNA. Each vector contains an 
origin of replication that will allow it to be 
copied when inside a host cell. 
(B) Transformation. The recombinant DNA 
is mixed with host cells. which normally 
take up only one foreign DNA molecule. 

Thus. each cell normally contains a unique 
recombinant DNA. (e) Amplification. 
Individual transformed cells are allowed 
to undergo repeated cell division to 
give a colony of identical cell clones 
containing one type of recombina nt DNA 
that are kept physica lly separate fro m 
other colonies containing cell clones with 
different recombinant DNA molecules. 
For convenience. we show the example 
of a vector whose copy number per cell is 
highly restrained but many plasmid vectors 
can reach quite high copy numbers per 
cell. constituting an additional type of 
amplification. (0) Isolation of recombinant 
DNA clones. after separation of the 
recombinant DNA from the host cell DNA. 
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TABLE 6.1 EXAMPLES OF COMMONLY USED RESTRICTION ENDONUCLEASES 
r--

Enzyme Source Sequence recognized and cut 	 Restriction fragment ends 

TYPE IIR (CUT WITHIN A USUAllY PALINDROMIC RECOGNITION SEQUENCE) 

Producing blunt ends , 
AluJ Arthrobacter luteus AGeT 	 5'CT- - - - - - - - - - - - AG 3' 


3'GA- ---- --- -- - -TC 5'
T,Cr
Producing 5' overhangs 

80mHI Bacillus amyloliquefaciens H GGATCC 	 5'GATCC-------G 3' 

3' G- - - ----CCTAG 5'
CCTAGf 

Producing 3' overhangs 

Pst! Providencia stuartii CTGCAt 	 5' G-- --- --CTGCA 3' 

reGTe 	 3' ACGTC-------G 5' 

TYPE 115 (CUTOUTSIDE ASYMMETRIC SEQUENCE) 

t
Mnll Moraxella nonliquefaciens 	 CCTCNNNNNNN 5' - - - - CCTCNNNNNNN 3' 


GGAGNNNNt 3'N - - - - GGAGNNNNNN 5' 


TYPE liB (HAVE BIPARTITE RECOGNITION SEQUENCES) 

BstXI Bacillus stearothermophilus XI 	 CC]I.NNNNJNTGG 5' NTGG-- - ---CCf.l'-INNNN 3' 

GGTNpNNNNACC 3'NNNNNACC- - - - - -GGTN 5' 

For other enzymes see the REBASE database of restriction nucleases at httpj/~ebase.neb.com/rebase/rebase.html. N = any nucleotide. 

(cyclization), and ligation reactions are designed to promote the joining of target 
DNA to vector DNA and to minimize vector cyclization and other unwanted 
products such as linear concatemers produced by sequential end-to-end joining 
(see Figure 6.3). 

Basic DNA cloning in bacterial cells uses vectors based on 
naturally occurring extrachromosomal replicons 

Most cell-based DNA cloning uses modified bacteria as the host cells. Bacterial 
cell cycle times are short and so they multiply rapidly. They typically have a single 
circular double-stranded chromosome with a single origin ofreplication. Shortly 
after the host chromosome has replicated, the cell divides to give daughter cells 
that each have a single chromosome, like the parent cell. 

Target DNA fragments typically lack a functional origin of replication, and so 
cannot replicate by themselves within bacterial cells. They need to be attached to 
a DNA replicon, a sequence that has a replication origin allowing propagation 
within cells. A replicon that carries target DNA as a passenger into cells and allows 
the target DNA to be replicated is known as a vector molecule. The most efficient 
way to propagate target DNA within cells is to use a vector with a replication ori
gin that derives from a natural extrachromosomal replicon, one that replicates 
independently of the host cell's chromosome. Extrachromosomal replicons often 
go through several cycles of replication during a single cell cycle, and they can 
therefore reach high copy numbers (unlike the chromosomal DNA copy number, 
which is restricted to typically one per cell). As a result, large amounts of target 
DNA can be produced by being co-replicated with an extrachromosomal 
replicon. 

The extrachromosomal replicons that are found in bacterial cells usually 
belong to one of two classes: plasmids and bacteriophages (phages). Plasmids 
are non-essential DNA molecules that replicate independently of the host cell's 
chromosome. They are vertically distributed to daughter cells after division of the 
host cell, but they can be transferred horizontally to neighboring cells during 
bacterial conjugation events. They often consist ofsmall circular double-stranded 
DNA molecules, but some plasmids have linear DNA. They range in size from 
2 kb to more than 200 kb and individually contain very few genes. 

Plasmid copy number varies significantly: high-copy-number plasmids may 
reach more than 100 copies per cell, but other plasmids may be restricted to just 
one or two copies per cell. Different plasmids can coexist in a cell. A typical 
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target DNA cut with Mool vector DNA cut wllh BamHI Figure 6.3 Formation of recombinant, DNA. Heterogeneous target DNA sequences 
~ 

C'l'AG , 
CTJI,.G, 

1 
CTAG 

-:r "fI.G 

! 


intramolecular 
vector cycllzatlon 

C1AG( C:AG 

intermolecular target- target concatemers 

intermolecular vector-target 
recombinant DNA 

Escherichia coli isolate, for example, might have three different small plasmids 
present in multiple copies and one large single-copy plasmid. Natural examples 
of bacterial plasmids include plasm ids that carry the sex factor (F) and those that 
carry drug-reSistance genes. Some plasmids sometimes insert their DNA into the 
bacterial chromosome (integration). Such plasmids, which can exist in two 
forms-extrachromosomal replicons or integrated plasmids-are known as 
episomes. 

A bacteriophage (or phage, for shon) is a virus that infects bacterial cells. 
Unlike plasmids, phages can exist extracellularly but, like other viruses, they must 
invade a host cell to reproduce, and they can only infect and reproduce within 
cena in types of host cell. Phages may have DNA or RNA genomes, and in DNA 
phages the genome may consist of double-stranded DNA or single-stranded DNA 
and may be linear or circular. There is considerable variation in genome sizes, 
from a few \dlobases to a few hundred \dlobases. 

[n the mature phage particle, the genome is encased in a protein coat that can 
aid in binding to specific receptor proteins on the surface of a new host cell and 
entry into the cell. To escape from one cell to infect a new one, bacteriophages 
produce enzymes that cause the cell to burst (cell lysis). The ability to infect new 
cells depends on the number of phage particles produced, the burst size, and so 
high copy nwnbers are usually attained. Like episomal plasmids, some bacterio
phages, such as phage ie, can also integrate into the host chromosome, where 
upon the integrated phage sequence is known as a prophage. 

Cloning in bacterial cells uses genetically modified plasmid or 
bacteriophage vectors and modified host cells 
For natural plasmids and phages to be used as vector molecules, they need to be 
genetically modified in different ways. First, it is important to design the vector so 
that the target restriction fragments are inserted into a unique location (the 

cut with a type II restriction enzyme (Mbor 
in this example) are mixed with vector 
DNA cut with another restriction enzyme 
such as BamHI that generales the same 
type of sticky ends (here, a 5' overhanging 
sequence of GATC). Ligation conditio~s are 
chosen that will allow target and vector 
molecules to combine, to give recombinant 
DNA. However, other li gation products 
are possible. Intermolecular target-target 
concatemers are shown on the left, and 
intramolecular vector cycliz<l tion on the 
right. Other possible ligation products not 
shown here include intermolecular vector 
concatemers, cyclization of multimers, and 
co-ligation events that involve two different 
target sequences being included with a 
vec[Or molecule in the same recombinant 
DNA molecule. 



-------
•• 

'70 Chapter 6: Amplifying DNA: Cell-based DNA Cloning and PCR 

cloning site) in the vector molecule. In adelition, to accommodate different types 
of restriction fragments it is highly desirable to have a variety of different unique 
restriction sites that provide a variety of possible cloning sites. This is normally 
achieved by inserting into a vector a sequence that has been artificially synthe
sized to have the desired restriction sites. To do this, two long complementary 
oligonucleotides are synthesized so that when allowed to hybridize they form a 
20-40 bp polylinker sequence with multiple desired restriction sites that is then 
inserted into the vector. To ensure that the desired cloning sites in the polylinker 
are unique, other examples of the same restriction sites that occur naturally else
where in the vector are eliminated by site-specific mutagenesis. Figure 6.4 shows 
an example of a plasmid vector with a multiple cloning site region that originated 
by the insertion of a polylinker. 

Another modification is to insert a marker gene within the vector. Plasmid 
vectors, for example, are widely modified to include an antibiotic· resistance 
gene, often a gene that confers resistance to ampicillin, chloramphenicol. kan· 
amycin, or tetracycline (see Figure 6.4 for an example) . In such cases the bacterial 
cells used for cloning need to be sensitive to the relevant antibiotic. To screen for 
cells transformed by the vector, the transform ed cells are plated out on an agar 
surface that contains the relevant antibiotic; the resulting colonies should be 
descendants of originally antibiotic-sensitive cells that have been transformed 
by the vector to become resistant to antibiotics. 

An additional widely used marker system derives from the E. coli lacZ gene 
and involves a blue-white color assay for j3-galactosidase, the lacZproduct. This 
enzyme can cleave the disaccharide lactose to give glucose plus galactose, but 
transcription of lacZ is normaUy repressed by a lac repressor protein encoded by 
the lacI sequence. Transcription of lacZ can, however, be induced by lactose, or a 
lactose analog such as isopropylj3-D-thiogalactoside (WIG), which binds to the 
repressor protein and inactivates it. IPTG is generally used as the inducer because 
it cannot be metabolized, and therefore its concentration does not change as the 
cells grow. The marker assay is also designed to depend on complementation 
between different inactive j3-galactosidase fragments produced by the host cell 
and the vector. Thus, the E. coli host is a mutant in which the 5' end of the lacZ 
gene has been deleted, resulting in production of a large, but inactive, C-terminal 
fragment of j3-galactosidase. Vectors such as p UCl9 (see Figure 6.4) have been 
modified to contain lacZ', a 5' comp onent of the lacZ gene that when transcrib ed 
produces a short inactive N-terminal fragment of j3-galactosidase. This fragment, 
the ex-fragment, complements the host cell's C-terminal fragment to produce a 
functional enzyme (ex -complementa.tion.). The active enzyme is conveniently 
assayed by a chemical reaction as described in Figure 6.4. 

A further refinement of the lacZ co mplementation assay permits the screen
ing for transformed cells that have taken up recombinant DNA (vector plus insert 
DNA). In this case, the polylinker is inserted within the coding sequence that 
specifies the N-terminalj3-galactosidase fragment, as in the example of the plas· 
mid pUCl9 (see Figure 6.4). In such cases the number of nucleotides in the 
polylinker is an exact multiple of three so that the vector's N- terminalj3-galacto
sidase fragment can continue to complement the host's j3-galactosidase fragment 

Sact Smal Xoot Pstl Hindlll 
r---1 r------l r---l r----a ~ 

cgt,gaattc,GAGCTCfGTACCfGGfGATCCrCTAGAfTCGACPTGCA~G[ATGCfAGCTTGGCg taa tca tggtcat 

EcoRI Kpnl 8amHI Sail Spht 

ori 

FIg:ur. 6.4 An example of a high-copy
number plasmid vector, pUC19. The 
odgin o f replication (o ri ) enables more 
than' 00 copies of pUC, 9 in a Suitable 
E. call host cell. The ampicillin resistance 
gene (AmpR) permits selection for cells 
containing the vector mOlecule.lacZ' is 
a 5' fragment of the lacZ gene that can 
be expressed to give a short N-terminal 
fragment of p-galactosidase, the a.-fragment. 
loci encodes a lac repressor protein that 
represses transcription of facZ' until 

the inducer IPTG is added to the culture 
medium to bind to the repressor protein 
and inactivate it. The host cell has a 
mutant fael gene that makes an inactive 
(-terminal fragment of p-galactosidase, 
which can, however, be complemented by 
the a -fragment produced by the vector to 
produce a functional p-galactosidase. The 
assay uses a colorless substrate IS-bromo
4-chloro-3-indolyl-p-D-galactopyranoside 
(X-Gal)) that is converted to a non-toxic ( 

reac tion product w ith an intense blue color. ( 

A poly ti nker inserted near the sta rt of the 
vector'S lad' coding sequence provides a r 
multiple cloning site (M(S} region , a series of r 
different unique restriction sites that allows 
alternative possibilities for cloning restriction 
fragments. The polylinker is small and 

inserted so that the 10cZ' reading frame is 
preserved and functional. However, cloning 
of a comparatively large insert into the 
M(S typically causes insertional inactivation 
and an absence of p-galactosidase activity, 
and so cells with recombinant DNA will o 
be colorless. 

l 
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to produce hlue colonies. However, recombinants with an insert in the polylinker 'FlgUNe 6 .5 Transformation, the critical 
can cause insertional inactivation so that no functional ~-galactosidase is DNA fractionation step, and large-scale 

produced. amplification of recombinant DNA. 
(A) Cell-based DNA cloning typically starts 
with a complex population oftarget DNATransformation is the key DNA fractionation step in cell -based 
fragments that are joined to a single

DNA cloning type of vector molecule, producing a 
heterogeneous collection of recombinant

The plasma membrane of cells is selectively permeable so that only certain small 
DNA molecules. During transformation, the

molecules are allowed to pass into and out of cells; large molecules such as long recombinant DNA molecules are t ransferred 
DNA fragments are normally unable to cross the membrane. However, cells can into competent cells, so that a cell typically 
be treated in different ways so that the selective permeability of the plasma mem takes up just one type of recombinant DNA 
branes is temporarily distorted. One way, for example, is to use electroporation, molecule. As a result, the celt population 

in which cells are exposed to a short high-voltage pulse of electricity. As a result acts as a fractionation system, allocating 

of the temporary alteration to the cell membrane, some of the treated cells individual recombinant DNAs to individual 
cells. Within each cell, a recombinantbecome competent, meaning that they are capable of taking up foreign DNA from 
DNA can replicate extrachromosomally,the extracellular environment. 
often producing many identical DNAOnly a small percentage of competent cells will take up recombinant DNA to 
clones. Thereaher each transformed cellbecome transformed. However, those that do will often take up just a single 
undergoes repeated divisions to generate

recombinant DNA molecule. This is the basis of the critical fractionation step in populations of identical cell clones that 
cell-based DNA cloning. The population of transformed cells can be thought of will form cell colonies. (8) The cell colonies 
as a sorting office in which the complex mixture of DNA fragments is sorted by can be physically separated by plaring 
depositing indiVidual DNA molecules il1to individual recipient cells. Extra out, a procedure that involves growth of 

chromosomal replication of the recombinant DNA often allows many identical transformed cells on a nutrient agar surface 

copies of a single type of recombinant DNA in a cell (Figure 6.5). so as to allow separation of cell colonies. 
Individual colonies are picked and added toBecause circular DNA transforms much more efficiently than linear DNA, 
liquid culture in flasks to allow secondarymost of the cell transformants will contain cyclized products rather than linear 
amplification. «(ourtesy ofJames Stock,recombinant DNA concatemers. Usually vector molecules are treated to reduce 
King's College. Used under the Creat ive

the chance of cyclizing and so most of the transformants will contain recombi Commons Attribution ShareAlike 3.0 license.)
nant DNA Note. however, that co-transformation, the occurrence of more than 
one type of introduced DNA molecule within a cell clone, can sometimes occur. 

The transformed cells are allowed to multiply. [n cloning using plasmid vec
tors and a bacterial cell host, a solution containing the transformed cells is sim
ply spread over the surface of nutrient agar in a Petri dish and the cells are allowed 
to grow (a process called platingout-Figuxe 6.5). This usually results in the for
mation of bacterial colonies that consist of cell clones (all the cells in a single 
colony are identical because they are all descended from a single founder cell). 
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Plating out is normally designed to produce well-separated colonies on the 
agar surface, allowing the physical separation of colonies containing different 
types of recombinant DNA. Picking an individual colony into a culture flask for 
subsequent growth in liquid culture permits a secondary expansion of cell num
bers that can result in very large yields of cell clones, all identical to an ancestral 
single cell (see Figure 6.5). If the original cell contained a single type of foreign 
DNA fragment attached to a replicon, then so will the descendants, resulting in a 
huge amplification in the amount ofthe specific foreign fragment. 

Recombinant DNA can be selectively purified after screening and 
amplifying cell clones with desired target DNA fragments 
Some marker gene systems provide a general system for scree ning for recom
binants, such as insertional inactivation in the case of the lacZ a-complementa
tion system described above. To screen for an individual recombinant that has a 
specific target DNA of interest, it is usual to prepare a labeled probe that can spe
cifically detect the target DNA in a hybridization reaction against bacterial colo
nies that have been separated on a membrane (this is known as colony hybridiza
tion. and will be described in Chapter 7). 

Desired bacterial colonies are picked and allowed to grow further in liquid 
culture, resulting in large numbers of cells and recombinant DNA. To recover the 
recombinant DNA, the cells are broken open (lysed). The host chromosome of 
bacterial cells is circular, like any plasmids containing introduced foreign DNA, 
but is very much larger than a plasmid. Although the smaller plasmid recom
binant DNA remains circular, the large chromosomal DNA often undergoes 
breakage during cell lysis and subsequent DNA extraction, resulting in linear 
DNA fragments with free ends. The purification methods typically exploit the 
physical difference in lysed cells between chromosomal DNA (containing free 
DNA ends) and recombinant DNA (no free DNA ends). To do this, the DNA is first 
subjected to a denaturation step, for example by treatment with alkali, followed 
by a renaturation ste p. The linearized chromosomal DNA readily denatures and 
precipitates out of solution . However, the plasmid recombinant DNA is in the 
form of covalently closed circular DNA, and afrer the renaturation step it sponta
neously fonms supercoiled DNA and remains in solution. 

As required, further purification is usually performed with anion- exchange 
chromatography. The widely used Qiagen anion-exchange resins consist of silica 
beads of defined size that have a hydrophilic surface coating, allowing dense 
coupling of positively charged diethylarninoethyl (DEAE) groups. Because ofthe 
very large number of negatively charged phosphate groups of the DNA backbone 
that are attracted to bind to the DEAE groups on the silica resin, DNA binds tightly 
to the resin, whereas impuriltes bind weakly or not at all. The tightly bound DNA 
can subsequently be eluted with high-salt buffers to disrupt the phosphate-DEAE 
bonding. The insert target DNA can be excised from a plasmid reco mbinant DNA 
and subcloned into other vectors as required that may offer the possibility to 
sequence the DNA or express any genes within the target, for example. We will 
consider some of these applications in the next sections. 

6,2 LARGE INSERT CLONING AND CLONING SYSTEMS 
FOR PRODUCING SINGLE-STRANDED DNA 
The first successful attempts at cloning human DNA fragments in bacterial cells 
lOok advantage of gene transcripts that were naturally highly enriched in some 
tissues. For example, much of the mRNA made in erythrocytes consists of a- and 
p-globin mRNA. When reverse transcriptase is used to copy erythrocyte mRNA, 
the resulting erythrocyte complementary DNA (cDNA) is greatly enriched in 
globin cDNA, facilitating its isolation. 

To enable a more general method of cloning genes, and indeed all DNA 
sequences, technologies were subsequently developed with the aim of cloning all 
of the constituent DNA sequences in a starting population. The resulting com
prehensive collections of DNA clones became known as DNA libraries. Genomic 
DNA libraries are prepared from total genomic DNA of any nucleated cells of an 
organism; cDNA libraries are prepared from cDNA copies of total RNA or mRNA 
from specific tissues or cells of an organism. DNA libraries have been vitally 
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TABLE 6.2 PROPERTIES OF CELL ·BASED DNA CLONING SYSTEMS ARRANGED ACCORDING TO INSERT CAPACITY 

Cloning system based on Insert size Copy 
number 
(percell ) 

Applications 

PLASMID VECTORS 

Plasmid vectors 
allowing 
replication to 
high-copy
numbers 

Standard plasmid and 
phagemid vectors 

Cosmid vectors 

Usually up 
to 5-10 kb 

30-44 kb 

often high 

high 

Very versatile. Routinely used in subcloning of fragments amplified 
by PCR. Also widely used in making eDNA libraries and for expressing 
genes to give RNA or prote in products. Phagemids can produce 
single-stranded recombinant DNA 

Used for making genomic DNA libraries with modest-sized inserts. 
However, high copy number makes inserts comparatively unstable 

Plasmid vectors 
whose copy 
number is 
constrained 

Fosmid vectors 

PAC (Pl artificial 
chromosome) vectors 

30- 44 kb 

130- 150 kb 

1-2 

1-2 

An alternative to cosmid cloning, providing much greater insert 
stability at the expense of lower yields of recombinant DNA 

Used for making genomiC DNA libraries, often as a supplementary 
aid to BAC cloning 

BAC (bacterial artificial 
chromosome) vectors 

up to 
300kb 

1-2 Used extensively to make genomic libraries for use in genome 
projects 

YAC (yeast artificial 
chromosome) vectors 

0.2-2.0 Mb low Used as an intermediate cloning system for some genome projects 
(e.g. Human Genome Project) but inserts are often unstable. Also 
useful in studying function of large genes or gene clusters 

PHAGE VECTORS 

MI3 sma ll lowto 
medium 

Useful in the past for making single-stranded recombinant DNA for 
sequencing templates and site-directed mutagenesis. Superseded 
by phagemids 

A insertion vectors e.g. Agt11 up to 10 kb low Useful for making cDNA libraries because they can accept quite large 
inserts and because large numbers of recombinants can be made 

Areplacement vectors 9- 23 kb' low Used for making genomiC DNA libraries in the past; rarely used now 

P1 70- 100 kb low Used for making genomic libraries in the past; rarely used now 

alnsert size is increased compared to insertion vectors by removing a central non-essential part of the A. genome and replacing it by the DNA to be 
cloned. Note that plasmid vectors are generally preferred; phage vectors are comparatively difficult to work with. 

important tools in the Genome Projects and in working out gene structure and 
the relationship between genes and their transcripts. We will consider them in 
detail in Chapter 8. 

Vertebrate genes are often very large with a high content of repetitive DNA, 
making them less amenable to cloning. Repetitive DNA is extremely rare in bac
terial genomes, and large amounts of introduced recombinant DNA that is rich in 
repetitive DNA sequences are not well tolerated. As a result, standard plasmids 
can rarely be used to clone large (> 10 kb) fragments of animal DNA; instead, the 
inserts are usually less than 5 kb. Plasmids continue to be the workhorses of DNA 
cloning for many research purposes, however. Vectors such as pUC19 (see Figure 
6.4) permit high-copy-number replication and large amounts of recombinant 
DNA, and, as we will see in Section 6.3, plasmid vectors are widely used to express 
genes of interest. To clone larger DNA fragments, different DNA cloning systems 
\I'ere needed (see Table 6.2 for an overview). In addit ion. some applications for 
studying recombinant DNA, notably DNA sequencing and in vitro site- specific 
mutagenesis, required single-stranded DNA templates. As a result, cloning vec
lOrs were also developed that could be used to generate single-stranded recom
binant DNA. 

Early large insert cloning vectors exploited properties of 
bacteriophage }, 
Bacteriophage A (lambda) has a linear 48.5 kb double-stranded DNA genome. 
Within an E. coli host, A DNA can replicate extrachromosomally or it can inte
grate into the host chromosome and be replicated as a chromosome component. 
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integration and : DNA synthesis, host cell lySiS, 
coat proteins recombination and pathway regulation 

l[ III II ,H I o 11 
cos 

nOl'\-essential region 

The central portion of the A genome is a non-essential region: the genes it con
tains are required only for integrating A DNA into the host chromosome. DNA 
cloning is therefore possible by removing a large central section of the A genome 
DNA and replacing it by up to 23 kb of target DNA ( ~lgure 6.6). 

A further refinement that improved the upper size of fragments that could be 
cloned exploited the properties of the terminal cos sequences of A. The cos 
sequences terminate in 5' overhanging ends that are 12 nucleotides long and 
complementary in sequence so that they are cohesive ends; hence the name cos 
(see Figure 6.6). The A genome needs to be linear to fit into its protein coat, but 
after the phage has attached to the membrane of a new host cell and inserted its 
linear DNA, the inserted A DNA immediately cyclizes by base pairing between the 
cos sequences. Extrachromosomal replication of A DNA occurs by a rolling-circle 
model that generates linear multimers of the unit length. The A multimers are 
cleaved within the cos sequence to generate unit length linear genomes for pack
aging into viral protein coats. 

For proper packaging of A DNA within the phage protein coat the spacing 
between the cos sequences is constrained to be 35-53 kb. By inserting the cos 
sequence into a plasmid, a new type of cloning vector, the cosmid, was produced 
that, when used with an in vitro A packaging system, could accept foreign frag
ments up to 40 kb in length. However, cosmid recombinan ts that contain verte
brate DNA 40 kb long are unstable. The inserts typically have repetitive sequences 
and when the recombinant DNAis present in a bacterial cell at high copy number, 
recombination makes the inserts prone to rearrangement and deletion. 

To achieve cloning of larger inserts, cloning systems needed to use low-copy
number replicons. One successful approach uses bacterial hosts but with extra
chromosomal replicons that are constrained in copy number. Another solution 
involves using yeast cells and seeks to construct artificial chromosomes to 
replicate target DNA. In this case, the vectors include sequences essential for 
chromosomal function, including an origin of replication that originates from a 
chromosome, resulting in low copy numbers. To generate very large target DNA 
fragments for cloning, DNA needs to be isolated from cells under gentle condi
tions and then subjected to partial digestion with a restriction endonuclease, so 
that only a small minority of the available restriction sites are actually cut. 

Large DNA fragments can be cloned in bacterial cells by using 
extrachromosomallow-copy-number replicons 

Many vectors used for DNA cloning in bacterial cells are based on extrachromo
somal replicons that permit replication to high or medium copy numbers in host 
cells. The DNA of complex eukaryotes, notably mammals, contains numerous 
repetitive sequences that can lead to instability when propagated at high copy 
number in bacterial cells. Clones containing large eukaryotic DNA inserts with 
multiple repetitive sequences are particularly unstable, and propagating them at 
high copy numbers results in deletion of the insert or rearrangement of the cloned 
DNA. To overcome such a size limitation, plasmid and phage vectors were devel
oped that used low-copy-number replicons. 

Bacterial artificial chromosome (BAC) and fosmid vectors 
The F factor, an E. coli fertility plasmid, contains two genes, parA and parB, that 
maintain the copy n umber at one or two per E. coli cell. Plasmid vectors based on 
the F-factor system are able to accept large foreign DNA fragments (up to 300 kb), 
and the resulting recombinants can be transferred with considerable efficiency 
into bacterial cells by using electroporation. The resulting plasmid recombinants 
are very large, and although not quite so large as a bacterial chromosome (which 
is also circular, double- stranded, and mostly protein-free) they became known as 
bacterial artificial chromosomes (RACs). BACs contain a low-copy-number 

Fig ... ,. 6.6 A map of the phage A genome. 
Genes are shown as ver tical bars. The central 
region of the 48.5 kb A, genome is non
essential for extrachromosomal replication, 
viral coat production, and lysis of the host 
cell-it contains genes that are required only 
when A integrates into the chromosome 
of its host cell. When using A replacement 
vectors, c(oning occurs by replacing this 
central non-essential region by target 
restric tio n fragments that can be 9-23 kb 
long. The terminal cos sequences have 
S' overhanging ends that are 12 nucleotides 
long and complementary in sequence, 
enabling cyclization. The A. genome needs to 
be linear to fit Into its protein coat, but after 
the phage has attached to the membrane of 
a new host cell and inserted its linear DNA, 
the inserted)., DNA immediately cyclizes by 
base pairing between the overhanging 5' 
cos sequences, then replicates eventually by 
a rolling-circle model that generates linear 
multimers of the unit 48.5 kb length. Coat 
proteins are synthesized and the )., multimers 
are then snipped asymmetrically within the 
cos sequence to generate multiple copies of 
the unit genome that are then Individually 
packed within protein coats. 
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replicon, and so only low yields of recombinant DNA can be recovered from the 
host cells. However, because of their great insert stability they were the most 
widely used clones that were selected for sequencing in the Human Genome 
Project. 

Cosmid-like vectors that have been adapted for low-copy-number replication 
by using F-factor genes are known as fosmid vectors. The inserts have the same 
size range as in cosmid cloning but are much more stable. 

Bacteriophage Pl vectors and Pl artificial chromosomes 
An alternative approach to cloning large inserts in E. coli was to develop vectors 
based on bacteriophages that have naturally large genomes. For example, bacte
riophage PI has a 110-115 kb linear double-stranded DNA genome that, like 
phage A, is packaged into a protein coat. Bacteriophage PI cloning vectors have 
therefore been designed in which components of PI are included in a circular 
plasmid. Subsequently, features of the PI and F-factor systems were combined in 
another plasmid-based cloning system in which recombinants are known as a PI 
artificial chromosomes (PACs). As in BACs, the inserts of PACs are very stable 
and they have also been used as direct templates for sequencing in some genome 
projects. 

Yeast artificial chromosomes (YACs) enable cloning of megabase 
fragments of DNA 

The most popular method for cloning extremely large DNA fragments is based on 
making artificial chromosomes that can be propagated in the budding yeast. The 
chromosomes of Saccharomyces cerevisiae are linear and vary in size from 200 kb 
to 1.5 Mb. As well as carrying large numbers of genes they also contain short 
sequence elements that are essential for their basic chromosomal functions: to 
maintain the DNA molecule, replicate it, and ensure faithful segregation into 
descendant cells after cell division. Only three types of short sequence, each at 
most only a few hundred base pairs, are needed for a DNA molecule to behave as 
a chromosome in S. cerevisiae (see Figure 2.10). Centromeres are required for the 
disjunction of sister chromatids in mitosis and also the disjunction of homolo
gous chromosomes at the first meiotic division. Telomeres are needed for the 
complete replication of linear molecules and for protection of the ends of the 
chromosome from attack by nucleases. Autonomous replicating sequence (ARS) 
elements are required for autonomous replication ofthe chromosomal DNA and 
are thought to act as specifi c replication origins. 

To make a yeast artificial chromosome (yAC), all that is needed is to combine 
a suitably sized foreign DNA fragment with four short sequences that can func
tion in yeast cells (two telomeres, one centromere, and one AllS element). The 
resulting linear DNA molecule should have the telomere sequences correctly 
positioned at the termini (FigUJ'e 6,7). YACs cannot be transfected directly into 
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Figure 6,7 Malting yeast artificial 
chromosomes (VACs). A gene conferring 
ampicillin resistance (AmpR) and a plasmid
derived origin of replication (orl) allow 
the YAC vector to be replicated to a high 
copy number in an E. coli host. In addition, 
the vector contains the three types of 
element required for DNA to behave as a 
chromosome in yeast celis: a centromere 
(CEN4), an autonomous replicating 
sequence (ARS1), and two telomeres (TEL). 
The dominan t alleles TRPI and URA3 are 
included as marker genes: th ey complement 
recessive alleles (tfP 1 and ufo3) in the yeast 
host cell, providing a selection system for 
identifying transformed cells containing the 
YAC vector. The cloning site for foreign DNA 
is located within th e SUP4 gene.Thi s gene 
compensates for a mutation in the yeast 
host cell that causes the accumulation of red 
pigment. The host cells are normally red, and 
those transformed with just the vector will 
form colorless colonies. Cloning of a foreign 
DNA fragment into the SUP4 gene causes 
insertional inactivation, restoring 
the mutant (red) phenotype. Target DNA 
is partly digested with the restriction 
endonuclease EcoRI to give ve ry large 
fragments (hundreds of kilobases) and 
mixed with linearized vec tor molecules cut 
with the restriction endonucleases BamHI 
and EcoRl.ligation occurs at the EcoRI ends, 
with venor sequences flanking the target 
DNA fragments. The recombinant DNA 
can then be used to transform specialized 
yeast host cells, and the selection systems 
described above can be used to identify 
transformed cells and those containing 

TEL recombinant DNA.TEl ARS - --
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yeast cells; instead, the external cell walls must first be removed. The resulting 
yeast spheroplasts can accept exogenous fragments but are osmotically unstable 
and need to be embedded in agar. The overall transformation efficiency is very 
low, and the yield of cloned DNA is low (about one copy per cell) . Nevertheless, 
the capacity to clone large DNA fragments (up to 2 Mb) made YACs a vital tool in 
the physical mapping of some complex genomes, notably the human genome. 

Producing single-stranded DNA for use in DNA sequencing and 
In vitro site-specific mutagenesis 

Single-stranded DNA clones have been preferred templates for DNA sequencing: 
the sequences obtained are clearer and easier to read than when double-stranded 
DNA is used. We will consider aspects of DNA sequencing in Chapter 8. 

Single-stranded DNA templates are also ideal substrates for site-specific 
in vitro mutagenesis, an invaluable experimental tool in dissecting the func
tional contributions made by short sequences of nucleotides or amino acids. For 
example, the suspected contribution of a specific amino acid to the function of 
its protein can be tested by deleting the amino acid or mutating it to give a differ
ent amino acid with a rather rllfferent side chain. To do this, a single- stranded 
cloned DNA with the wild-type sequence is allowed to base-pair with a synthetic 
oligonucleotide that is designed to be perfectly complementary in base sequence 
except for some changes that will correspond to the desired mutation. The oligo
nucleotide is allowed to prime new DNA synthesis to create a complementary 
full-length sequence containing the desired mutation. The newly formed wild
type-mutant heteroduplex is used to transform cells, and the desired mutant 
sequence can be identified by screening for the mutation (FIgure 6.8). 

Single-stranded recombinant DNA is often obtained by using cloning systems 
based on filamentous bacteriophages such as phages M13, fd, and fl, which nat
urally adopt a Single- stranded DNA form at some stage in their life cycle. 
Alternatively, plasmid vectors are used that contain filamentous phage DNA 
sequences that regulate the production of single-stranded DNA. 

M13 vectors 
Bacteriophage M13 has a 6.4 kb circular Single-stranded DNA genome enclosed 
in a protein coat, forming a long filamentous structure. It infects certain strains of 
E. coli. After the M13 phage binds to the wall of a bacterial cell, it injects its DNA 
genome into the cell . Shortly after the single-stranded M13 DNA enters the cell it 
is converted to a double·stranded DNA, the replicative form that serves as a tem
plate for making numerous copies of the genome. After a short time, a phage
encoded product switches DNA synthesis toward the production ofsingle strands 
that migrate to the cell membrane. Here they are enclosed in a protein coat, and 
hundreds of mature phage particles are extruded from the infected cell without 
cell lysis. 

M13 vectors are based on the double-stranded replicative form, which has 
been modified to contain a multiple cloning site and a lacZ selection system for 
screening for recombinants. Double-stranded M13 recombinants can be trans
fected into a suitable E. coli strain; after a certain period, phage particles are har 
vested and used to retrieve Single-stranded recom binant DNA (Plgure 6.9). 
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F1guAl6.8 Oligonucleotide mismatch 
mutagenesis. Many different methods of 
oligonucleotide mismatch mutagenesis can 
be used to create a desired point mutation at 
a unique predetermined site within a cloned 
DNA molecule. The example illustrates 
the use of a mutageniC oligonucleotide to 
direct a single nucleotide substitution in 
a gene. The gene is cloned into a suitable 
vector to generate a single· stranded 
recombinant DNA, such as an M13 vector 
(as shown here) or a phagemid vector. An 
oligonucleotide primer is designed to be 
complementary in sequence to a portion 
of the gene sequence encompassing the 
nucleotide to be mutated (in this case an 
adenine, A) and containing the desired 
non-complementary base at that position 
(C, noe T). Despite the internal mismatch, 
annealing of the mutagenic primer is 
possible, and second-strand synthesis can 
be extended by DNA polymerase and the 
gap sealed by DNA ligase. The resulting 
heteroduplex can be transformed into 
E. coli. whereupon two populations of 
recombinants can be recovered: w ild-type 
and mutant homoduplexes. The latter can 
be identified by PCR-based allele-specific 
amplification methods (see Figure 6. 17). 
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Flgln'. 6.9 Producing single-stranded recombinant DNA. M13 vectors use the same facZ assay fo r recombinant screening as 
pUC1 9 (see Figure 6.4). Target DNA is inserted in the multiple cloning site (MCS). The double-stranded Ml 3 recombinant DNA 

enters the normal cycle of phage replication to generate numerous copies of the genome, before switching to production of 
single-stranded DNA (+ strand only). After packaging with M13 phage coat protein, mature recombina nt phage panicles exit from 
the cell without lysis. Single-stranded recombinant DNA is recovered by precipitating the extruded phage particles and chemica lly 

removing the protein. 

Phagemid vectors 
A small segment of a single-stranded filamentous bacteriophage genome can be 
inserted into a plasmid to form a hybrid vector known as a phagemid; Figure 
6_10 shows the pBluescript vector as an example. The chosen segment of the 
phage genome contains all the cis-acting elements required for DNA replication 
and assembly into phage particles. They permit successful cloning of inserts sev
eral kilo bases long, unlike M13 vectors, in which inserts of this size tend to be 
unstable. After transformation of a suitable E. coli strain with a recombinant 
phagemid, the bacterial cells are superinfected with a filamentous helper phage, 
such as phage fl , which is required for providing the coat protein. Phage particles 
secreted from the superinfected cells will be a mixture of helper phage and 
recombinant phagemids. The mixed single-stranded DNA population can be 
used directly for DNA sequencing because the primer for initiating DNA strand 
synthesis is designed to bind specifically to a sequence of the phagemid vector 
adjacent to the cloning site. 

Figure 6.10 pBluescript, a phagemid vector. The pBluescript series of 
phagemid vectors each contain two origins of replication, a standard plasmid 
one (or!) and a second one from the fi lamentous phage fl. The f1 origin of 
replication allows the production of single-stranded DN A, but the vector lacks 
the genes for phage coat proteins. Target DNA is inserted into the phagemid 
vector, which is then used to transform host E. coli cells. Superinfection of 

MCS 

Plac ~'a'i' 

origin rlf 
pBluescript vector 

2.9 kb ' or; 
transformed cells with a helper M13 phage allows the recombinant phagemid 
DNA to be packaged within phage protein coats, and the recombinant 
Single-stranded DNA can be recovered as in Figure 6.9. AmpA 
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6.3 CLONING SYSTEMS DESIGNED FOR GENE 
EXPRESSION 
The cloning systems described so far in this chapter are designed simply to 
amplify the target DNA to obtain sufficient quantities for structural and func
tional studies. However. in many circumstances it is also useful to be able to 
express the introduced gene in some way. In expression cloning. appropriate sig
nals need to be provided alongside dle introduced gene to enable dle gene to be 
expressed in the transformed host cell . 

Expression cloning is usually performed with cell-based d oning systems. 
Depending on the type of expression product required. and the purpose of the 
expression, many different cloning systems can be used. Sometimes an RNA 
product is sufficient, but in many cases the object is to produce a protei n. In 
some cases, all that is required is to analyze gene expression, for which low 
e>''Pression levels are acceptable; in others, high expression is needed to re trieve, 
for example, large quantities of a specific protein . It is common to express the 
product in well-studied cells, but sometimes it may be sufficient to express 
the product in vitro. 

Large amounts of protein can be produced by expression cloning 
in bacterial cells 
Cloning of eukaryotic cDNA in an expression vector is often required for the pro
duction of proteins in large quantities for research purposes such as structural 
studies, or for biotechnology purposes, or as medically relevant compounds such 
as therapeutic proteins. Usually, a cDNA providing the genetic information spec
ifying the protein sequences is inserted into a vector along with separate e<pres
sion Signals such as suitably strong promoters and other regulatory elements. 
Because the expression system is based on recombinant DNA, the resulting pro
teros are sometimes described, rather inaccurately, as recombinant proteins. 

Bacterial cells have the advantage that they grow rapidly and can be expanded 
easily in culture to very large culture volumes. Escherichia coli has been a favorite 
host cell for the expression of introduced proteins. 

The production of very large amounts of a non-endogenous protein can. 
however, be detrimental to the growth of a host cell, and can sometimes be toxic. 
Thus, it is often advantageous to use an inducible promoter so that expression 
can be delayed until the transformed cells have been identified and grown in 
bulle For example, the pET series of vectors contain a bacteriophage T7 promoter 
that is not recognized by dle endogenous E. coli RNA polymerase promoter 
(Figure 6.11). Such vectors are used to transform a genetically modified E. coli 
strain that contains a T7 RNA polymerase regulated by a lac promoter. The trans 
formed cells can be selected and grown up in large quantities without expression 
of the foreign gene. Addition ofdle p-galactosidase inducer IPTG activates the lac 
promoter and expression of the adjacent foreign gene, and the cells can be har
vested shordy afteIWard. 

Bacteria have many advantages for expressing heterologous (foreign) pro
teins, but they also have limitations. Many eukaryotic proteins are modified by 
the addition of phosphate, lipid, or sugar groups after translation. These modifi 
cations are often essential for the biological function of the protein. Bacterial 
cells lack the enzymes needed for this post-translational processing and so cer
taln eukaryotic proteins produced in bacterial cells become unstable, or show 
limited or no biological activity. Many eukaryotic proteins, notably some mam
malian proteins, are also very much larger than bacterial proteins and cannot 

Ftgur" 6.11 Inducible bacterial expression vectors. The pET·3 series of 
plasmid vectorscontain a bacteriophage T7 promoter. They are used with a 
strain of E. coli that has been genetica lly modified to contain a gene for the 
phage T7 RNA polymerase under control of an inducible lac promoter.After 
transformation by a pET-3 recombinant DNA, the E.coli cells are allowed to grow 
to give large numbers of ce ll s in culture. At a desired stage, the lactose analog 
isopropyl P-O-thiogalactoside (IPTG) is added to induce expression of the host's 
T7 RNA polymerase gene. The indUCed T7 RNA polymerase bindsspecifically to 
the T7 promoter on the recombinant DNA to give high-level expression of the 
insert AmpR, ampicillin resistance gene; or;, origin of replication. 
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easily be synthesized in E. coli. Overexpression leads to the production of insolu
ble aggregates of misfolded protein (inclusion bodies) . The inclusion bodies can 
easily be purified, but it is then difficult to solubilize protein and achieve efficient 
refolding in vitro_ 

Efforts to increase yield and solubility have often involved the production of 
fusion proteins. For example, the vector can be modified so that immediately 
adjacent to the cloning site it contains a cDNA sequence for all or part of an 
endogenous protein. Recombinants will therefore express the desired protein 
fused to an endogenous protein sequence. Ma ny modern protein expression vec
tors are modified to co ntain a coding DNA sequence for a specific peptide or 
protein that is easily purified by affinity Chromatography. [n such cases the 
recombinants are expressed to give the desired protein but with a short peptide 
or protein tag attached that is known as an affinity tag because it is attached to 
assist purification of the recombinant protein by affinity chromatography. 

Two favorite systems that allow affinity purification of expressed proteins are 
based on GST-glutathione affinity and polyhistidine-nickel ion affin ity. 
Glutathione S-transferase (GST) is a small protein with a very high affinity for its 
substrate glutathione. The expression cloning vector positions the target DNA 
just after a gene encoding GST, sO that a GST-fusion protein is produced in the 
transformed host cell (Figure 6.12). This fusion protein can be purified by selec
tive binding to a column containing glutathione. Alte rnatively, an affinity tag of 
six consecutive histidine residues can be attached to a protein. The side chains of 
the His6 tag bind selectively and strongly to ruckel ions, assisting purification by 
affinity chromatography with a nickel-nitril otriacetic acid matrix. 

In phage display, heterologous proteins are expressed on the 
surface of phage particles 
Phage display is a form of expression cloning in which the cloned gene is 
expressed to give a protein that is displayed on the surface of the phage particle. 
To do this, cloning sites in the phage vector are located within a phage gene that 
encodes a suitable coat protein. The modified gene can then be expressed as a 

Figur. 6. 12 Fusion protein vectors. 

The pGEX-4T series of vectors have a tae 
promoter (or Ptac), a hybrid promoter with 

elements of the trp and lac promoters, 
Downstream gene expression is normally 
repressed by the repressor protein 
encoded by the 10cf1 gene but is inducible 
by the lactose analog IPTG. Immediately 
downstream of the tae promoter is a gene 

for the affinity tag glutathione S-transferase 
(GST) followed by a multiple cloning site 

(MCS). The object is to clone a target coding 
sequence for a protein into the MCS so 

that a fusion protein is produced, with 
an N-terminal GST sequence fused to the 
protein encoded by the ta rget eDNA. Three 
alternative vectors, pGEX-4T-l , pGEX-4T-2, 
and pGEX-4T-3, have Slightly different MCS 
sequences that differ in the translatIonal 
reading frame. By using all three alternative 
vectors. cloned insertscan be expressed m 
each of the three amino acid reading frames 
so that in at least one of the three cases, the 
target DNA should be in frame with the GST 
sequence. The expressed fusion protem can 
be purified easily on a glutathione affinity 
purification column such as glutathione 
Sepharose 4B. Because the MCS is 
engineered to contain a thrombin cleavage 
site, the desired protein can be purified 
after cleavage at the thrombin cleavage site. 
AmpR, ampicillin resistance gene; ori, origin 
of replication; STOP. termination codon. 
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fusion protein that is incorporated into the phage's protein coa t, so that it is dis	 FIgure 6.11 Phage display. (AI Library 

played on the surface of the phage without affecting the phage's ability to infect 	 constructiOn. A heterogeneous mixture of 

target cONAs is cloned into a phage vec tor, cells. If an antibody is available for the expressed protein, phage displaying that 
such as one based on phage M13 or fl ,protein can be selected by preferential binding to the antibody: affinity purifica
to express forei gn proteins on [he phage tion of virus particles bearing such a protein can be achieved from a 108-fold 
su rface. In thi s example, DNA is insertedexcess of phage not displaying the protein, using even minute quantities of the 
into a cloning site loca ted within the ini tia l 

relevant antibody (Agure 6.13). part of the coding sequence for the gene
In protein engineering, phage display is a powerful adjunct to random muta from phage (1 that makes one of the phage 

genesis programs as a way of selecting for desired variants from a library of (oat proteins (protein III). The idea is that 
mutants. It has also proved a powerful alternative source of constructing anti recombinants should express a fu sion 

bodies, bypassing normal immunization techniques and even hybridoma tech protein with the target protein fused to this 

nology. Phage libraries can also be used to identify proteins that interact with a phage coat protein, thereby enabling the 

specific protein. 1n the same way in which antibodies can be used in affinity phage particles to display the foreign protein 
on their surfaces. After transformation ofscreening, a known protein (or any other molecule to which a protein can bind) 
host E. coli cells, the phage DNA replicates, can be used as a bait to select phages that display any other proteins that bind 10 
and phage particles are assembled,the bait protein. 
extruded from the host cell, and harvested. 

The mixtu re of recombinant phages is
Eukaryotic gene expression is performed with greater fidelity in known as a phage expression library. 

eukaryotic cell lines (8) library screening with a specific antibody. 

An antibody speC ific for just one rype of 
Bacterial expression systems offer the great advantage of protein expression at protein will bind only to phage particles 
very high levels. However, the biological properties of many eukaryotic proteins that display that protein . If the antibody 

synthesized in bacteria may not be representative of the native molecules. When is complexed with biotin, phage particles 

produced in bacterial cells, they do not undergo their normal post-translational carrying the desired pro tein can be purified 

by using screptavidin-coated Petri dishes: lheprocessing, and the folding of the eukaryotic protein may be incorrect or ineffi 
desired recombinants wHl have an antibodycient. As an alternative, eukaryotic cells, including insect and mammalian cells, 
complexed to a biotin group and the biotin are widely used for expressing recombinant proteins. The express ion vectors are 
group will bind strong ly to streptavidin.

typically designed to be able to be replicated both in the desired eukaryotic cells 
and in E coli, where the intention is simply to produce large amounts ofrecom 
binant DNA that ca n subsequently be used for expression studies in eukaryotic 
cells. 

Once transfected into animal cells, the recombinant D A can be expressed 
for short or long periods, according to the expression vector used. For some pur
poses, all that is required is tran.sient expression. Here, the recombinant DNA 
remains as an independent extrachromosomal genetic element (an episome) 
within the transfected cells. Expression of the introduced gene reac hes a maxi 
mal level about two or three days after transfection of the expression vector into 
th e mammalian ce ll line; thereafter, expression can diminish rapidly as a result of 
ce ll death or loss of the expression construct. 

The alternative is to use stable express ion systems in which the recombinant 
DNA can integrate into a host cell's chromosome. The advantage here is that if 



181 CLONING SYSTEMS DESIGNED FOR GENE EXPRESSION 

the recombinant DNA has integrated so that the introduced gene is expressed, all 
descendant cells will contain this gene and expression can be maintained over 
many cell generations. Some viruses are highly efficient at integrating into chro
mosomal DNA, and we will consider them in the context of gene therapy in a later 
chapter. But plasmid expression vectors can also randomly integrate at low fre
quencies, and stable cell lines can be developed with an integrated gene of 
interest. 

Transient expression in insect cells by using baculovirus 
Baculovirus gene expression is a popular method for producing large quantities 
of recombinant proteins in insect host· cells: the protein yields are higher than in 
mammalian expression systems, and the costs are lower. In most cases, post
translational processing of eukaryotic proteins expressed in insect cells is similar 
to the protein processing that occurs in mammalian cells, and the expression of 
very large proteins is possible. The proteins produced in insect cells have compa
rable biological activities and immunological reactivities to those of proteins 
expressed in mammalian cells. 

Autographa califomica nuclear polyhedrosis virus (AcMNPV) is a baculovirus 
that can be propagated in certain insect cell lines and is often used as a cloning 
vector for protein expression systems. The viral polyhedrin protein is transcribed 
at high rates and, although essential for viral propagation in its normal habitat, it 
is not needed in culture. As a result, its coding sequence can be replaced by a cod
ing DNA for a eukaryotic protein. The cloning vector is designed to express the 
inserted protein from the powerful polyhedrin promoter, resulting in expression 
levels accounting for more than 30% of the total cell protein. 

Transient expression in mammalian cells 
Expressing mammalian proteins in mammalian cells has the obvious advantage 
for expressing human or other mammalian proteins that conect protein folding 
and post-translational modification are generally not an issue, and it is possible 
to analyze downstream signals and cellular effects. Stable expression systems in 
mammalian cells, typically based on plasmid sequences that integrate within a 
chromosome, have delivered kilograms of complex proteins in industrial-scale 
bioreactars, but they have required large investments in time, resources, and 
equipment. As an alternative, large-scale transient expression systems have been 
developed for producing recombinant proteins in mammalian cells. 

[n addition to delivering protein expression, some mammalian cell lines have 
found major applications in screening the effects of ill uitro manipulations on 
transcriptional and post-transcriptional control sequences. A good example is 
provided by COS cells, stable cell lines originally derived from an African green 
monkey kidney fibroblast cell line, CV- I. When CV-J cells are infected with the 
monkey virus SV40, the normal SV40 lytic cycle ensues. However, when CV-I cells 
were transformed with a strain of SV40 with a defective replication origin, a seg
ment ofthe SV40 genome became integrated into the chromosomes ofCV-1. The 
resulting COS cells (CV-I with defective origin of SV401 stably express the SV40
encoded large T antigen, the only viral protein that is required for activation of 
the SV40 origin of replication. 

By expressing the large SV40 T antigen in a stable way, COS cells permit any 
introduced circular DNA with a functional SV40 origin of replication to replicate 
independently of the host cell's chromosomes, with no clear size limitation. 
When transient expression vectors are transfected into COS cells, permanent cell 
lines do not result because massive vector replication makes the cells nonviable. 
Even though only a small proportion of cells are successfully transformed, the 
amplification of tlle introduced DNA to high copy numbers in those cells com
pensates for the low take-up rate. 

Stable expression in mammalian cells 
Genes introduced into mammalian cells can stably integrate into host chromo
somal DNA, but the process is very inefficient. The rare stably transformed cells 
must be isolated from the background of non transformed cells by selection for 
some marker. Two broad approaches have been used: functional complementa
tion of mutant host cells and dominant selectable markers. 
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In functi onal complementation, host cells have a genetic deficiency that pre
vents a particular function; the original function can be restored if a functional 
copy of the defective gene is supplied by transformation by a vector. The trans
gene and the marker can be transferred as separate molecules by a process known 
as co-transformation. An example is the use of a Tk gene marker with cells that 
are genetically deficient in thymidine kinase (TIc-). Thymidine kinase is required 
to convert thymidine into thymidine monophosphate (TMP) , butTMP can also 
be synthesized by enzymatic conversion from dUMP. The drug aminopterin 
blocks the dUMP ....TMP reaction, so cells cannot grow in the presence of this 
drug unless they have a source of thymidine and a fun ctional Tk gene. Selection 
for Tk+ cells is usually achieved in HAT (hypoxanthine, aminopterin, thymidine) 
medium (Figure 6.14). 

The major disadvantage of complementation markers is that they are specific 
for a particular mutant host cell line in which the corresponding gene is non
functional. As a result, they have largely been superseded by dominant 
selectable markers, which confer a phenotype that is entirely novel to the cell 
and hence can be used in any cell type. Markers of this type are usually drug-re
sistance genes of bacterial origin that can confer resistance to drugs known to 
affect eukaryotic and bacterial cells. For example, the aminoglycoside antibiotics 
(which include neomycin and G418) are inllibitors of protein synthesis in both 
bacterial and eukaryotic cells. The neomycin phosphotransferase (neo) gene 
confers resistance to aminoglycoside antibiotics, so cells that have been trans
formed by the neo gene can be selected by growth in G4l8. Figure 6. 15 shows a 
typical mammalian expression vector that co ntains a neo marker, along with sev
eral other features that facilitate selection and purification. 

6.4 CLONING DNA IN VITRO: THE POLYMERASE CHAIN 
REACTION 
Cell-based DNA cloning opened many new avenues in the study of genetics, but 
the procedures involved are relatively laborious and time-consuming. To com
pensate for these deficiencies and provide a rapid way of studying DNA, alterna
tive methods of cloning DNA were needed. The polymerase chain reaction (PCR)' 
a way of cloning DNA in vitro, was first reported in the mid-19BOs and had found 
numerous applications in both basic and clinical research. As well as being a 
DNA cloning method it also allows numerous assays that depend on quantitation 
of DNA or RNA. 

Because of its simplicity, PCR is a popular technique with a wide range of 
applications that depend on essentially three majo r advantages: it is rapid, 
extremely sensitive, and robust. lts sensitivity allows the amplification of minute 
amounts of target DNA- even the DNA from a single cell-and various applica
tions have been found in diagnosis, research, and forensic science. For example, 
an individual can be identified from PCR analyses of trace tissues such as a single 
hair or d iscarded skin cells. Its robustness means that it is often possible to 
amplify DNA from tissues or ceUs that are badly degraded, or embedded in some 

Figure 6.14 Purine and pyrimidine 
salvage and the basis of HAT selection in 
thymidine kinase marker assays. c.ultured 
animal cells can normally synthesize purine 
nucleotides and thymidylate by de novo 
pathways that involve certain amino acid 
substrates. De noyo synthesis of purine 
nudeotides involves the eventual synthesis 
of IMP (inosine monophosphate), which can 
be converted separately to AMP and GMP. De 
novo synthesis of pyrimidine nudeotides is 
dependent on synthesizing UMP and dUMP, 
which is converted to TMP (thymidylate) by 
thymidylate synthetase; UTP is deaminated 
to give CTP (not shown). An act ivated form 
of tetrahydrofolate is crUCially required to 
provide a methyl or formyl group at three 
key steps that can be blocked by anti folate 
agents such as aminopterin, shutting down 
the de novo pathways. However. purine 
nucleotides and thymidylate can also be 
synthesized from preformed bases by 
sa lvage pathways that are not blocked by 
an tifolate drugs such as aminopterin. The 
three sa lvage pathway enzymes are shown 
in pale pink bo)(es: thymidine kinase (TK), 
hypoxanthine-guanine phosphoribosyl 
transferase (HGPRT), and adenine 
phosphoribosyjtransferase (APRT). Th e use 
of HAT medium (containing hypo)(anthine, 
aminopterin, and thym idine) therefore 
se lects for cells with active salvage pathway 
enzymes. Mutant Tk- cells are genetically 
deficient in thymidine kinase and will not 
survive if grown in HAT medium unless 
they contain vector molecules containing a 
functional thymidine kinase gene. 
PRPp, 5-phosphoribosyl-l -pyrophosphate. 
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medium that makes it difficult to isolate DNA by the standard methods. Successful 
peR amplification is possible from small amounts of degraded DNA extracted 
from decomposed tissues at archaeological or historical sites and from formalin
fixed tissue samples. 

PCR can be used to amplify a rare target DNA selectively from 
within a complex DNA population 

Usually, peR is designed to permit the selective replication of one or more specific 
target DNA sequences within a heterogeneous collection of DNA sequences, 
enabling it to increase vastly in copy number (amplification). Often the starting 
DNA is total genomic DNA from a particular tissue or cultured cells, and the target 
DNA is typically a tiny fraction of the starting DNA. For example, if we want to 
amplify the 1.6 kb J3-globin gene from human genomic DNA (with a haploid 
genome size of3200 Mb), the ratio oftarget DNA to starting DNA is 1.6 kb:3200 Mb, 
or 1:2,000,000. Many peR reactions involve the amplification of even smaller tar
gets. For example, s ingle human exons are on average about 290 bp long, and 
thus represent less than 0.000001% ofa starting population of genomic DNA. 

As an alternative to genomic DNA, the starting DNA may be total cDNA pre
pared by isolating RNA from a suitable tissue or cell line and then converting it 
into DNA with the enzyme reverse transcriptase. This is known as reverse tran 
scriptase-peR or RT-peR for short. lfthe original RNA population has many cop 
ies of the transcript of the target DNA, there may be significant enrichment of the 
target sequence in comparison with its representation in genomic DNA. Under 
optimal conditions, RT-PCR can also sometimes be used to amplify target 
sequences from tissues in which they are expressed at only a basal transcription 
level. 

The cyclical nature of PCR leads to exponential amplification of 
the target DNA 

peR depends on synthesizing Oligonucleotide sequences to act as primers for 
new DNA synthesis at defined target sequences within the starting DNA; the idea 
is ro selectively replicate only the target sequencers). It consists of a series of 
cycles of three successive reactions conducted at different temperatures, so the 
process is so metimes described as thermocycling. First, the starting DNA is heated 
to a temperature that is high enough to break the hydrogen bonds holding the 
two complementary DNA strands together. As a result, the double strands sepa
rate to give single-stranded DNA (denaturation). For hnman genomic DNA, the 
reaction mixture is generally heated to about 93-95°C for the denaturation step. 
After cooling, the synthetic oligonucleotide primers are allowed to bind by base 
pairing to a complementary sequence on the single-stranded DNA (annealing!. 
Next, in the presence of the fo ur deoxynucleoside triphosphates dATp, dCTP, 
dGTP, and dTTp, a purified DNA polymerase initiates the synthesis of new DNA 
strands that are complementary to the individual DNA strands of the target DNA 
segment. 

The orientation of the primers is deliberately chosen so that the direction of 
synthesis of new DNA strands is toward the other primer-binding s ite. As a result, 
the newly synthesized strands can, in turn, serve as templates for new DNA syn
thesis, causing a chain reaction with an exponential increase in product (Figure 
6.16). The three successive reactions of denaturation, primer annealing, and 
DNA synthesis are repeated up to about 30- 40 times in a standard PCR reaction. 

The DNA synthesis step ofPCR typically occurs at about 70-75°C, but the DNA 
polymerase used also needs to withstand the much higher temperature of the 
denaturation step. The requirement fot a heat-stable enzyme drove researchers 
to isolate DNA polymerases from microorganisms whose natural habitat is hot 
springs. An early and widely used example is Taq polymerase from Thermus 
aqu.aticus. However, Taq polymerase lacks an associated 3'->5' exonuclease activ
ity to provide a proofreading activity. All polymerases make occasional errors by 
inserting the wrong base, but such co pying errors can be rectified by a proofread
ing 3'->5' exonuclease activity. As a result, o ther thermophilic bacteria were 
sought as sources of heat- stable polymerases with a 3'->5' proofreading activity, 
such as Pfu polymerase from Pyrocaccu.s furiasLis. 
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Figure lS.l S A mammalian expression 
vector, pcDNA3.1Imyc-His. The Invitrogen 
pcDNA series of plasmid expression 

vectors offer high-level constitutive protein 
expression in mammalian cells. Shown 
here is the pcDNA3.1/myc-His expression 

vector. Cloned eDNA inserts can be 

transcribed from the strong cytomegalovirus 
(PCMV) promoter, which ensures high-
level expression in mammalian celis, and 
transcripts are polyadenylated with the help 
of a polyadenylation sequence element 
from the bovine grow th hormone gene 
(BGH pA). The multiple clon ing site region 

is followed by two short coding sequences 

that can be expressed to give peptide tags. 

The my' epitope tag allows recombinant 
screening with an antibody specific for 

the Myc peptide, and an affinity tag of six 
consecutive histidine residues (6 x Hi s) 

facilitates purification of the recombinant 

protein by affinity chromatography with a 
nickel-nitrilotriacetic acid matrix. Translation 

ends at a defined termination codon (STOP) . 

A neo gene marker (regulated by an SV40 

promoter/enhancer and an SV40 poly{A} 

sequence) permits selection by the gro'Nth 
of transformed host cells on the ant ibio tic 

G4 18. Components for propagation In E. coli 
include a permissive origin of replication 

from plasmid ColEl (pUC ori) and an 

ampicillin resistance gene (Amp!!) p lus an 

origin o f replication from phage (1 (11 ori), 

which provides an option for producing 
single-stranded recombinant DNA. 
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Selective amplification of target sequences depends on highly 
specific binding of primer sequences 
To permit selective amplification, some information about the sequence of the 
target DNA is required. The information is used to design two oligonucleotide 
primers, often about 18-25 nucleotides long, that are specific for two sequences 
immediately flanking the target sequence. To bind effectively, the primers must 
have sequences that have a very high degree of base complementarity to the 
sequences flanking the target DNA. 

For most peR reactions, the goal is to amplify a single DNA sequence, so it is 
important to reduce the chance that the primers will bind to other locations in 
the DNA than the desired ones. It is therefore important to avoid repetitive DNA 
sequences. To avoid the binding ofthe two primers to each other, the 3' sequence 
of one primer should not be complementary in sequence to any region of the 
other primer in the same reaction. To ensure that a primer does not undergo 
internal base pairing, the primer sequence must not include inverted repeats or 
any self-complementary sequences more than 3 bp in length. 

To ensure that the primer binds with a high degree of specificity to its intended 
complementary sequence, the temp erature for the primer annealing step should 
be set as high as possible while stiU allowing base pairing between the primer and 

Figure 6.16 The polymerase chain 
reaction (peR). (A) DNA containing the 
sequence to be amplified (the target 
sequence, shown here in red) is first 
denatured by heating. Oligonucleotide 
primers, designed to be complementary 
to DNA sequences flanking the target 
sequence, at the 3' end on opposite strands 
(blue and green arrows), are then allowed to 
bind (primer annealing). Next. DNA synthesis 
occurs and the primers are incorporated infO 
the newly synthesized DNA strands. The first 
cycle results in two new DNA strands whose 
5' ends are fixed by the position of the 
oligonucleotide primer but whose 
3' ends extend past the other primer 
(indicated bydoued lines). (8) Afterthe 
second cycle, the four new strands consist 
of two more products with variable 3' ends 
but now two strands of fixed length with 
both 5' and 3' ends defined by the primer 
sequences. After the third cycle, six out of 
the eight new strands consist of just the 
target and fl anking primer sequences; after 
30 cycles or so, with an exponential increase, 
this will be the predominant product. 
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its binding site. A useful measure of the stability ofany nucleic acid duplex is the 
melting temperature (Tm ), the temperature corresponrling to the mid-point in 
observed transitions from the double-stranded form to the single-stranded form. 
To ensure a high degree of specificity in primer binding, the primer annealing 
temperature is typically set to be about 5°C below the calculated melting tem
perature; if the annealing temperature were to be much lower, primers would 
tend to bind to other regions in the DNA that had partly complementary 
sequences. 

The melting temperature, and so the temperature for primer annealing, 
depends on base co mposition. This is because GC base pairs have three hydro
gen bonds and AT base pairs only two. Strands with a high percentage ofGC base 
pairs are therefore more difficult to separate than those with a low composition 
of GC base pairs. Optimal priming uses primers with a GC content between 40% 
and 60% and with an even distribution of all four nucleotides. Additionally, the 
calculated Tm values for two primers used together should not differ by greater 
than 5°C, and the Tm of the anlplified target DNA should not differ from those of 
the primers by greater than 10°C. 

Primer design is aided by various commercial software programs and certain 
freeware programs that are accessible through the web at compilation sites such 
as http://www.humgen.n1/primer_design.htm!.Aswewillseebelow.itis par
ticularly important that the 3' ends of primers are perfectly matched to their 
intended sequences. Various modifications are often used to reduce the chances 
of nonspeCific primer binding, including hot-start PCR, touch-down PCR, and 
the use of nested primers (Box 6.2). 

peR 15 disadvantaged as a DNA cloning method by short lengths 
and comparatively low yields of product 
PCR is the method of choice for selectively amplifying minute amounts oftarget 
DNA, quickly and accurately. It is ideally suited to conducting rapid assays on 
genomic or cDNA sequences. However, it has disadvantages as a DNA cloning 
method. In particular, the size range of the amplification products in a standard 
PCR reaction are rarely more than 5 kb, whereas cell-based DNA cloning makes it 
possible to clone fragments up to 2 Mb long. As the desired product length 
increases. it becomes increasingly difficult to obtain efficient amplification with 
PCR. To overcome this problem, long-range PCR protocols have been developed 
that use a mixture of twO types of heat-stable polymerase in an effort to provide 
optimal levels of DNA polymerase and a proofreading 3' -->5' exonuclease activity. 
Using the mod ified protocols. PCR products can sometimes be obtained that are 
tens of kilo bases in length: larger cloned DNA can be obtained only by cell-based 
DNA cloning. 

PCR typically involves just 3~0 cycles, by which time the reaction reaches a 
plateau phase as reagents become depleted and inhibitors accumulate. 
Microgram quantities may be obtained ofthe desired DNA product, but it is time
consuming and expensive to scale the reaction up to achieve much larger DNA 
quantities. In addition. the PCR product may not be in a suitable form that will 
permit some subsequent studies. Thus, when particularly large quantities ofDNA 
are required, it is often convenient to clone the PCR product in a cell-based clon
ing system. Plasmid cloning systems are used to propagate PCR-cloned DNA in 
bacterial cells. Once cloned, the insert can be cut out with suitable restriction 
endonucleases and transferred into other specialized plasmids that, for exanlple, 
permit expression to give an RNA or protein product. 

Several thermostable polymerases routinely used for PCR have a terminal 
deoxynucleotidyl transferase activity that selectively modifies PCR-generated 
fragments by adding a single nucleotide, generally deoxyadenosine, to the 3' ends 
of amplified DNA fragments. The resulting 3' dA overhangs can sometimes make 
it difficultto clone PCR products in cells, and various methods are used to increase 
cloning efficiency. Specialized vectors such as pGEM-T-easy can be treated so as 
to have complementary 3' T overhangs in their cloning site that will encourage 
base pairing with the 3' dA overhangs of the PCR product to be cloned (TA clon
ing). Alternatively, the overhanging nucleotides on the PCR products are removed 
with polishing enzymes such as T4 polymerase or Pfu polymerase. PCR primers 
can also be modified by designing a roughly 10-nucleotide extension containing 

http://www.humgen.n1/primer_design.htm!.Aswewillseebelow.itis
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BOX 6.2 SOME COMMON PCR METHODS 

Allele-specific peR. Designed to amplify a DNA sequence while 
excluding the possibillty of amplifying other alleles. Based on the 
requirement for precise base matching between the 3' end of a peR 
primer and the target DNA. See Figure 6.17. 
Anchored PCR. Uses a sequence-specific primer and a universal 
primer for amplifying sequences adjacent to a known sequence, The 
universal primer recognizes and binds to a common sequence that is 
artifi cia lly attached to all of the different DNA molecules. 
oop-peR (degenerate oligonucleotide-primed peR). Uses partly 

degenerate oligonucleotide primers (sets of oligonucleotide sequences 
that have been synthesized in parallel to have the same ba se at certain 
nucleotide positions, while differing at other positions) to amplify a 
variety of related target DNAs. 
Hot-start peR. A way of increasing the specifici ty of a PCA reaction. 
Mixing all PCR reagents before an initial heat denaturation step allows 
more opportunity for nonspecific bind ing of primer sequences. 
To reduce this possibility, one or more components of the peA are 
physically separated until the first denaturation step. 
Inverse PCR. A way of accessing DNA that is immediately adjacent to a 
known sequence. In this case, the starting DNA population is digested 
with a restriction endonuclease, diluted to low DNA concentration, 
and then treated with DNA ligase to encourage the formation of 
circular DNA molecules by intramolecular ligation. The peR primers 
are positioned so as to bind to a known DNA sequence and then 
initiate new DNA synthesis in a d irect ion leading away from the known 
sequence and toward the unknown adjacent sequence, leading to 
amplification of the unknown sequence. See Figure 1 (X and Yare 
uncharacterized sequences flanking a known sequence). 

- yx 
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linker-primed PCR. A form of indiscriminate amplification that 
involves attaching oligonucleotide linkers to both ends of all DNA 
fragments in a starting DNA and amplifying all fragments by using a 
linker-specific primer (see Figure 6.18). 
Nested primer PCR. A way of increasing the specificity of a PCR 
reaction . The products of an initial amplification reaction are diluted 
and used as the starting DNA source for a second reaction in w hich a 
different set of primers is used, corresponding to sequences located 
close, but internal, to those used in the first reaction. 
RACE-PCR. A form of anchor-primed PCR (see above) for rapid 
amplification of cDNA ends. This w ill be described in a later chapter. 
Real-time PCR (also called quantitative PCR or qPCR). Uses 
a fluorescence-detecting thermocycler machine to amplify 
speci fic nucleiC acid sequences and simu ltaneously measu re their 
concentrations. There are two major research applications: (1) to 
quanti tate gene expression (and to confirm differential expression of 
genes detected by microarray hybridization analyses) and (2) to screen 
for mutations and si ngle nucleotide polymorph isms. In analytical labs 
it is also used to measure the abu ndance of DNA or RNA sequences in 
clinical and industrial samples. 
RT-PCR (reverse transcriptase PCR). peR in which t he starting 
population is total RNA or purified poly(A)+ mRNA and an initial 
reverse transcriptase step to produce cDNA is requi red. 
Touch-down peR. A way of increasing the specificity of a PCR 
rea ction. Most thermal cycl ers can be programmed to perform runs 
in wh ich the annealing temperature is lowered incrementally during 
the PCR cycli ng from an in itial val ue above the expected Tm to a value 
below the Trn. 8y keeping the stringency of hybridization initia lly very 
high, the formation of spurious products is discouraged, allowing the 
expected sequence to predominate. 
Whole genome peR. Indiscriminate peR. Formerly, this was 
performed by using comprehensively degenerate primers (see 
degenerate PCR) or by attach ing oligonucleotide linkers to a complex 
DNA popu lation and then using linker-specific oligonucleotide primers 
to amplify all seq~ences (linker-primed peR). However, these methods 
do not amplify all sequences because secondary DNA structures pose 
a problem for the standard polymerases used in peR, causing enzyme 
slippage or dissocia tion of the enzyme from the template, resulting in 
nonspecific amplification artifacts and incomplete coverage of loci. To 
offset these difficul ties. a non-PCR isothermal amplification procedure 
is now commonly used, known as multiple displacement amplification 
(MDA). ln the MDA method a strand-displacing DNA polymerase from 
phage phi29 is used in a rolling-circle form of DNA amplifi cation at a 
constant temperature of about 30°C (see Further Reading) . 

Figure 1 Inverse peR. 

a suitable restriction site at its 5' end. The nucleotide extension does not base
pair to target DNA during amplification, but afterward the amplified produci can 
be digested with the appropriate restriction enzyme to generate overhanging 
ends for cloning into a suitable vector. 

A wide variety of peR approaches have been developed for 
specific applications \ 

The many applications ofPCR and the need to optimize efficiency and specificity 
have prompted a wide variety ofPCR approaches. We consider below and in Box 
6.2 a few selected applications. 
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Allele-specific PCR 
Many applications require the ability to distinguish between two alleles that may 
differ by only a single nucleotide. Diagnostic applications include the ability to 
distinguish between a disease-causing point mutation and the normal aUele. 
Allele-spe,cific peR takes advantage of the crucial dependence of correct base 
pairing at the extreme 3' end of bound primers. [n the popular ARMS (amplifica
tion refractory mutation system) method, allele -specific primers are designed 
with their 3' end nucleotides designed to base-pair with the variable nucleotide 
that distinguishes alleles. Under suitable experimental conditions amplification 
will not take place when the 3' end nucleotide is not perfectly base paired, thereby 
distinguishing the two alleles (Figure 6.1 7). 

Multiple target amplification and whole genome PCR methods 
Standard peR is based on the need for very specific primer binding, to allow the 
selective amplification of a desired known target sequence. However, peR can 
also be deliberately designed to simultaneously amplify multiple different target 
DNA sequences. Sometimes there may be a need to amplify multiple members of 
a family of sequences that have some common sequence characteristic. Some 
highly repetitive elements such as the human Alu sequence occur at such a high 
frequency that it is possible to design primers that will bind to multiple Alu 
sequences. If two neighboring A1u sequences are in opposite orientations, a sin · 
gle type of A1u-specific primer can bind to both sequences, enabling amplifica · 
tion ofthe sequence between the two A1u repeats (A1u-peR). 

For some purposes, all sequences in a starting DNA population need to be 
amplified. This approach can be used to replenish a precious source of DNA that 
is present in very limiting quantities (whole genome amplification). As we will see 
in a later chapter, it has also been used for indiscriminate amplification to pro
duce templates for DNA sequencing. One way of performing multiple target 
amplification is to attach a common double·stranded oligonucleotide linker 
covalently to the extremities of all of the DNA sequences in the starting 
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Figur. 6.17 Allele-specific peR is 
dependent on perfect base-pairing of the 
3' end nucleotide of primers. (Al Alleles 
1 and 2 differ by a single base (A~C). Two 
allele-specific oligonucleotide primers (ASPl 
and ASP2) are designed that are identical 
to the sequence of the two alleles over a 
region preceding the poSition of the variant 
nucleotide, but which differ and terminate 
in the va riant nucleotide. AS Pl and ASP2 are 
used as alternative primers in peR reactions 
with another primer that is designed to bind 
to a conserved region on the opposite DNA 
strand for both alleles. (B) ASP' wi ll bind 
perfectly to the complementary strand of the 
allele 1 sequence, permitting amplification 
with the conserved primer. However, the 
3'-terminal C of the ASP2 primer mismatches 
with the T of the allele ' sequence, making 
amplification impossible. Similarly, ASP2. but 
not ASP1. can bind perfectly to allele 2 and 
initiate amplification. 
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population and then use linker-specific primers to amplify all the DNA sequences 
(Figure 6. 18), An alternative to using linker oligonucleotides is to use compre
hensivelydegenerate oligonucleotides as primers, That is, when oligonucleotides 
are synthesized one nucleotide at a time, all four nucleotides can be inserted at 
specific positions instead of a single one, to give a parallel set of many different 
oligonucleotides, As a result, very large numbers of different oligonucleotides are 
synthesized and can bind to numerous different sequences in the genome, ena
bling peR amplification of much ofthe genomic DNA, Note, however, that whole 
genome amplification is often now not performed by peR but by an alternative 
form of in vitro DNA cloning (see Box 6,2), 

peR mutagenesis 

peR can be used to engineer various types of predetermined base substitutions, 
deletions, and insertions into a target DNA, In 5' add-on mutagenesis a desired 
sequence or chemical group is added in much the same way as can be achieved 
by ligating an oligonucleotide linker, A mutagenic primer is designed that is com
plementary to the target sequence at its 3' end, and the 5' end contains a desired 
novel sequence or a sequence with an anached chemical group, The extra 5' 
sequence does not participate in the first annealing step of the peR reaction but 
subsequently becomes incorpora ted into the amplified product, thereby gener
ating a recombinant product (Figure 6. 19Aj , The additional 5' sequence may 
contain one or more of the following: a su itable restriction site that may facilitate 
subsequent cell-based DNA cloning; a modified nucleotide containing a reporter 
group or labeled group such as a biotinylated nucleotide or fluorophore; or a 
phage promoter to drive gene expression, 

In mismatched primer mlllagenesis, the primer is designed to be only partly 
complementary to the target site, but in such a way that it will still bind specifi
cally to the target, Inevitably this means that tlle mutation is introduced close to 
the extreme end of the peR product, This approach may be exploited to intro
duce an artificial diagnostic restriction enzyme site that permits screening for a 

Figure 6 ,'8 Using linker oligonucleotides 
to amplify multiple target DNAs 
simultaneously. The DN A to be amplified 
is digested with a restriction endonuclease 
that produces overhanging ends. The linker 
is prepared by individually synthesizing 
two oligodeoxyribonucleorides that are 
complementary in sequence except that 
when allowed to combine they form a 
double-stranded DNA sequence with 
the same type of overhanging ends as 
the restriction fragments . ligation of the 
linker oligonucleotides to the target DNA 
restriction fragments can resuh in fragments 
being Oanked on each side by a linker. 
Primers that are specific for the linkers can 
then permit amplification of target DNA 
molecules with linkers at both ends (shown 
in the case of only one of the different 
fragments in this example) . As a result, 
numerous DNA sequences in a statting 
population can be amplified simu ltaneous ly. 
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known mutation. Mutations can also be introduced at any point within a chosen 
sequence by using mismatched primers. Two mutagenic reactions are designed 
in which the two separate PCR products have partly overlapping sequences con
taining the mutation. The denatured products are combined to generate a larger 
product with the mutation in a more central location (Figure 6.19B). 

Real-time PCR (qPCR) 
Real-time PCR (or qPCR, an abbreviation of quantitative PCR) is a widely used 
method to quantitate DNA or RNA. In the latter case, RNA is copied by using 
reverse transcriptase to make complementary DNA strands. Standard PCR reac
tions, in which the amplification products are analyzed at the end of the proce
dure, are not well suited to quantitation. Samples are removed from the reaction 
tubes and are usually size -fractionated on agarose gels and detected by binding 
ethidium bromide, which fluoresces under ultraviolet radiation. This procedure 
is both time-consuming and not very sensitive. In real-time PCR (qPCR), how
ever, quantitation is done automatically, while the reaction is actually occurring, 
in specially designed PCR equipment. The reaction products are analyzed at an 
early stage in the amplification process when the reaction is still exponential, 
allowing more precise quantitation th an at the end of the reaction. There are 
many applications, both in absolute quantitation of a nucleic acid and in com
parative quantitation. One of the most important is in tracking gene expression, 
and we will describe in detail in Chapter 8 how qPCR works and is used in gene 
expression profiling. 
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Chapter 7 

Nucleic Acid Hybridization: 

Principles and Applications 


KEY CONCEPTS 

• 	 In nucleic acid hybridization, well-characterized nucleic acid or oligonucleotide 
populations (probes) are used to identify related sequences in test samples containing 
complex, often poorly understood nucleic acid populations. 

• 	 Nucleic acid hybridization relies on specificity of base pairing. Nucleic acids in both the 
probe and test sample populations are made single-stranded and mixed so that 
heteroduplexes can form between probe sequences and any complementary or partly 
complementaty sequences (targets) in the test sample population. 

• 	 Heteroduplexes are detected by labeling one nucleic acid population in aqueous solution 
and allowing it to hybridize to an unlabeled nucleic acid population fixed to a solid support. 
After washing to remove unhybridized labeled nucleic acid, any label remaining on the solid 
support should come from a probe-target heteroduplex. 

• 	 The stability of a heteroduplex depends on the extent of base matching and is affected by 
parameters such as the length of the base-paired segment, the temperature, and the ionic 
environment. 

• 	 Commonly used DNA and RNA probes are hundreds of nucleotides long and are used to 
identify target sequences that show a high degree of sequence similarity to the probe. 

• 	 Short oligonucleotide probes (less than 20 nucleotides long) can be used to distinguish 
between targets that differ at single nucleotide positions. 

• 	 Nucleic acids are labeled by incorporating nucleotides containing radioiso topes or 
chemically modified groups that can be detected by a suitable assay. 

Many hybridization assays involve binding the nucleic acid population containing the 
target to a solid surface and then exposing it to a solution of labeled probe. The immobilized 
DNA may have been purified or may be present within immobilized cells or chromosomes. 

Microarray hybridization allows numerous hybridization assays to be performed 
simultaneously. Thousands of unlabeled DNA or oligonucleotide probes are fixed on a solid 
surface in a high-density grid format and are used to screen complex sample populations of 
labeled DNA or RNA in solution. 

• 	 The principal applications of microanay hybridization are in gene expression profiling and 
analysis of DNA variation. 
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DNA molecules are very large and break easily when isolated from cells, making 
them difficultto study. Chapter 6 looked atthe way in which DNA cloning, either 
in cells or in vitro, allows individual DNA molecules to be selectively replicated to 
very high copy numbers. When amplified in this way, the DNA is effectively puri
fied, and DNA cloning enables individual DNA sequences in genomic DNA to be 
studied, and also individual RNA molecules after they have been copied to give a 
eDNA. In this chapter, we consider an altogether different approach. Instead of 
trying to purify individual nucleic acid sequences, the object is to track them spe
cifically within a complex population that represents a sample of biological or 
medical interest. 

At the basic research level, nucleic acid hybridization is often used to track 
RNA transcripts and so obtain information on how genes are expressed. It is also 
used to identify relationships between DNA sequences from different sources. 
For example, a starting DNA sequence can be used to identify other closely related 
sequences from different organisms or from different individuals within the same 
species, or even related sequences from the same genome as the starting 
sequence. Nucleic acid hybridization is also often used as a way of identifying 
disease alleles and aberrant transcripts associated with disease. 

7_' PRINCIPLES OF NUCLEIC ACID HYBRIDIZATION 

In nucleic acid hybridization a known nucleic acid population 
interrogates an imperfectly understood nucleic acid population 

Nucleic acid hybridization is a fundamental tool in molecular genetics. It exploits 
the ability of single-stranded nucleic acids that are partly or fully complementary 
in sequence to form double-stranded molecules by base pairing with each othet 
(hybridization). A glossary of relevant terms is provided in Ilox 7_1 to assist read
ers who may be unfamiliar with aspects of terminology. 

BOX 7_1 A GLOSSARY FOR NUCL£IC ACID HYBRIDIZATION 

Anneal. To allow hydrogen bonds to form between two sing le 
strands. If two single-stranded nucleic acids share sufficient base 
complememarity, they will form a double-stranded nucleic acid duplex. 
Anneal has [he opposite meaning to that of denature. 

Antisense RNA. An RNA sequence that is complementary in sequence 
to a transcribed RNA, enabling base pairing between the two 
sequences. 
Base complementarity. The degree to which the sequences of two 
sing le-stranded nucleic acids can form a double-stranded duplex by 
Watson-Crick base pairing (A binds to T or U; C binds to G). 
Denature. To separate the individual strands of a double-stranded 
DNA duplex by breaking the hydrogen bonds between them. This can 
be achieved by heating, or by exposing the DNA to alkali or to a highly 
polar solvent such as urea or formamide. Denature has the opposite 
meaning to that of anneal. 
DNA chip. Any very-h igh-density gridded array (microarray) of DNA 
clones or oligonucleotides that is used in a hybridization assay. 
Feature (of a DNA or oligonucleotide microarray). The large number of 
identical DNA or oligonucleotide molecules at anyone pos ition in the 
microarray. 
Heteroduplex. A double-stranded nucleic acid formed by base pai ring 
between two single-stranded nucleic acids that do not originate from 
the same allele. The re may be 100% base matching between the two 
sequences of a heteroduplex, notably when one of the hybridizing 
sequences is an oligonucleotide probe or when the sequences are 
from different alleles of the same gene or are evolutionarily closely 
related. 
Homoduplex. A double-st randed DNA formed when two single
stranded sequences originating from the same allele are allowed to 
re-anneal. A homoduplex has 100% base matching and so is normally 
more stable than a heteroduplex. 
Hybridization assay. An assay in which a population of well
characterized nucleic acids or oligonucleotides (the probe) is made 

single-stranded and used to search for complementary target 
sequences within an imperfectly or poorly understood popu lation of 
nucleic acid sequences by annealing to form heteroduplexes. 
Hybridization stringency. The degree to which hybridization 
conditions tolerate base mismatches in heterodup lexes. At high 
hybridization stringency, only the most perfectly matched sequences 
can base pair, but heteroduplexes with significant mismatches can 
be stable when the stringency is lowered by reduc ing the annealing 
temperature or by increasing the sa lt concentration. 
In situ hybridization. A hybridization reaction in which a labeled 
probe is hybridized to nucleic acids so that their morphological 
location can be detected within fixed ce ll s or chromosomes. 
Melting temperature (Tm)' The tempera ture co rresponding to the 
mid-point in the observed transitIon from double-stranded to single 
strand ed forms of nucleic acids. 
Microarray. A solid surface to wh ich molecules of interest can be 
fixed at specific coordinates In a hIgh-density grid format for use In 
some assay. An oligonucleotide or DNA microarray has numerous 
unlabeled DNA or oligonucleotide molecules affixed at precise 
positions on the array, to act as probes in a hybridization assay. 
Each specific position has many thousands of identical copies 
of a particular type of oligonucleotide or DNA molecule, constituting 
a feature . 
Probe. A known nucleic acid or oligonucleotide popu lation that is 
used in a hybridization assay to query an often complex nucleic acid 
population so as to identify related Targer sequences by forming 
heteroduplexes. 
Riboprobe. An RNA probe. 
Sequence similarity. The degree to which two sequences are identical 
in sequence or in base complementarity. 
Target. Nucleic acid sequence that shows sufficient sequence 
Similarity to a probe that it can base-pair with it in a hybridization 
assay to form a stable heteroduplex. 
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Nucleic acid hybridization can be performed in many different ways, but 
tbere is a common underlying principle: a known, well-characterized population 
of nucleic acid molecules or synthetic oligonucleotides is used to interrogate a 
complex population of nucleic acids in an imperfectly understood test sample of 
biological or medical interest. 

The test sample to be studied may contain DNA molecules, for example total 
DNA from white blood cells from a single individual or from a particular type of 
nunor·cell, or it may contain RNA, such as total RNA or mRNA expressed by a 
specific ceU line or tissue. In either case, if they are to participate in nucleic acid 
hybridization, the nucleic acid molecules in the sample need to be made single
stranded (denaturation). Cellular DNA is naturally double-stranded but RNA too 
has significant amounts of internal double-stranded regions caused by intra
chain hydrogen bonding. The interchain and intrachain hydrogen bonding can 
be disrupted by various methods. Initial denaturation often invo lves heating or 
treatment with alkali; as required, nucleic acids may also be exposed to strongly 
polar molecules such as formamide or urea to keep them in a single-stranded 
state for long periods. 

The known interrogating population consists of precisely defined nucleic acid 
sequences, which also need to be denatured, or syntbetic single-stranded oligo
nucleotides. Each type of molecule in tbis population will act as a probe to locate 
complementary or partly complementary nucleic acids (targets) within tbe test 
sample. To do tbis, tbe single-stranded test sample and probe populations are 
mixed to allow base pairing between probe single strands and complementary 
target strands (annealing). The object is to form probe-target heteroduplexes 
(Figure 7.1 ); the specificity of tbe interaction between probe and target sequences 
depends on the degree of base matching between tbe two interacting strands. 

Probe-target heteroduplexes are easier to identify after capture 
on a solid support 

The efficiency of identifying probe- target heteroduplexes in solution is low. To 
assist in their identification, either tbe test sample nucleic acids or tbe probe 

Figu,.. 7.1 Formation of probe-target 
heteroduplexes in a nucleic acid 
hybridization assay. A test sam ple 
consisting of a complex mixture of nucleic 
acidsand a defined probe population of 
known nucleic acid or oligonucleotide 
sequences are both made single-stranded, 
then mixed and allowed to anneal. 
Sequencesthat had previously been base
paired in the test sample and probe will 
re-anneal to form homoduplexes (bonom 
left and bottom rig ht). In addition, new 
heteroduplexes will be formed between 
probe and target sequences that have 
complementary or partially complementary 
sequences (bonom center). The conditions 
of hybridization can be adjusted to favor 
the formation of heteroduplexes. In this 
way, probes selectively bind to and identify 
related nucleic acids within a complex 
nucleic acid population. 
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population is bound in SOIlle way to a solid support, often a plastic Illembrane, 
glass slide, or quartz wafer. The other population-respectively, probe or test 
sample-is provided in aqueous solution and is labeled by attaching a molecule 
that carries a distinctive radioisotope, or a chemical group that can be detected 
in some way. The labeled population is passed over the solid support so that the 
two populations can interact and form heteroduplexes. 

We illustrate in figure 7.2 one ofthese possibilities, in which the probe popu
lation is labeled and in solution while the test sample is immobilized. Target DNA 
molecules in the test sample capture labeled probe molecules that have a com
plementary or partly complementary sequence, to form genuine probe-target 
heteroduplexes. In addition, some labeled probe molecules can bind nonspecifi
cally to the support or to nontarget molecules on the support. However, after 
hybridization, the solid support is washed extensively so that the only label that 
can be detected on the support should come from genuine probe-target hetero
duplexes. To maximize the chances of forming probe-target heteroduplexes, the 
target is normally present in great excess over the probe. 

The alternative possibility-using immobilized probes and labeling nucleic 
acids of the test sanlple-will be considered later in this chapter, when we con
sider microarray hybridization. 

Denaturation and annealing are affected by temperature, 
chemical environment, and the extent of hydrogen bonding 

When complementary or partly complementary nucleic acid sequences associ
ate to form duplexes, the number of new hydrogen bonds formed depends on the 

Agun! 7.:Z Probe-target heteroduplexes 
are most efficiently identified after 
capture on a solid support. Hybridization 
assays typically involve binding either the 
test sample population to the surface of a 
solid support (as shown here) or fixing the 
probe population to the solid support. The 
immobilized population is bound in such 
a way that different sequences are fixed 
to defined positions on the solid surface, 
but not necessarily tethered at one end 
as shown here. The other population is 
labeled then added to the immobilized 
population. Here, we use the example 
shown in Figure 7.1 in which the probe is 
imagined to be homogeneous and the test 
sample is imagined to be a heterogeneous 
mixture of different DNA molecules. For 
simplicity, we show just one of the labeled 
probe strands. After labeled single-stranded 
probe molecules pass over the solid support, 
they can·be captured by hybridization to 
complementary target molecules bound to 
the support. After hybridization, washing 
will remove any excess probe that remains 
in solution or that is bound nonspecifically 
to the surface. Any label remaining on the 
solid support should now represent the 
probe-target heteroduplexes, and can lead 
to identification of the target sequence. 
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TABLE 7.1 EQUATIONS FOR CALCULATING Tm 

Hybrid 

DNA~DNA 

DNA- RNA or RNA-RNA 

Oligo- DNA or oligo-RNAd 

For < 20 nucleotldes 

For 20- 35 nucleotides 

Tm (0C) 

81.5 + , 6.6(lo9 10(Na+]3) +0.41 (%GCb) - SOOtL ( 

79.8 + 18.5(1og 10[Na+]a) + 0.58(%GCb) + 11.8 (%GCb)2 

2 (/,) 

22+ 1.46(1,.) 

8201L' 

~Or for other monovalent cation, but only accurate in the range 0.01-0.4 M. bOnly accurate for 

%GC from 30% to 75% Gc. cL, length of d uplex in base pairs. dOligo, oligonucleotide; In. effective 

length of primer == 2)( (no. of G +C) + (no. of A +TJ. For each 1% formamide, Tm is decreased by 

about 0.6°(, and the presence of 6 M urea decreases Tm by about 30&C. 


length of the duplex. There are more hydrogen bonds in longer nucleic acid mol· 
ecules and so more energy is required to break them. The increase in duplex sta
bility is not linearly proportional to leng1h, and the effect of changing the leng1h 
is particularly noticeable at shorter leng1h ranges. As will be described in the neX1 
section, base mismatching reduces duplex stability. 

Base composition and the chemical environment are also important fa ctors 
in duplex stability. A high percentage of GC base pairs means greater difficulty in 
separating the strands of a duplex because GC base pairs have three hydrogen 
bonds and AT base pairs have only two. The presence of monovalent cations (e.g. 
Na+) stabilizes the hydrogen bonds in double-stranded molecules, whereas 
stro ngly polar molecules (such as formamide and urea) disrupt hydrogen bonds 
and thus act as chemical denaturants. 

A progressive increase in temperature also makes hydrogen bonds unstable, 
eventually disrupting them. The temperature corresponding to the mid-point in 
observed transitions from double-stranded form to single-stranded form is 
known as the melting temperature (TOI) . For mammalian genomes, with a base 
composition of about 40% GC, the DNA denatures with a Tm of about 87°C in 
buffers whose pH and salt concentration approximate physiological conditions. 
The Tm of perfect hybrids formed by DNA, RNA, or oligonucleotide probes can be 
determined by using standard formulae Cfable 7. 1). 

Stringent hybridization conditions increase the specificity of 
duplex formation 
When nucleic acid hybridization is performed, the hybridization conditions are 
usually deliberately designed to maximize heteroduplex formation, even if it 
means that some nonspecific hybridization occurs. For example, the hybridiza 
tion temperature may often be as much as 25°C below the Tm, and so probe mol
ecules can base-pair with nucleic acid molecules that are distantly related in 
sequence in addition to the expected closely related target molecules. In such 
cases, the hybridization stringency is said to be low. 

After encouraging strong probe-target binding, successive washes are often 
conducted under conditions that are less and less tolerant of base mismatching 
in heteroduplexes. This can be achieved by progressively increasing the tempera
ture or incrementally reducing the concentration of NaCI in the buffer. The pro
gressive increase in hybridization stringency can reveal different target seq uences 
that are increasingly related to probe molecules. The last wash corresponds to a 
high hybridization stringency to ensure that heteroduplex formation is specific. 

Probe-target heteroduplexes are most stable thermodynamicaUy when the 
region of duplex formation contains perfect base matching. Mismatches between 
tlle two strands of a heteroduplex decrease the Tm, and for normal DNA probes 
each 1% of mismatching decreases the Tm by about 1°C. However, this effect 
diminishes with the leng1h of the paired region. Thus, a considerable degree of 
mismatching can be tolerated if the overall region of base complementa rity is 



196 Chapter 7: Nucleic Acid Hybridization: Principles and Applications 

(A) nucleic acid probe (B) oligonucleotide probe 

probe 
perfect"----- - match 


with target 

target stable stable 


single 

mismatch 


stable unstable at high 
hybridization stnngency 

significant 

mismatching 


stable at reduced hybridization 

stringency; unstable at high 


stringency 


long (more than 100 bp). Conversely, if the region of base complementarity is 
short, as when oligonucleotides are involved (typically 15-20 nucleotides), 
hybridization conditions can be chosen such that a single mismatch renders a 
heteroduplex unstable (Figure 7.3 ). 

The kinetics of DNA reassociation is also dependent on the 
concentration of DNA 
The speed at which complementary single strands reassociate to form double
stranded DNA depends on the initial concentration ofthe DNA sample. Hthere is 
a high concentration of the complementary DNA sequences, the time taken for 
anyone single-stranded DNA molecule to find a complementary strand and form 
a duplex will be decreased. The kinetics of reassociation can be measured using 
the starting concentration (Co) of the specific DNA sequence in moles per liter 
and the reaction time (t) in seconds. However, the Cotvalue (generally known as 
the cot value) also varies depending on the temperature of reassociation and the 
concentration of monovalent cations. As a result, it is usual to use fixed reference 
values: a reassociation temperature of 65'C and a concentration of 0.3 M NaC!. 

The frequency of target sequences in a test sample can vary enormously. 
When a homogeneous probe is hybridized to a heterogeneous nucleic acid popu
lation in the test sample, the concentration of anyone target sequence may be 
very low, thereby causing the rate of reassociation to be slow. For example, if a 
~-globin gene probe is hybridized to a sample of total human genomic DNA, the 
target sequences will be present at very low concentration (the ~-globin gene 
accounts for 0.00005% of human genomic DNA). To drive the hybridization reac
tion, the amount oftarget DNA needs to be increased, and so several micrograms 
of human genomic DNA would be needed. By contrast, sequences that are highly 
repeated in human genomic DNA will represent a greater proportion of the start
ing DNA and will therefore reassociate comparatively rapidly. 

\"Ihen a labeled pro be is used, the strength of the hybridization signal is also 
proportional to the copy number of the target sequence: single-copy genes give 
weak hybridization signals; highly repetitive DNA sequences give very strong sig
nals. If a particular pro be is heterogeneous and contains a single copy sequence, 
such as a specific gene, plus a highly abundant repetitive DNA sequence, the 
weak hybridization signal obtained with low-copy sequence will be completely 
masked by the strong signal from the repetitive DNA. This effect can, however, be 
overcome by a pre-hybridization step known as competition. hybridization. This 
is performed by adding to the labeled probe an unlabeled DNA population that 
has been emiched in repetitive DNA. The combined nucleic acid mix is dena
tured and then allowed to reassociate, whereupon the repetitive elements vvithin 
the labeled probe are effectively removed. The labeled repetitive elements anneal 
to complementary unlabeled repetitive sequences, and so the only probe 
sequences that will be available for subsequent hybridization are non-repetitive 
sequences. 

Fig"'. 7.1 Exploiting probe-target 
mismatches during nucleic acid 
hybridization. (A) Longer nucleic acid 
probes (more than 100 nucleotides long) 
will form stable heteroduplexes with target 
sequences that are Similar but not identical 
to the probe, if hybridization conditions 
are reduced in stringency. This allows 
cross-species analyses and identification 
of distantly related members of a gene 
family. (B) Short oligonucleotide probes 
are less tolerant of sequence mismatches. 
By using a high-stringency hybridization, it 
is possible to select for perfectly matched 
duplexes only, and so distinguish between 
allelic sequences that differ by just a single 
nucleotide. 
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7.2 LABELING OF NUCLEIC ACIDS AND 
OLiGON UCLEOTI DES 
In nucleic acid hybridization, one population of nucleic acids or oligonucleo
tides is labeled and allowed to hybridize to complementary sequences in the 
other population. In this section, we are mostly concerned with the principles 
and metl1odologies of labeling. We illustrate these with reference to labeling 
probe popUlations, which are often homogeneous populations of DNA, RNA, or 
oligonucleotide sequences. Hybridization reactions in which the test sample 
nucleic acids are labeled typically involve the labeling of a heterogeneous and 
usually complex DNA or RNA populations; these reactions will be considered in 
Section 7.4. 

Different classes of hybridization probe can be prepared from 
DNA, RNA, and oligonucleotide substrates 

When hybridization assays use labeled probes, the substrate for labeling can be 
DNA, RNA, or a synthetic oligonucleotide; these are obtained by various meth
ods. As required, tI1e labeled probe needs to be denatured by heating to separate 
double strands or to disrupt intrachain hydrogen bonding. 

Conventional DNA probes are usually isolated by cell-based DNA cloning or 
by amplifying DNA with the use of PCR. In bOtil cases, probes are usually double
stranded to begin with. DNA cloned within cells may range in size from 0.1 kb to 
hundreds of kilo bases, but DNA cloned by PCR is often less than a few kilo bases 
in length. The probes are usually labeled by incorporating labeled dNTPs (deoxy
nucleoside triphosp hates) during an in vitro DNA syntl1esis reaction. Because 
tI1ey usually originate from double-stranded DNA, Single-stranded DNA probes 
are a mixture of sequences from botl1 strands and so are not ideal for tracking 
specific RNA transcripts (because they simultaneously identify transcripts from 
botl1 sense and antisense DNA strands). 

RNA probes are made by using single-stranded RNA molecules that are typi
cally a few hundred base pairs to several kilo bases long. The RNA is prepared 
from DNA cloned in a specialized plasmid expression vector (see Chapter 6) tI1at 
contains a phage promoter sequence. From this selective promoter, the relevant 
phage RNA polymerase transcribes the insert DNA and makes RNA copies. As tI1e 
RNA synthesis reaction is performed with the four rNTPs, at least one of which is 
labeled, specific labeled RNA transcripts are generated from the cloned insert 
D;-!A. Single-stranded antisense RNA probes are useful for identifying specific 
complementary sense transcripts. 

Oligonucleotide probes are single-stranded and very short (typically 15-50 
nucleotides long) and are made by chemical syntheSis rather than by cloning 
D:,\A. Synthesis involves adding mononucleotides, one at a time, to a starting 
mononucleotid e that is bound to a solid support. Oligonucleotide probes are 
typically labeled by incorporating a labeled group at the 5' end. Oligonucleotide 
probes can distinguish between alleles tI1at differ at just one nucleotide (see 
Figure 7.3). 

Long nucleic acid probes are usually labeled by incorporating 
abeled nucleotides during strand synthesis 

fer some purposes, nucleic acids are labeled by anaching labeled groups to tI1e 
ends of the molecules. Single-stranded oligonucleotides are usually labeled by 
a:;ing a kinase to add a labeled phosphate group at the 5' end. Larger DNA frag
ments can also be end-labeled by alternative methods such as tI1e use of modi
fied primers with a labeled group at tI1eir 5' end. As PCR proceeds, tI1e prinler 

'tI1 its 5' end-label is incorporated into the PCR product. 
End- labeling means, however, that only one or a very few labeled groups are 

'loerted per molecule. The labeled groups often therefore account for a small 
~<m:entage of the total mass of the probe, especially for long nucleotide sequences. 
- 5 a result, the most common method oflabeling DNA and RNA uses strand syn
:b5is labeling: a new DNA or RNA strand is syntl1esized in vitro, and during syn
'le$is labeled nucleotides are incorporated at various positions th roughout tI1e 
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length of the newly synthesized strand. Typically a DNA or RNA polynlerase uses 
a suitable cloned DNA to make DNA or RNA copies that are labeled by using a 
labeling mix in which at least one of the four dNTPs or rNTPs is labeled. 

Labeling DNA by nick translation 
In nick translation. single-strand breaks (nicks) are introduced in the DNA to 
leave exposed 3' hydroxyl termini and 5' phosphate termini. The nicking can be 
achieved by adding a suitable endonuclease such as pancreatic deoxyribonu
clease I (DNase I). The exposed nick serves as a starting point for introducing new 
nucleotides with E. coli DNA polymerase L a multisubunit enzyme that has both 
DNA polymerase and 5'-->3' exonuclease activities. At the same time as the DNA 
polynlerase activity adds new nucleotides at the 3' hydroxyl side of the nick. the 
5'-->3' exonuclease activity removes existing nucleotides from the other side of 
the nick. Thus. the nick will be moved progtessively along the DNA in the 5'-->3' 
direction (FIgure 7.4). If the reaction is conducted at a relatively low temperarure 
(about 15°C). the reaction proceeds no further than one complete renewal of the 
existing nucleotide sequence. Although there is no net DNA synthesis at these 
temperatures, the synthesis reaction allows the incorporation of labeled nucle 
otides in place of a previously existing unlabeled nucleotide. 

Random primed DNA labeling 
The random primed DNA labeling method uses a mixture of many different 
hexanucleotides to bind randomly to complementary hexanucleotide sequences 
in a DNA template and prime new DNA strand synthesis (figure 7.5). Synthesis 
of new complementary DNA strands is catalyzed by the Klenow suburrit of 
E. coli DNA polymerase I (containing the polymerase activity but not the associ 
ated 5'-->3' exonuclease activity). 

PeR-based strand synthesis labeling 
The standard PCR reaction can be modified to include one or more labeled nucle
otide precursors that become incorporated into the PCR product throughout its 
length. 

RNA labeling 
RNA probes (riboprobes) can be obtained by in vitro transcription of DNA cloned 
in a suitable plasmid expression vector. Expression vectors contain a promoter 
sequence immediately adjacent to the insertion site for foreign DNA. allowing 
any inserted DNA sequence to be transcribed. Strong phage promoters are com
monly used. such as those from phages SP6, T3, and T7. and the corresponding 
phage polymerase is provided to ensure specific transcription of the cloned DNA. 
The inc/usion oflabeled ribonucleotides enSLUes that the newly synthesized RNA 
is labeled (Plgure 7.6). 

Flgur. 7.-4 DNA labeling by nick 
translation. Pa ncreatic DNase I introduces 
Single-strand nicks by cleaving internal 
phosphodiester bonds (p) to gene rate a 
3' hydroxyl terminus and a 5' phosphate 
grou p. These nicksprovide the substrates 

for the multisubunit enzyme E. coli DNA 
polymerase I. This protein hastwo enzyme 
activities: a 5'~ 3' exonuclease (exo) attacks 

the exposed 5' terminus of a nick and 
sequentially removes nucleotides in the 
5'43' direction; and a ONA polymerase (pol) 

adds new nucleotides to the exposed 3' OH 
group, continu ing in the 5' ~3' direction, 
thereby replac ing nucleotides removed 
by the exonuclease and cau sing lateral 

displacement of the nick. At least one of 

the dinucleotide triphosphates (dNTPs) is 
labeled (red circle on CTP in this example), 
and thus label is incorporated at each C in 

the newly synthesized strand. 
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1 
FJgUf'lI!! 7 .5 DNA labeling by random 
primed labeling. Double-stranded DNA is 
denatured and then a mixture of a nearly 

denatuce DNA 
random set of hexanucleotides is added, 
The hexanucleotides will bind to the 

S 3' single-stranded DNA at complementary 
sites, serving as primers for synthesis of new 
labeled DNA strands. The Klenow subunit 

of E. coli DNA polymerase I is used and has 

.... miX with random 5'--73' polymerase but not exonuclease 
~ hexanucleotides activity. 

~ and anneal 

3' 

- i ' 
5' 

- 5' 

5'_ 5' _ 

Klenow subunit of E. coli 
DNA polymerase I (5'---; 3' pol) 
dATP, dGTp, dTTp, cCTP1 

U ",'1.

Radioisotopes can be used to label nucleic acids but are 
short-lived and can be hazardous 

Traditionally, nucleic acids were labeled by incorporating nucleotides that con
tained a radioisotope that could be detected in solution or, much more com
monly, within a solid specimen (autoradiography-BolC 7.2), An autoradiograph 
provides a two-dimensional representation of the distribution of the radiolabel 

clone DNA into MCS 

1 - Mes Pvull 
sP6promot~ / , ori 

pSP64 
vector 

I MWi,hl';UII 

-
multiple labeled 

RNA transcripts 


! t! 

1..ll 

Flgurtill7.6 RNA probes are usually made 
by transcribing cloned DNA inserts with 
a phage RNA polymerase. The plasmid 
vector pSP64 contains a promoter sequence 
for phage SP6 RNA polymerase linked to the 
multiple cloning site (MCS) together with 
an origin of replication Cori) and ampicillin 
resistance gene (AmpR). A suitable DNA 
fragment is cloned into the MCS and then 
the purified recombinant DNA is linearized 
by cutting with the restriction enzyme Pvull. 
SP6 RNA polymerase and a mixture of NTPs, 
at least one of which is labeled, are added, 
initiating transcription from a specific site 
within the SP6 promoter and continuing 
through the inserted DNA. Multiple labeled 
RNA transcripts of the inserted DNA are 
produced. Many similar expression vectors 
offer two different phage promoters flanking 
the multiple cloning system, such as those 
for phages T3 and T7, and the respective 
phage polymerases are used for generating 
riboprobes from either of the two DNA 
strands. 
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BOX 7.2 AUTORADIOGRAPHY 

Autoradiography records the position of a radioac tively labeled 
compound within a solid sample by producing an image in 
a photogra phic emulsion. In molecular genetic applications, the 
radlolabeled compounds are often DNA molecules or prOteins, and the 
solid sample may be fixed chromatin or tissue samples mounted on 
a glass slide. Alternatively, DNA or protein samples can be embedded 
within a dried electrophoresis gel or fixed to the surface of a dried 
nylon membrane or nitrocellulose filter. 

The solid sample is placed in intimate contact with an X-ray 
film, a plastic sheet with a coating of photographic emulsion. The 
photographic emulsion consists of silver halide crysta ls in suspension 
in a clear gelatinous phase. Radioactive emissions from the sample 
travel through the emulsion, converting Ag+ ions to Ag atoms. 
The position of altered silver halide crystals can be revea led by 
development, an amplification process in which the rest ofthe Ag+ 
fons in the altered crystals are reduced to give metallic silver. Any 

unaltered silver halide crystals are then removed by the fixing process. 
The dark areas on the photographic film provide a twO-dimensional 
representation of the distribution of the radiolabel in the original 
sample. 

Direct autoradiography is best suited to detection of weak 
to medium-strength !l-emitting radionuclides (such as 3H or 355). 

However, high-energy p-partides (such as those from 32p) w ill pass 
through the film, wasting most of the energy (Tlbl. 1). For samples 
emitting high-energy radiation, a modification is needed in which 
the emitted energy is converted to light by a suitable chemical 
(scintillator or fluor). Indirect autoradiography uses sheets of a 
solid inorganic scintillator as intensifying screens, which are placed 
behind the photographiC film .Those emissionsthat pass through the 
photographic emulsion are absorbed by the screen and converted 
to light, which then also redu ces the Ag+and intensifies the direct 
autoradiographic image. 

I	TABLE 1 CHARACTERISTICS OF RADIOISOTOPES COMMONLY USED FOR LABELING DNA AND RNA PROBES 

Isotope Suitability for high-
resolution studies 

Emission energy (MeV) Exposure timeHalf-life Decay type 

p- excellent0.019 	 very long12.4 years' H 

p14.3 days poor"P 1.710 	 short 

33p 1 2S.5dayS p- 0.248 	 intermediate intermediate 

"5 87.4 days 	 0.167 intermediate intermediateI p- I 

in the original sample. The intensity of the autoradiographic signal is dependent 
on the energy of the radiation emitted and the duration of exposure. 

The radioisotope 32p has been used widely in nucleic acid hybridization assays 
because it emits readily detected high·energy p·particles. However, the high. 
energy particles also travel farther, spreading the signal, and so are disadvanta· 
geous when fine physical resolution is required. Alternative radioisotopes such 
as 355 are more useful for techniques such as studying the expression of genes in 
cells and tissues in which morphological resolution is required. 

Radioisotopes are readily detected, bUI they constitute health hazards and the 
radioactivity decays with time, making it necessary to synthesize fresh probes 
before each experiment. Thus. nonisolopic labels containing distinctive chemi
cal groups that are both stable and effiCiently detected are now routinely 
employed. 

Fluorophores are commonly used in nonisotopic labeling of 
nucleic acids 
Nonisotopic labeling of nucleic acids involves the incorporation of nucleotides 
containing a chemical group or molecule that can be readily and specifically 
detected. The incorporated group may be detected by a direct assay in which the 
incorporated group directly serves as a label that is measured by the assay. Often 
a fluorophore is used, a chemical group that can readily be detected because it 
absorbs energy of a specific wavelength (excitation wavelength) and re·emits 
the energy at a longer, but equally specific, wavelength (emission wavelength) 
(Box 7.3). 

Alternatively, an indirect assay is used, in which the incorporated chemical 
group serves as a reporter that is specifically recognized and bound by some 
affinity molecule, such as a dedicated antibody. The affinity molecule has a 
marker group bound to it, a chemical group or molecule that can be assayed in 
some way (Figure 7.7). 
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BOX 7 .3 FLUORESCENce LABELING OF NUCLEIC ACIDS 

Fluorescence labeling of nucleic acids was developed in the 19805 and 

has proved to be extremely valuable in many different applications, 

including chromosome in siru hybridization, tissue in situ hybridization, 
and automated DNA sequencing. 

A fluorophore is a chemical group that absorbs energy when 
exposed to a specific wavelength of light (excitation) and then 

re-emits it at a specific but longer wavelength (fable 1 and 
~19ure 1). Direct labeling of nucleic acids with fluorophores is achieved 
by incorporating a modified nucleotide (often 2' deoxyuridine 
5' triphosphate) containing an appropriate fluorophore. 

Indirect labeling systems are also used. In this technique, the 
tluorophore is used as a marker and is attached to an affinity molecule 
(such as streptavidin or a digoxigenin-speciAc antibody) that binds 

specifically to modified nucleotides containing a reporter group (such 

as biotin or digoxigeninJ (see Figure 7.7). 

ITAlIlE 1 FLUOROPHORES FOR LABELING NUCLEIC ACIDS 

Maximum wavelength (nm) 

.rophore Excitation Emission 

Blue 

AMCA 350 I450 

DAPI 358 461 

Green 

FIlC 492 520 

Fluorescein (see Figure 1) 494 523 

Red 

CV3 550 I 570 

TRiTe 554 575 

Rhodamine (see Figure 1) 570 590 

620Texas red 596 

670CV5 650 

AMCA, aminomerhylcoumarin; DAPI, 4', 6-diamid ino-2-phenylindole; 

FITC, fluoresce in isothiocyanate; CY3, indocarbocyan ine; TRITC, 
tetramethylrhodamine isothiocyanate; CYS, indodicarbocyanine. 

Detection of fluorophore-Iabeled nucleic acids 
Fluorophore-Iabeled nucleic acids can be detected with laser scanners 

or by fluorescence microscopy. The fluorophores are detected by 

passing a beam of light from a suitable light source (an argon laser is 

used in automated DNA sequencing, a mercury vapor lamp is used 

in fl uorescence microscopy) through an appropriate color fllter. The 
fi l ter is designed to transmit light at the desired excitation wavelength . 
In fluorescence microscopy systems, this light is reflected onto the 

fluorescently labeled sample on a microscope slide by using a dichroic 
mirror that reflects light of certain wavelengths while allowing light of 

other wavelengths to pass straight through (fig·l,.lre 2). The light then 

excites the fluorophore to fluoresce; as it does so, it emits light at a 

flUorescein 

figUA:1 Structure of two 
common fluorophores_ 

TRITe and a variety of other 

fluorop hores have been derived 
from rhodamine. 

o 

rhodamine 

H, N NH2 

slightly longer wavelength, the emission wavelength. The light emitted 
by the fluorop hore pa sses back up and straight through the dichroic 

mirror, through an appropriate barrier filter and into the microscope 

eyepiece. A second beam-splining device can also permit the light to 
be recorded in a CCO (charge-coupled device) camera. 

4

~ 
excitation filter 

barner filter 

light dichroic mirror 
source 

objective 

--===- i _ labeled sample 
00 slide 

FlguI"IIl Fluorescence microscopy. The excitation filter allows light 

of only an appropriate wavelength (blue in this example) to pass 
through. The transmitted blue light is reflected by the dichroic (beam

splitting) mirror onto the labeled sample, which then fluoresces 
and emits light of a longer wavelength (green light in this case). 

The emitted green light passes straight through the dichroic mirror 
and then through a second barrier filter, which blocks unwanted 

fluorescen t signals, leaving the desired green fluorescence emission 

to pass through to the eyepiece of the microscope. 

There are two widely used indirect label detection systems. The biotin- strep
Ia,~din system depends on the extremely high affinity between two naturally 
occurring ligands. Biotin (a vitamin) acts as the reponer, and is specifically bound 
by the bacterial protein streptavidin with an affinity constant (also known as the 
jjssociation constant) of 1 0-14 , one of the strongest known in biology. Biotinylated 



202 Chapter 7: Nucleic Acid Hybridization: Principles and Applications 

1
figure 7.7 Indirect detection of labeled 

groups in nucleic acids. Nucleic acids can 
be labeled with chemical groups that are not1abel DNA with


CD nucleotldes carrying 
 detected directly. Instead, the incorporated 
reporter ( ) groups serve as reporter groups that are 

bound with high speciticity by an affinity 
molecule carrying a detectable marker. The 
marker can be detected in various ways. If 
it carries a specitic fluorescent dye, it can 
be detected by fluorescence microscopy. 
A common alternative involves using an 
enzyme such as alkaline phosphatase to 

binding of affinity convert a substrate to give a colored product 
molecule to reporter that is measured colorimetrically. 

1 
detection of marker 

probes can be made easily by including a suitable biotinylated nucleotide in the 
labeling reaction (FIgure 7.8). Streptavidin then serves as the affinity molecule. 
Another widely used reporter is digoxigenin, a steroid obtained from Digitalis 
plants (see Figure 7.8). A specific antibody raised against digoxigenin acts as the 
affinity molecule. 

a 
biotin-16-dUTP 	 n 

C 
C16 spacer 	 HN .... ...... f\,H 

1
0	 0 0 0 1 \1 

II 	 II II II "C - <;" 
C CH=CH-CH -NH-C-{CH) -NH-C-{CH) -NH-C-(CH) Cti- 6HW..... 'c""'" 2 23 23 2~ .... S ....... 


II 
~C, ....... CH 	 biotin 


o N 

~r~o;; I 

I'c-~~ 


I I a 
0" H 

o 

digoxigenin-l1<lUTP 

Cll spacer 

H 

dlgoxigenin 

Figur. 7.8 Structure of biotin- and digoxigenin-modified nucleotides. The biotin and digoxigenin reporter groups shown here are linked to the 
5' carbon atom of the uridine of dUTP by spacer groups consisting, respectively, of a total of 16 carbon atoms (biotin-16-dUTP) or 11 carbon atoms 
(digoxigenin-l1-dUTP). The spacer groups are needed to ensure physical separation of the reporter group from the nucleic acid backbone, so that the 
reporter group protrudes suffiCiently far to allow the affinity molecule to bind to it. 
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A variety ofdifferent marker groups or molecules can be conjugated to affinity 
molecules such as streptavidin and the digoxigenin antibody. They include vari
ous fluoroph ores that can be detected by fluorescence microscopy. or enzymes 
such as alkaline phosphatase and peroxidase that can permit detection by means 
of colorimetric assays or chemical luminescence assays. 

7.3 HYBRIDIZATION TO IMMOBILIZED TARGET 
NUCLEIC ACIDS 
Many different types of nucleic acid hybridization involve binding a target nucleic 
acid population to a so lid support and then exposing it to a solution of labeled 
probe. Typically the probe is homogeneous and the object is to identify target 
sequences within a complex nucleic acid population in a test sample of interest. 
The nucleic acid population in th e test sample may have been purified and 
deposited directlyon the support or after previous size fractionation. Alternatively. 
cells or chromosome preparations may be fixed to a solid support and then 
treated to make their DNA or RNA available for hybridization. 

After probe-target heteroduplexes have form ed. unbound labeled probe is 
washed off. and the support is further washed and dried. After this treatment, any 
label detected on the support is expected to derive from heteroduplexes contain
ing a target strand that is fixed to the support and also hydrogen-bonded to a 
labeled probe strand. 

Dot-blot hybridization offers rapid screening and often employs 
allele-specific oligonucleotide probes 

In dot-blotting the test sample is an aqueous solution of purified DNA or RNA, fo r 
example total human genomic DNA. and is simply spotted onto a nitrocellulose 
or nylon membrane and then allowed to dry. The variant technique of slot
blotting involves pipetting the DNA through an individual slot in a suitable tem
plate. In both methods the DNA sequences are then denatured before hybridiza
tion with a denatured labeled probe. 

A useful application of dot-blotting involves distinguishing between alleles 
that differ by even a single nucleotide substitu tion. To do this, allele-specific oli
gonucleotide (ASO) probes ate constructed from sequences spanning the variant 
nucleotide site. ASO probes are typically 15-20 nucleotides long and are normally 
employed Wlder hybridization conditions in which the DNA duplex between 
probe and target is stable only if there is pelfeet base complementarity between 
t1,em: a single mismatch between probe and target sequence is sufficient to 
render the short heteroduplex Wlstable. 

Typically. two ASOs are designed to represent the two alleles. so that the single 
nucleotide difference between alleles occurs in a central segment ofthe oligonu
cleotide sequence (to maximize the thermodynamic instabili ty of a mismatched 
duplex). Such discrimination can be employed for a variety of research and diag
nostic purposes. fo r example in distinguishing the sickle-cell allele fro m normal 
~-globin alleles (Figure 7.9). 

gene p"'.al1e1e 5' ... .. GTG CAe CTG Ae"! ee l' GAG GAG AAG Tel' Gee. . .. 3 ' 

sequences 13' ·allele 5' .....GTG C/l.C CTG ACT eel' GTG G'!'::i AAG Tel' Gee. 3' 

~allele-specific m~= ___ IT 
Oligonucleotides 
(ASO) ~ ~~ == = ~ IT 

Figut. 7.g Testing for the sickle-cell 
mutation with dot-blot hybridization. The 
sickle-ceil mutation is a single nucleotide 
substit ution (A~T) at codon 6 in the 
~-globin gene, resulting in a GAG (Glu) 
~GIG (Val) substitution. Allel e-specific 
oligonucleotides (ASOs) were designed to 
match the nucleotide sequence flanking 
the substitution: ~A-ASO is specific for the 
normal ~-g'obin allele and ~s-ASO for the 
mutant p-globin allele. The schematic dot
blots show the results of probing with these 
two ASOs under stringent hybridization 
conditions. With the normal probe CpA·ASO), 
{he results are positive (filled Ci rcle) for 

pA·ASO normal individuals and for heterozygotes,
probe 

but negative for sickle-cell homozygotes dot-blols 
(un filled circle). With the mutant probe ~& .ASO 
(~s-ASO), the results are positive for the 
sickle-cell homozygotes and heterozygotes, 

probe 

genotype pApA pAp'" f}S~ !I but negative for normal individuals. 
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Southern and northern blot hybridizations deted size
fractionated DNA and RNA 

Southern blot hybridization 
A sample population of purified DNA is digested with one or more restriction 
endonucleases, generating fragments that are several hundred to thousands of 
base pairs in length. The restriction fragm ents are separated according to size by 
agarose gel electrophoresis (Box 7.4)' denatured, and transferred to a nitrocellu
lose or nylon membrane. Labeled probes are hybridized to the membrane-bound 
target DNA, and the positions of the labeled heteroduplexes are revealed by auto
radiography (Figure 7.1 0). 

An important application of Southern blot hybridization is to identify target 
sequences that are similar but not identical to the gene used as a probe. The tar
gets may be members of a family of evolutionarily related genes or DNA sequences 
"~thin the same genome Or a direct equivalent to the probe within another 
genome. In the latter case, genomes can be sampled from different individuals of 
the same species, or they can be from different species (a wab/at). Once a newly 
isolated probe is demonstrated to be related to other uncharacterized sequences, 
attempts can then be made to isolate the other members of the family by screen
ing appropriate DNA libraries. 

Northern blot hybridization 
Northern blot hybridization is a variant of Southern blotting in which the sam
ples contain undigested RNA instead of DNA. The principal use ofthis method is 
to obtain information on the expression patterns of specific genes. Once a gene 
has been cloned, it can be used as a probe and hybridized against a northern blot 
containing samples of RNA isolated from a variety of tissues (Figure 7. 11 ). The 
data obtained can provide information on the range of cell types in which the 
gene is expressed, and the relative abundance of transcripts, as measured by the 
relative intensity of the hybridization band. Additionally, by revealing transcripts 
of different sizes, it may provide evidence for different isoforms, for example 
those resulting from alternative promoters, splice sites, or polyadenylation sites. 

BOX 7,4 ELECTROPHORESIS OF NUClEIC ACIDS 

The phosphodiester backbone of nucleic acids means that they 
carry numerous negatively charged phosphate groups, so that when 
present in an electric field they will migrate in the direction of the 
positive electrode. By migrating through a porous gel, nucleic acid 
molecules can be separated according to size. This happens because 
the porous gel acts as a sieve, and small nucleic acid molecules pass 
easily through the pores or the gel but larger nucleic acid molecu les 
are impeded by frictional forces. 

Traditionally, quite small to moderately large nuc leic acid 
molecules have been separated by using agarose slab gels with 
individual samples loaded into cut-out wells so that different lanes are 
used by the migrating sa mple~ (Figure 1). After electrophoresis, the 
gels are stained with chemicals, such as ethidium bromide or SYBR 
green, that bind to nucleic acids and that can fluoresce when exposed 
to ultraviolet radiation. 

For fragments between 0.1 kb and 30 kb long, the migration 
speed depends on fragment length, but scarcely at all on the base 
composition. However, conventional agarose gel electrophoresis is 

Very large DNA fragments are very poorly separated by 
conventional agarose gel electrophoresis. Instead, specialized 
equipment is used in which a discontinuous electric field is used. 
During electrophoresis the direction or polarity of the electric field 
is intermit(ently changed. The electric field may be pulsed so that a 
particular negative-positive orientation is establ ished for a short time 
before being reversed for another short interval and the switching of 
the field Is performed recurrently. In pulsed-field gel electrophoresis, 
the intermittent switching of the electric field forces the DNA to 
reorient to be able to migrate in the new electriC field; the time 
taken to reorient depends on the length ofthe molecule. As a result, 
it is possible to separate fragments of DNA by size up to several 
megabases in length. 

samples loaded into wells 

1 1 1 1 r -
not well suited to separating rather small or very large nucleic acid slab gel 

small fragmentsmolecules. The percentage of agarose can be varied to increase 
migrate faster 

reSOlution-decreas ing the percentage helps to separate larger 
fragments. and increasing it makes it easier to separate smaller 1
fragments. To get superio r resolution of smaller nucleic acids, however, 
polyacrylamide gels are normally used, and they are used in DNA 
sequencing to separate fragments that differ in length by just a single 
nucleotide. Fi!Jur'@ 1 Gel electrophoresis. 
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Figur. 7.10 Southern blQt hybridization. A complex DNA sample is digested 
with restriction endonucleases. The resulting fragments are applied to an 
agarose gel and separated by size using electrophoresis (see Box 7.4) ,The gel 
is treated w ith alkali to denature the ONA fragments and is then p laced against 

a nitrocellulose or nylon membrane. DNA will be transferred from the gel to 

the membrane, which is then soaked in a solution containing a radlolabeled 
sing le-stranded DNA probe. After hybridization, the membrane is washed to 

rem ove excess probe and then dried. The membrane is placed against an X-ray 
film and the position of the labeled probe will cause a latent Image on the film 

tha t can be revealed by development of the autoradiog raph (see Box 7.2) as a 

hybridization band. 

In an in situ hybridization test, sample DNA or RNA 15 immobilized 
within fixed chromosome or cell preparations 

Some hybridization assays rely on hybridization to target nucleic acid within 
fixed chromosomes or cells trapped on microscope slides. Because the nucleic 
acid is immobilized within native structures the hybridization is said to occur 
in situ. 

Chromosome in situ hybridization 
..... simple procedure for mapping genes and other DNA sequences is to hybridize 
a suitable labeled DNA probe against chromosomal DNA that has been dena· 
tured in situ. To do this, an air· dried microscope slide chromosome preparation 
is made, typically using metaphase or prometaphase chromosomes from periph· 
eral blood lymphocytes or lymphoblastoid ceil lines. RNA and protein are 
removed fro m the sa mple by treatment with RNase and proteinase K, and the 
remaining chromosomal DNA is denatured by exposure to formam ide. The dena
Hued DNA is then available for in situ hybridization with an added solution con· 
taining a labeled nucleic acid probe, overlaid wi th a coverslip. 

Depending on the particular technique, chromosome banding of the chro
mosomes (see Chapter 2) can be arranged either before or after the hybridization 
step. As a result, the Signal obtained after the removal of excess probe can be cor
related with the chromosome band pattern to identify a map location for the 

.!!! 

.....~ '"
Ji 

~ 

/! '" ~ ~.tq;&8 ~ 
~~#:Flf. ,& 

= 

figure 7.1 1 Northern blot hybridization. Northern blotting uses samples of total RNA or purified 
poty(A)+ mRNA from tissues or ce lls of interest. The RNA is size-fractionated by electrophoresis, 

~nsferred to a membrane, and hybridized with a suitable labeled nucleic acid probe. In the example 

Sflown here, the probe was a labeled cDNA from th e FMRI (fragile X mental retardation syndrome) 

ge'le, The results show comparative expression of FMRJ in different tissu es: strongest expression was 
~nd in the brain and testis (4.4 kb), with decreasing gene expression in the placenta, lung, and kidney, 

--espectively, and almost undetectab le expression in live r, skeletal muscle, and pancreas. Although no 

4:..4 kb transcript was evident in heart tissue, smaller transcripts (about'.4 kb) were evident that could 
~,:!'.'e been generated by alternative sp licing or aberrant transcripti on. [From Hinds Hl, Ash ley (T, 
5-t...t cliffe JS et al. (1993) Nar.Genet. 3, 36-43. With permiSSion from Macmillan Publi shers ltd.) 
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DNA sequences recognized by the probe. Chromosome in situ. hybridization has 
been revolutionized by the use of fluorescently labeled probes in fluorescence ill 
situ hybridization (FISHI techniques (see Chapter 2). 

Tissue in situ hybridization 

Labeled probe can also be hybridized against RNA in tissue sections. Very thin 
tissue sections are cut with a cryostat either from tissue blocks embedded in par
affin wax or from frozen tissue, and then mounted on glass slides. A hybridization 
mix including the probe is applied to the section on the slide and covered with a 
glass coverslip. 

Single-stranded complementary RNA (cRNA) probes are preferred for this 
method. Because they must be complementary to the mRNA of a gene, antisense 
riboprobes are obtained by cloning a gene in the reverse orientation in a suitable 
vector such as pSP64 (see Figure 7.6). In such cases, the phage polymerase is 
designed to synthesize labeled transcripts from the opposite DNA strand to that 
normally transcribed in vivo. 

The riboprobes can be labeled with a radioisotope such as 33p or 35S, and the 
hybridized probes are detected with autoradiographic procedUJes. The localiza
tion of the silver grains is often detected with only dark-field microscopy. Here, 
direct light is not allowed to reach the objective; instead, the illuminating rays of 
light are directed from the side so that only scattered light enters the microscope 
lenses and the signal appears as an illuminated object against a black back
ground. However, better signal detection is possible with bright-field microscopy, 
in which the image is obtained by directtransmission of light through the sample 
(Figure 7.12). Alternatively, probes are subjected to fluorescence labeling, and 
detection is accomplished by fluorescence microscopy (see Box 7.3). 

Hybridization can be used to screen bacterial colonies containing 
recombinant DNA 

Bacterial colonies containing recombinant DNA are often screened to identify 
those that contain sequences related to a labeled probe of interest. To do this, the 
cell colonies are allowed to grow on an agar surface and then transferred by sur· 
face contact to a nitrocellulose or nylon membrane, a process known as colony 
hybridization (Figure 7.13). Alternatively, the cell mixture is spread out on a 
nitrocellulose or nylon membrane placed On top of a nutrient agar surface, and 
colonies are allowed to form directly on top of the membrane. In either approach, 
the membrane is then exposed to alkali to denature the DNA before it is hybrid
ized with a labeled nucleic acid probe. 
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Figure 7.1l:Tissue in situ hybridization . 
The example shows the expression pattern 
produced by hybridizing a dig oxigen in
labeled Sonic hedgehog antisense riboprobe 
again st a section of tissue from a mouse 
embryo at 13.5 embryonic days. The section 
is at the level of a part of the forebrain (top 
and middle) and the upper and lower jaws 
(bottom). Detection of the probe was by an 
alkaline phosphatase-coupled blue color 
assay. Strong expression was seen in very 
specific region s of the developing central 
nervous system, as indicated, and also in the 
secondary palate. (Courtesy of Mitsushiro 
Nakatomi & Heiko Peters, Newcastle 
University.) 



207 MICROARRAY-BASEO HYBRIOIZATION ASSAYS 

---- -------~---

('- ~ .-------.____ __~ r -.. 

place membrane on aga~l \ ......- ----.---~./ .~~ 
sunace of master plate 21: peel 0 ff ~~---~--

membrane 	 
10 	 - __ 3 Invert membrane 

~_ _.'._ 	 and place on top~.,"'lfY ~-~~ ofnew aga,p'ate 
. positiOn of _______~-	 (replica plate) 

1==lgure 7.13 Colony blot hybridization. 
When a nylon or nitrocellulose filter is placed 
on top of discrete bacleri al colonieS on an 
agar plate, some cells from the colonies 
adhere to the membrane. The membrane 

is peeled off and then uansferred to a new 
wlture dish to allow the transferred cells 
to grow into colonies. The resulting replica 
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hybridize with ~enature and 
labeled probe fiX bacterial DNA. 

to membrane 

After hybridization, the probe solution is removed, and the filter is washed 
extensively, dried, and processed to detect the bound labeled probe. Th e position 
of strong signals from bound probe is related back to a master plate containing 
the original pattern of colonies, to identify colonies containing DNA related to 
the probe. These can then be individually picked and grown in liquid culture to 
obtain sufficient quantities for extraction and purification of the recombinant 
O:-iA. 

Once it became possible to create complex DNA libraries, more efficient auto
mated methods of clone screening were required. Now robotic gridding devices 
call be used to pipette from clones arranged in micrOliter dishes into predeter
mined linear coordinates on a membrane. The resulting high-density clone fil
letS can permit rapid and efficient libraty screening, as described in Chapter 8. 

7.4 MICROARRAY-BASED HYBRIDIZATION ASSAYS 

icroarray hybridization allows highly parallel hybridization 
assays using thousands of different immobilized probes 
lnnovative and powerful microarray hybridization technologies were developed 
in the early 1990s to permit massively parallel assays, in which thousands of sin
gle hybridization assays are simultaneously conducted under the same condi
lions. Microarray hybridization was first envisaged as a tool for large-scale map
ing and for sequencing DNA. However, the major driving force for the technology 
.as the need for simultaneous analysis of the expression of very large numbers of 

celles. As cDNA libraries were developed and large numbers of characterized 
cD"iA clones became available, researchers began to plan genome-wide analyses 
ufgene expression. Multiplex hybridizations were needed using large numbers of 
;we-specific DNA probes simultaneously. Subsequently, microarray hybridiza
;ion was used to assay DNA variation as well as for profiling gene expression. 

When used in a hybridization assay, a micro array consists of many thousands 
Wllabeled DNA or oligonucleotide probe populations fixed to a glass or other 

smtable surface at precisely defined coordinates in a high-density grid format. A 
251 sample, an aqueous soLution containing a complex population of fluores
.en.I)" labeled denatured DNA or RNA, is hybridized to the probe molecules on 

.e microarray. After washing and drying steps, bound fluorescent label is 
.:.aected with a high-resolution laser scanner, and the signal emitted from each 

membrane will have the same physica l 

representation of bacteria ! colonies as the 
original cu lture dish (the master agar plate). 

The replica membrane is treated to denature 

the attached DNA and fix it to the surface 

o f the membrane. The dried membrane 

is then hybridized with a labeled nucleic 

acid p robe. After a wash to remove any 

unbound labeled probe, X-ray film is used 

to create an autoradiograph that reveals the 

position of labeled colonies on the replica 
membrane that can then be used lO identify 

the equivalent colony on the original master 
plate. The positive colonies can be picked 

and grown individually in liquid culture. 
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lfiX Individual oligonucleOtide or DNA 
probes at each coordinate on grid 

OligonuCleOtide 
or DNAmicroarray 

_ 

rare target 
sequences of 

this type 

heterogeneous nucleic 
aCids of test sample 
with fluorescent label 

Figure 7 .1" Principle of microarray 
hybridization. A microarray is a solid 
surface on which molecules can be fixed 
at specific coordinates in a high-denslty 
grid forma t. Microarray hybridization uses 
oligonucleotide or DNA microarrays that are 
prepared by fixing thou sandsof synthetic 
single-stra nded oligonucleotide or DNA 
probes at speCific predetermined positions 
in the grid. As shown by the expanded 
item, each specific position will have many 
thousands of identical copies of a single type 
of oligonucleotide or DNA probe (a fearure). 
A test sample containing a heterogeneous 
collection of labeled DNA fragments or RNA 
transcripts is added (Q allow hybridization 
with the probes on the array. The target 
sequencesbound by some probes may be 
numerous, reSUlting in a strong hybridization 
signal; for other probes there may be 
few target sequences in the test sample, 
resulting in a weak hybridization signal. After 
a washing and dryi ng step, the hybridization 
signals for the thousands of different probes 
in the array are detected by la ser scanning, 
giving huge amounts of data from a single 
experiment. 

hybrld lzation'......~
signal 

strong 
hybridization 

signal 

spot on the array is analyzed with digital imaging software that converts the sig
nal into one of a palette of colors according to its intensity. 

We will consider practical examples of microarray use in subsequent chap
ters, such as in Chapter 8 where we consider how gene expression is analyzed. 
Here we are concerned with the basic principles and technologies. The object of 
microarray hybridization is for each of the thousands of different probes to fo rm 
heteroduplexes with target sequences in the labeled nucleic acids of the test sam
ple. At anyone position on the array numero us identical copies of just one type of 
oligonucleotide or DNA will be available for hybridization (FIgure 7.14). 

Target sequences will be present at different amounts in the sample 
under study. The amount of specific target DNAbound by each probe will depend 
on the frequency of that specific target DNAin the test sample. A probe that binds 
a relatively rare target nucleic acid wi ll have less fluorescent label bound to it, 
resulting in a weak hybridization signal, whereas positions on the array that are 
strongly fluo rescent after washing indicate probes that have bound an abundant 
target nucleic acid. Quantitating the amount of fluorescent label bound across all 
the positions in a microarray gives a huge data set that can reflect the relative 
frequencies of numerous target sequences in the sample population. 

High-density oligonucleotide mlcroarrays offer enormously 
powerful tools for analyzing complex RNA and DNA samples 
The construction of first-generation DNA microarrays involved robotic spotting 
of DNA clones or synthetic oligonucleotides onto chemically treated glass micro
scope slides. However. modern DNA microarrays often use oligodeoxynucleotide 
probes becaLlse they are versatile. Oligonucleotides can be designed to be spe
cific fo r just one target, and the synthesis ofoligonucleotides to order means that 
high- density microarrays can be produced rapidly and efficiently. Data reliability 
can also be more effiCiently assessed in many cases; for example, the expression 
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of a single gene can be followed simultaneously with many different oligonucle
otide probes, each of which is specific for that gene. 

Most modern applications use microarrays produced by alternative ingen
ious teclmologies developed by two commercial companies. Affymetrix's 
approach was modeled on silicon chip manufacture, prompting the term DNA 
chip (although the term DNA chip can now mean any high-density DNA or oligo
nucleotide microarray). Illumina's technology depends on a random assembly of 
arrays of beads in wells. 

Affymetrix oligonucleotide microarrays 
Affymetrix chip technology involves light -directed in situ syn thesis ofoligonucle
otide probes on the microarray, and can produce more than 6 million different 
oligonucleotide populations on a!. 7 cm' surface. Each type ofoligonucleotide is 
assembled by adding mononucleo tides sequentially to a linker molecule that ter
minates with a photo labile protecting group. A photomask (photolithograph) is 
used to determine which positions on the microarray will be exposed to an exter
nallight source, resulting in the destruction of photolabile groups. A chemical 
coupling reaction is then used to add a particular type of nucleotide to newly 
deprotected sites. The process is repeated sequentially with different masks for 
each of the other three nucleotides to achieve the addition of a single nucle
otide-A, C, G, or T-to each linker molecule. Then the process is repeated to 
extend oligonucleotide synthesis by a further 24 nucleotides or so. Depending on 
the arrangement of holes cut in the masks used at each step, specific predeter
mined oligonucleotide sequences can thus be assembled at predetermined loca
tions on the micro array (Figure 7.15). 

iliumina oligonucleotide microarrays 
Illumina's BeadArrayT" technology depends on a random assembly of arrays of 
beads in wells. The beads are silica microspheres 3 ~m in diameter and form the 
array elements. The oligonucleotides are pre-synthesized to be more than 70 
nucleotides long (consis ting ofa 25-nucleotide address code and a 50-nucleotide 
gene-specific sequence). Each oligonucleotide is coupled to a particular batch of 
beads, and individual beads carry more than 100,000 identical oligonucleotides. 
The same principle underlies a new sequencing technology marketed by the 
Illumina company as will be described in Chapter 8. 

Beads carrying different oligonucleotides are pooled and then spread 
across prefabricated micro arrays with regularly spaced microwells designed to 
accept the bead size. The beads are immobilized within the cavities, and the 
25-nucleotide addresses are decoded, allowing each bead to be identified. Thus, 
the arrangement of probes is random and positions are determined later. 
Hybridization oflabeled target nucleic acids to complementary oligonucleotides 
ill the bead arrays can then be tracked by scanning the array for the presence of 
bound labeL 

Microarray hybridization is used mostly in transcript profiling or 
assaying DNA variation 
..>Jthough the technology for establishing DNA micro arrays was developed only 
very recently, numerous important applications have already been developed, 
and their impact on future biomedical research and diagnostiC approaches is 
e"'Pected to be profound. Most applications involve tracking gene transcripts or 
assaying DNA variation. 

The first application-and still a very important one-was in simultaneously 
assessing the abundance of transcripts of multiple genes. Initially, small subsets 
of the total number of genes in complex genomes, such as the human genome, 
were assayed, but whole genome gene sets can now be assayed. This application 
will be explored furth er in Chapter 8. Transcript profiling has found many appli
cations, notably in comparing expression profiles of closely related cell types, 
ceUs that are otherwise identical but differ in the presence or absence of a patho
genic mutation, and identical cells that are differently exposed to defined envi
ronments, such as the presence of a drug. Other aspects of transcript expression 
can also be assayed, such as the use of oligonucleotide probes to assay splice 
variants. 
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Flgu.r. ".15 Construction of oligonucleotide microarrays by using light-directed oligonucleotide synthesis in situ. 
(A) Affymetrix oligonucleotide microarrays are constructed by synthesizing thousands of oligonucleotides at predetermined 
positions on a quartz wafer microarra y, using a photoli thograph (mask) to determine the position of each added nucleotide. 
(B) Each oligonucleotide is assembled starting from a linker molecule that is fixed to the array and whose free end carries a 
protective photolabile group. A mask with holes cut into it at specific positiOns is placed above the array and light from an external 
source is shone through the holes. At the POS itions exposed to light the photolabile groups are destroyed (deprotection). A spe<ific 
mononucleotide coupled to a photo labile group is added to the array and will combine with deprote«ed strands. The process 
is repeated three times with another three masks with holes cut in different positions, introducing in tu rn one of the other three 
nucleotides. The net result is that each linker molecule will have a sing le nucleotide attached, either A, C, G, orT, in a specific 
pre-programmed way. The sequential use of four different masks to allow coupling of the four different nucleotides is repeated for a 
further 24 cycles. The end result is an assembly of oligonucleotides 2S nucleotides long, each with a precisely determined sequence 
at a specific coordinate in the microa rray. 

Increasingly, pathway-specifi c micro arrays are being developed to monitor 
the individual expression profiles for sets of closely related genes that participate 
in the same biological pathway. Diagnostic applications are also becoming 
important. For example, transcript profiles for key genes pTovide molecular 
fingerprints for defining different types and grades oftumors. 

Several applications have been devised for tracking DNA variation. In addi
tion to assayi ng mutations in known disease genes, vigorous efforts have been 
made to identify and catalogue human single nucleotide polymorphism (SNP) 
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markers. As we will describe later, large-scale DNA variation analyses often use 
micro arrays that have bacterial artificial chromosome DNA clones as probes that 
seek to identify large subchromosomal deletions and duplications. 

In addition to micro array hybridization, it should be noted that micro arrays 
have many other applications. Applications include the use of protein arrays, 
arrays that assay binding between nucleic acids and proteins, and many others. 

FURTHER READING 

General Affymetrix and IIlumina oligonucleotide microarray 
SambrookJ & Russell DW (2001) Molecular Cloning. A Laboratory technology 

Manual. Cold Spring Harbor Laboratory Press. Affymetrix GeneChip·... http://www.affymetrix.com/tech nologyl 
index.affxFluorescence labeling 

Gunderson KL, Kruglyak 5, Graige MS et al. (2004) Decoding 
Invitrogen Molecular Probes-The Ha ndbook: A Guide To randomly ordered DNA arrays. Genome Res. 14, 870-877. 

Fluorescent Probes And Labeling Technologies. http://www lIIumina BeadArrayTM. http://www.illumina.comJpages.ilmn?10=5 
.invitrogen,com/site/us/en/home/References/Molecular 
-Probes·The-Handbook.html Microarray hybridization applications 

Falciani F (ed.) (2007) MicroarrayTechnologyThrough
In situ hybridization Applications. Taylor and Franci s. 
Wilkinson 0 (1998) In Situ Hybridization: A Practical Approach, Hoheisel)O (2006) Microarray technology: beyond transcript 

2nd ed.IRL Press. profiling and genotype analysis. Nat. Rev. Genet. 7, 200-21 0. 

Microarray hybridization principles and basic 
technology 
Various authors (1999) The Chipping Forecast. Nat. Genet. 

21 (Suppl.), 1-60. 
Various authors (2002) The Chipping Forecast II. Nat. Genet. 

32 (Suppl.), 465-551. 

http://www.illumina.comJpages.ilmn
http://www
http://www.affymetrix.com/tech


Chapter 8 


Analyzing the Structure 
and Expression of Genes 
and Genomes 

KEY CONCEPTS 

• 	 DNA libraries are collections of cloned DNA fragments that collectively represent the 
genome of an organism (genomic DNA libraries) or genome subfractions. 

• 	 cDNA libraries are derived from reverse-transcribed RNA and so contain only the expressed 
part of the genome. 

• 	 DNA sequencing usually relies on synthesizing new DNA strands from single-stranded 
templates. The most modern methods sequence huge numbers of DNA samples in parallel 
without electrop horesis. 

• 	 Genome resequencing entails using an initial genome sequence as a reference for rapid 
resequencing of the genomes or genome subfractions of other individuals from the same 
species. 

• 	 DNA markers are DNA sequences that have a unique subchromosomallocation and can be 
conveniently assayed. Marker maps provided important framework maps for the 
sequencing of complex genomes that have numerous repetitive DNA elements. 

• 	 Polymorphic DNA markers are needed to make genetic maps. The different markers are 
genotyped in individuals spanning different generations of a common pedigree. 

Both no n-polymorphic and polymorphic DNA markers can be used to make physical maps 
ofchromosom es, often by genotyping panels of cells that have different fragments of 
individual chromosomes. 

• 	 A clone contig is a series of cloned genomic DNA fragments, arranged in the same linear 
order as the subchromosomal region from which they were derived. Overlaps between each 
DNA fragment al low them to be placed in order, providing important framework maps for 
genome sequencing. 

• 	 Computer-based gene prediction often relies on identifying Significant sequence Similarity 
between a test DNA sequence (or derived protein sequence) and a known gene sequence or 
protein. 

• 	 The terms transcriptomeand proteome describe, respectively, the complete set of RNA 
transcripts and the complete set of proteins produced by a cell. Whereas the different 
nucleated cells of an organism have stable, almost identical genomes, transcriptomes and 
pro teomes are dynamic and each can vary very significantly from cell to cell. 

High-resolution expression analyses are designed to obtain detailed gene expression 

patterns in cells or tissues but are limited to analyzing one or a few genes at a time. 


• 	 Highly parallel expression analyses provide gene expression information for many 
thousands of genes at a time in two or more cellular sources. 
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The advent of DNA cloning and DNA sequencing technologies in the 1970s ush
ered in a new era in which it became possible to characterize genes in a system
atic way. By sequencing a gene and its transcr;p t(s) it became possible to work 
out exon-intron organization and to predict the sequence of any likely protein 
products. 

Initial progress was slow but quickly picked up as technologies improved. By 
the early 1980s, researchers began to make plans for sequencing all the different 
DNA molecules in a cell (collectively known as a genome), and by the start of the 
1990s, internationally coordinated projects had been launched to determine the 
complete sequence of the human genome and that of several model organisms. 
The genome sequences paved the way for comprehensive analyses of gene struc
ture and gene expression. 

8.1 DNA LIBRARIES 
The first attempts at cloning human DNA fragments in bacterial cells took advan
tage of gene transcripts that were naturally found at high concentrations in some 
tissues. Much of the mRNA made in erythrocytes consists of (J.- and ~-globin 
mRNA, for example. When reverse transcriptase is used to copy erythrocyte 
mRNA, the resulting erythrocyte eDNA is greatly enriched in globin eDNA, facil i
tating its isolation. 

To enable a more general method of cloning genes and indeed all DNA 
sequences, technologies were subsequently developed with the aim of cloning all 
of the constituent DNA sequences in a starting population. The resulting com
prehensive collections of DNA clones became known as DNA libraries. Although 
pe R can be used to generate DNA libraries, cell-based DNA cloning h as tradi· 
tionally been used, partly because it is more suited to cloning large DNA 
fragments. 

Genomic DNA libraries comprise fragmented copies of a" the 
different DNA molecules in ace" 
For anyone organism, the cells that contain a nucleus have essentially the same 
DNA content. To make a genomic DNA library, the starting material can be DNA 
from any representative nucleated cell, such as easily accessible white blood 
cells. The isol ated genomic DNA is fragmented, often by cutting with a restriction 
endonuclease that recognizes a 4 bp seq uence. For example, Mbo! recognizes the 
sequence GATe. 

By co ntrolling the digestion, it is possible to get the resuiction enzyme to 
cleave DNA at only a small fra ction of the available restriction sites; typically the 
enzyme is used at low concentration and incubation is performed for only a short 
time. Such partial digestion is designed to ensure that the average size of frag
ments produced is the optimum size for the cloning system that will be used (see 
Table 6.2). 

In addition, because only a very small percentage of the possible restriction 
sites are cut by the enzyme, the DNA is random.ly fragmented. Because the start
ing material usually consists of millions of identical cells, there are millions 
of copies of each of the different DNA molecules. Random DNA fragmentation 
means that for any given location on a starting DNA molecule, the pattern 
of cutting will vary randomly on the different copies of that DNA molecule 
(Plgure8.1). 

The random fragmentation ensures that the library will contain as much rep
resentation as possible of the starting DNA. It also results in clones with overlap
ping inserts (see Figure 8.1). This means that any selected DNA clone from the 
library can be used to retrieve clones with inserts that overlap with it. As a result , 
the clones can be arranged in an order that corresponds to the chromosomal 
order of the cloned DNA sequences. This will be discussed further in the context 
of genome projects in Section 8.3. 

eDNA libraries comprise DNA copies of the different RNA 
molecules In ace" 
Unlike genomic DNA, the RNA content of an individual's cells can vary enor

/ - . mously from one cell type to another, and from one developmental stage to 

.. ~' 

http:random.ly
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another, The starting material is usually total RNA from a desired tissue, from a 
cell line, or from an embryo at a specific developmental stage, 

Until recently, the polypeptide-encoding mRNA fraction was considered to be 
virtually the only RNA class of interest, and because almost all mRNA is poly
adenylated, poly(A)+ mRNA would be selected by specific binding to a comple
mentary oligo(dT) or poly(U) sequence connected to a solid matrix, Reverse 
transcriptase would then be used to convert the isolated poly(A)+ mRNA to a 
double-stranded cDNA copy (figure 8.2), More recently, it has become clear that 
a substantial fraction of functional RNA is not polyadenylated, and so total cel
lular RNA is prepared and random hexanucleotide primers are used with reverse 
rranscriptase to make cDNA 

An initial rationale for cDNA libraries was to provide a quick route toward 
gene clones (human coding DNA sequences typically account for only just over 
1% of the DNA in a human cell), Because of differences in gene expression pat
terns, a wide variety of cDNA libraries have been constructed from different tis
sues, cell lines, and developmental stages for many organisms, 

To be useful, DNA libraries need to be conveniently screened and 
disseminated 
Like any other cell-based DNA cloning system, DNA library screening requires 
the initial selection of transformed cells, often using antibiotic resistance con
ferred by the vector molecule, As described in Section 6,1, recombinants are ofren 
also identified by insertional inactivation; the insertion site is designed to inter
rupt a marker gene vvithin the cloning vector so that any sizeable insert causes 
tlus marker gene to be inactivated, 

Library screening 
To identify a clone containing a specific recombinant DNA, the library is screened 
by two methods, In colony hybridization, aliquots of cell clones from the DNA 
library are spotted in a high-density gridded formation onto a suitable nitrocel
lulose or nylon membrane and subjected to a cell lysis and DNA denaturation 

Figure8.2 Making a eDNA library. As shown here, the reverse transcriptase 
step often uses an oligo(dT) primer to prime the synthesis of the cDNA strand. 
More recently, mixtures of random hexanucleotide primers have been used 
instead to provide a more normal representation of sequences. RNase H will 
specifically digest RNA that [s bound to DNA in an RNA-DNA hybrid. The 3' end of 
the resulting single-stranded cDNA has a tendency to loop back to form a short 
hairpin. This can be used to prime second-strand synthesis by DNA polymerase, 
and the resulting short loop connecting the two strands can then be cleaved by 
the 51 nuclease, which specifically cleaves regions of DNA that are single-stranded. 

Flgu.r. 8.1 Making a genomic DNA library. 
All nucleated cells of an individual will have 
essentially the same genomic DNA content 
so that any easily accessible cells (such as 
blood cells) can be used as source material. 
Because DNA is extracted from numerous 
cells with identical DNA molecules, the 
isolated DNA will contain large numbers 
of identical DNA sequences, such as AI, A~, 
A), and A4 shown here. However, partial 
digestion with a restriction endonuclease 
will cleave the DNA at only a fraction of 
the available restriction sites (short vertical 
blue bars indicate all restriction sites the 
enzyme could cut if the enzyme were used 

under normal conditions; vertical red arrows 
mark the positions of the small number of 

restriction sites that are cut). As a result, the 
pattern will differ between identical copies 
of the same chromosomal DNA molecules, 
resulting in almost random cleavage. 
This will generate a series of restriction 
fragments that, if they derive from the same 
subchromosomal region, may share some 
common DNA sequence (e.g. fragment 6 
from original molecule A2 partly overlaps 
fragments 2 and 3 from AI, fragments 9 
and 10 from A3, and fragments 13 and 14 
from~). 
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treatment (see Figure 7.13). Addition of a labeled hybridization probe of interest 
can then identify cells on the membrane that have a related DNA insert (Figure 
B.3), allowing the parent clone to be identified. Alternatively, PCR·based library 
screening is efficiently accomplished by screening different combinations of 
clones from micro titer dishes (Figure 8.4). 

Library amplification and dissemination 
Newly constructed libraries are said to be unamplified, although the initially 
transformed cells have been amplified to form visible cell colonies. To propagate 
the libraries, individually picked cell colonies are spotted in gridded arrays onto 
suitable membranes or into the wells of microliter dishes, where they can be 
stored for long periods at about -70·C in the presence of a cell·stabilizing agent 
such as glycerol. 

Some libraries are in high demand and are therefore distributed on a large 
scale. To do this, the original library needs to be amplified. For transport and 
long· term storage, small aliquots of the original libraries are diluted in cell 
medium containing a cell·stabilizing agent-the libraries can later be regener· 
ated by plating out, to allow the growth of all cells containing recombinant DNA. 

one of ei ll/1t 
rr:hJ pools 
(this pool has 
clooes Al-A12 
for nine plates) 

mixture of 864 clones = master pool 

one of 12 r. hJrM r ·,1-. 
(this pool has clones JU-Hl for nine plates ) ONA sample analyzed by PCR 

1 DNA sample analyZed by PCR 

- +1 5 12 20 1 
-+ ABCD EF G HI 
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Flg'Ure 8.3 Screening a DNA library by 
colony hybridization. The autoradiograph 
is of a membrane containing 17,664 human 
YAC clones (total DNA from individual yeast 
clones containing human yeast artificial 
chromosomes) gridded in 6 x 6 clone units. 
The hybridization signals include weak 
signals from all clones obtained with a 
3sS-labeled probe of total yeast DNA plus 
strongly hybridizing signals obtained with a 
32P-labeled unique human Xchromosome 
probe (DXY5646). [Courtesy of Mark Ross, 
Sanger Institute, from Ross MT & Stanton VP 
(1995) Current Protocols in Human Genetics, 
vol. 1. With permission ofWiley-liss, Inc., a 
subsidiary of John Wiley & Sons, Inc.) 

Figure8.4 Screening a DNA library by 
peR. Here, about 35,000 individual YAC 
clones were individually deposited into the 
96 wells of 360 microtiter dishes. To facilitate 
screening, a total of 40 master pools were 
generated by combining all 864 clones in 
sets of nine microtiter dishes (plates A-I). 
(A) Primary screening, Thi s involves PCR 
assay of the 40 master pools. (n this 
example, three master pools were positive 
when referenced against positive (+) and 
negative (-) controls: pools S, 12, and 
33. (6) Secondary screening. Here, single 
YA(s were identified by assaying different 
subsets of the 864 YACs in a positive master 
pool, in this case master pool 12. Three
dimensional screening of each of nine plate 
pools (96 YA(s each), eight row pools (106 
YA(s each), and 12 column pools (72 YACs 
each) identified a positive YAC in plate 12G 
(top panel), row E (middle panel), column S 
(bottom panel), [Courtesy of Sandie Jones, 
Newcastle University and adapted from 
Jones MH, Khwaja as, Briggs H et al. (1994) 
Genomics 24, 266-27S. With permission from 
Academic Press Inc.] 
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DW'i ng the amplification stage, different colonies may grow at different rates, 
however. For example, the growth of particular cells may be retarded because 
they contain a recombinant DNA that affects their metabolism in some way_ 
Amplification may therefore result in a distortion of the original representation 
of cell clones in the unamplified library. 

8.2 SEQUENCING DNA 
The development of DNA libraries made it possible in principle to perform com
prehensive DNA sequencing. Until very recently, much of modern DNA sequenc
ing was based on an enzymatic sequencing method fi rst developed in the 1970s, 
in which a DNA polymerase was used to synthesize new DNA chains by using a 
cloned single-stranded DNA template, consisting of millions of identical copies 
of a specific DNA sequence. Initially, DNA sequencing was slow and laborious 
and output was limited, but the need to scale up to conduct large-scale sequenc
ing of library clones drove technological improvements. 

Dideoxy DNA sequencing involves enzymatic DNA synthesis using 
base-specific chain terminators 
The DNA sequencing method that was used to sequence the human genome and 
many other genomes was an enzymatic sequencing method pioneered by Fred 
Sanger in the mid-1970s. It relies on random inhibition of chain elongation, cre
ating newly syn thesized DNA strands of various lengths that can be separated by 
size. The DNA needs to be in a single-stranded form that will act as a template for 
making a new complementary DNA strand in vitro by using a s):litable DNA 
polymerase. . 

The substrate for DNA sequencing was often a recombinant DNA that would 
be denatured so that a strand-specific sequencing primer could be used to direct 
new strand synthesis, or DNA fragments would be cloned into phagemid vectors 
that were manipulated to produce single-stranded recombinant DNA. 
Al ternatively, and increasingly commonly, DNA produced by PCR amplification 
is used and converted to a Single-stranded form to act as a sequencing template. 
The fi nal product of either method is a population of many identical copies ofthe 
DNA to be sequenced. 

Sequencing is conducted in four parallel reactions, each containing the four 
dNTPs (dATl', dCTl', dGTp, and dTIP) plus a small proportion of one of the four 
analogous dideoxynucleotides (ddNTPs) that will serve as a base-specific chain 
terminator. AddNTP is closely related to its dNTP counterpart but lacks a hydroxyl 
group at the 3' carbon position and also at the 2' carbon (Figure 8.5). It can be 
incorporated into the growing DNA chain by forming a phosphodiester bond 
between its 5' carbon atom and the 3' carbon of the previously incorporated 
nucleotide. However, because it lacks a 3' hydroxyl group, any dideoxynucleotide 
that is incorporated into a growing DNA chain cannot participate in phosphodi
ester bonding at its 3' carbon atom. Once a dideoxynucleotide has been incorpo
rated, therefore, it causes the abrupt termination of chain elongation. 

By ensuring that one of the four dNTPs or the primer is labeled, the growing 
DNA strand becomes labeled. By setting the concentration ofthe dideoxynucle 
olide to be very much lower than that of the corresponding deoxynucleotide ana
log, there will be competition between a specific dideoxynucleotide and its 
deoxynucleotide counterpart for inclusion in the growing DNA chain. The deoxy
nucleotide is present in excess; when it is incorporated, chain elongation 
continues, but occasionally the dideoxynucleotide will be incorporated in the 
growing chain, ending polymerization and so causing chain termination. Each 
reaction is therefore a partial reaction beca use chain termination VJilI occur ran
dom�y at one of the possible choices for a specific type of base in anyone DNA 
strand. 

Because the DNA sample is a population of identical molecules, each of the 
fo ur base -specific reactions will generate a collection of labeled DNA fragments 
of different lengths. Each of the fragments in one reaction will have a common 5' 
end (defined by the sequencing primer). However, the 3' ends are variable because 
th e insertion of the selected dideoxynuc!eotide occurs randomly at one of the 
many different positions that will accept that specific base (Figure 8.6). 
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Figure 8.5 Structure of a 
dideoxynucleotide: 2', 3'-dideoxy CTP 
(ddCTP). The hydroxyl group attached to 
carbon 3' in normal nucleotides is replaced 
by a hydrogen atom (shown by shading). 
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(A) With the use of a primer about n 1"":20 
20 nucieotides long. a complementary 

sequence is synthesized from a single

stranded DNA template. (6) Four parallel 

base-specific reactions are performed, 
each w ith aU four dNTPs plus one ddNTP 
that competes with its dNTP counterpart 
for insertion into the growing chain. For 
example, the A reactiOn uses dATp, dCTp, 

dGTP, dTIP, and also ddATp, which competes 
with dATP and causes chain termination 

when it is incorporated. Because there are 
many identical copies of the template, a Fragments that differ in size by even a single nucleotide can be size-fraction
range of different fragments is produced,ated on a denaturing polyacrylamide gel. a gel that contains a high concentration 
depending on the point at w hich the

of urea or other denaturing agent so 	 that the migrating DNA remains ddATP has been inserted.The fragments 
single-stranded. wi ll have a common S' end (defined by the 

sequencing primer) but variable 3' ends, 

Automation of dideoxy DNA sequencing increased its efficiency depending on where the ddA (shown as 
A enclosed within a box) has been inserted. 

Automated DNA sequencing machines that used fluorescence labeling of DNA For example, in the A-specific reaction chain, 
were developed in the early 1990s. Four different fluorescent dyes are used in the extension occurs until a ddA nucleotide is 
four base-specific reactions. By selecting dyes with different emission wave incorporated. Th is wilt lead to a population 

lengths, all four reactions could be loaded into a single sample well on the gel. of DNA rragments of leng ths n + 2, n + 
During electrophoresis, the DNA fragments pass by an excitation source such as 5, n + 13. n + 16 nucleotides, etc. (C) Size 

a laser, while a monitor detects and records the fluore scence signal as the DNA fractionation on a po lyacrylamide gel 

enables the sequence to be ascertained, passes through a fixed point in the gel (Figure 8,1). This allows an output in the 
giving for n + 1 to n + 20 the sequenceform of intensity profiles for each of the differently colored fluorophores while 
GATGATGGCCTGAGCAnCG, the reversesimultaneously storing the information elecuonically. 
complement of the sequence shown in (A).

Early automated DNA sequencers used slab polyacrylamide gels. but greater 
DNA sequencing capacity became possible with capillary sequencing. In this 
technique, DNA samples migrate through long and extremely thin (0. 1 mm in 
diameter) glass capillary tubes containing a polyacrylamide gel. Just like the slab 
gel machines, capillary machines read the base sequence as DNA moves through 
the gel. but a higher degree of automation can be achieved by avoiding the need 
to cast large slab gels. 
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Iterative pyrosequencing records DNA sequences while DNA 
molecules are being synthesized 

With minor changes, the dideoxysequencing method underpinned molecular 
genetics for three decades. The method is, however, disadvantaged by relying on 
gel electrophoresis to fractionate newly synthesized DNA fragments. Not only 
does this make the method a laborious one, but more importantly it makes it dif
ficult to sequence large numbers of DNA fragments at a time-the most advanced 
dideoxy DNA sequencing machines could sequence only up to 96 samples at a 
time. As a result, sequencing output is limited to -30-60 kb of sequence per 3-4 
hour electrophoresis run. 

Fundamentally different DNA sequencing technologies that did not require 
gel electrophoresis were not developed until the early to mid-2000s. An impor
tant breakthrough was to develop methods that could record the DNA sequence 
while a DNA strand was being synthesized by a DNA polymerase from a single
stranded DNA template. That is, the sequencing method was able to monitor the 
incorporation of each nucleotide in the growing DNA chain and to identify which 
nucleotide was being incorporated at each step. 

At the heart of the first such approach was a method known as pyrosequenc
ing, which had been developed initially to assay single nucleotide polymor
phisms. For use in sequencing, a series of successive pyrosequencing reactions 
(iterative pyrosequencing) are performed to record the DNA sequence as it is syn
thesized. DNA chains are synthesized from dNTP (deoxynucleoside triphos
phate) precursors and the DNA polymerase reaction naturally causes cleavage 
between the a and pphosphates so that a dNMP (containing the a phosphate) is 
incorporated into DNA, leaving behind a pyrophosphate (PPi) residue made up 
of the pand r phosphates. Pyrosequencing exploits the release of pyrophosphate 
each time a nucleotide is successfully incorporated into a growing DNA chain. 

Sequential enzyme reactions are used to detect released PPi. First, ATP sulfu
rylase quantitatively converts PPi to ATP in the presence of adenosine 5' phos
phosulfate. Then, the released ATP drives a reaction in which luciferase converts 
luciferin to oxyluciferin, a product that generates visible light in amounts that are 
proportional to the amount of ATP. Thus, each time a nucleotide is incorporated, 
a light signal is detected. 

In iterative pyrosequencing the individual dNTPs are provided sequentially 
(unlike in dideoxysequencing, in which a mix of dNTPs is used). If the selected 
dNTP is the one that can provide the required dNMP to continue chain elonga
tion, PPi is released, and light is produced and recorded by a CCD camera. Any 
unused dNTPs and excess ATP are degraded by the enzyme apyrase, which is 
included in the reaction mixture. Thus, if the selected dNTP is not the one needed 
for the n ext synthesis step, no light is produced and apyrase will degrade the 
dNTP (Figure 8.8). 

FlguniII8.7 Automated DNA sequencing 
with fluorescent primers. (A) Four separate 
fluorescent dyes are used as labels for the 
base-specific reactions (the label can be 
incorporated by being attached to a base
specific ddNTP or by being attached to 
the primer and having four sets of primers 
corresponding to the four reactions). 
Samples containing mixtures of all four base
sequencing reactions are size-fractionated 
by polyacrylamide gel electrophoresis (here, 
fragments are shown migrating downward 
through a slab gel). (B) While the fragments 

are migrating during the electrophoresis run, 
a laser beam is focused at a specific constant 
position on the gel. As the individual DNA 
fragments migrate past this position, the 
laser causes the dyes to fluoresce. Maximum 
fluorescence occurs at different wavelengths 
for the four dyes; the information is recorded 
electronically and the interpreted sequence 
is stored in a computer database. 
(e) Example of DNA sequence output, 
showing a succession of dye-specific (and 
therefore base-specific) intensity profiles. The 
example illustrated shows a cDNA sequence 
from the human polyhomeotic gene PHO. 
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Massively parallel DNA sequencing enables the simultaneous 
sequencing of huge numbers of different DNA fragments 

Many different massively parallel sequenci ng methods have recently been devel
oped that can carry out up to billions of sequencing reactions in parallel. The first 
wave of the next-generation sequencing technologies to be developed use PCR to 
amplify target DNA and became widely available in 2007. Subsequently, methods 
were developed to sequence single DNA molecules that had not been amplified 
in any way, and the first commercial machine for this purpose became available 
in 2008. 

Massively parallel DNA sequencing is transforming molecular genetics. Such 
methods are being extensively used in rapid genome resequencing for various 
purposes, including personal genome sequencing and the identification of 
mutations. In addition, they are providing comprehensive analyses of the 
transcriptome, the collection of different RNA molecules in ceUs. Furthermore, 
as we will see in Chapter 12, they are providing rapid endpoints for various analy
ses tl,at seek to identify DNA-protein interactions and binding sites for regula
tory proteins. 

Massively parallel sequencing of amplified DNA 
The first massively parallel sequencing methods to be developed used PCR 
amplification and involved sequ encing-by-synthesis. Massively parallel pyro
sequencing was developed in the 2000s by the 454 Life Sciences company and 
subsequently commercialized by Roche. It involves breaking the sample DNA 
into short fragments (300-500 bpi and preparing single-stranded templates. Two 
different types of oligonucleotide adaptor are ligated to the ends of the DNA frag
ments to provide universal priming sequences for amplification. After denatura
tion, those single-stranded fragments that have the different adaptors ligated at 
the different ends are selected. The next step is to attach the DNA molecules to 
beads (Figure B.9A) and takes advantage of biotin-streptavidin binding. As 
described in Section 7.2, the bacterial protein streptavidin has an extraordinarily 
high binding affinity for the vitamin biotin, and so by designing one of the adap
tors to contain a biotin tag, the DNA molecules wiU bind to beads coated with 
biotin's binding partner, streptavidin. 

Single-stranded DNA templates are immobilized on beads, and the beads are 
separated from each other by creating an oil-water emulsion, with each droplet 
containing a single bead and the reagents needed for PCR. The droplets are 
known as microreactors (Figure B.9B). After PCR amplification there are 10 mil
lion copies of one DNA fragment immobilized on one bead. The emulsion is then 
broken and the beads are deposited into picoliter wells on a slide (one bead per 
well) that are then layered with smaller beads that have ATP sulfurylase and 
luciferase attached to their surfaces (see Figure B.9B). A fixed sequence of the 
dNTP precursors (T, then A, then C, then G) is washed over the beads and chemi
luminescent light is emitted each time a nucleotide is incorporated; this is 
recorded for the individual positions. 

The massively parallel pyrosequencing method developed by 454 Life Sciences 
(and marketed by Roche) produces reasonably long individual DNA sequence 
readouts, but many hundreds of thousands of sequences can be read in parallel. 
As a result , the throughput is close to ten thousand times greater than that ofdide
oxysequencing n 'nble B.1 ). The related Solexa sequencing technology was devel
oped more recently by the lUumina company and has even greater sequencing 
throughput, although accompanied by smaller individual sequence readouts. 

An alternative technology, massively parallel sequencing-by-ligation has 
been developed by the Applied Biosystems company. Their SOLiDTM (Sequencing 
by Oligonucleotide Ligation Detection) technology also uses an emulsion-based 
PCR strategy to amplify individual DNA fragments. The amplification products 
are then randomly depOSited onto an array for probing with fluorescently labeled 
oligonucleotides. The SOliD method also has high sequencing throughput but 
with comparatively short individual sequence readouts. 

Single-molecule sequencing 
A new wave of technologies, sometimes known as third-generation sequencing, 
permit the sequencing of single DNA molecules that are not amplified in anyway. 
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Flgu,. B.8 The principle underlying 
pyrosequencing. (A) Base insertion in 
pyrosequencing. ln pyrosequencing, a 
DNA polymerase synthesizes a DNA chain 
by using a single-stranded DNA template 
and the four normal dNTPs. Instead of 
having a mixture of the four dNTPs, the 
individual dNTPs are provided sequentially. 

When the correct dNTP is provided, the 
incorporation of the dNMP nucleotide is 
tracked by the simultaneous production 
of a pyrophosphate (PPI) group that is 
used to produce light. If an inCOrrect dNTP 
is provided it is degraded by the enzyme 
apyrase. In this example, the first dNMP 
to be incorporated is G, as indicated by 
the production of light in the G reaction 
onl y, to be followed by T. (8) The insertion 
of the correct base is monitored by light 
production in a two-step reactiOn. The 
released PPj is used by the enzyme ATP 
sulfurylase to generate ATP, which in turn 
drives a luciferase reaction to produce light, 
as detected by a charge-coupled device 
(CCD) camera. 

http:pyrosequencing.ln


221 SEQUENCING DNA 

(AI "-J (8) 
break 

clonal microreactors, 
/ amplification and enrich for 

occurs inside DNA-poSitive , ,(;,:, I microreactors beads , -'C ) .Yt;++ 
L 

" load beads into 

: "OTite'Plate," 

~ . .rpi~[" ~ 
load enzyme 
beads and 1
centrifuge .-- r 

~ k ... ,.\.. ~ifli + " ;~.- " 

Figure 8.9 Sample preparation for massively parallel pyrosequencing. (A) Genomic DN Ais isolated, fragmented, ligated to 
oligonucleotide adaptors, and separated into single strands. (6) Fragments are bound to beads under conditions that favor one 
fragment per bead. Thereafter the beads are captured in the droplets of a micra reactor (an emulsion containing a peR reaction 
mixture in oil). Clonal peR amplification occurs with in each droplet, resulting in beads each carrying 10 million copies of a unique 
DNA template. The emulsion is broken to release the beads, and the DNA strands are denatured, Single beads car rying single
stranded DNA clones are deposited into individual wells of a fiber-<>ptic slide (PicoTite rPlate''"'j that contains'.6 million wells. 
Each well will conta in a picoliter sequencing reaction. Smaller beads carrying immObilized enzymes required fo r pyrophosphate 
sequencing (Figure 8.8B) are deposited into each well to enable the pyrosequencing reaction to take place. [Adapted from Margulies 
M, Egholm M, Altman WE et at. (2005) Nature 437, 376-380. With permi ss ion from Macmillan Publishers Ltd.] 

Sequencing errors that occasionally arise as a result of amplifying template DNA 
can be avoided or minimized, and the technologies are both simpler than those 
using amplified templa tes and have much lower projected sequencing costs. The 
first single-molecule sequencing technology to be commercialized was devel
oped by Helicos Bioscie nces, whose HeliScope™ machine became available in 
2008. Because the HeliScope sequencer detects single molecules, sequencing 
templates can be densely packed on the Helicos flow cell surface (about 100 mil
lion single molecule templates per square centimeter, or billions per run). 
Sequencing OCCurs by a sequencing-by-synthesis reaction that involves cycles of 
single nucleotide addition steps with washes in between. As a result, the indi
vidual sequence reads are small, but the rotal sequence output is already very 
respectable (see Table 8.1) and may become grearer srill in the future, and the 
cost of reagents is substantially Jess than for sequencing of peR-amplified DNA. 

TABUlLl EXAMPUSOFMASSiVaV.MAI' F' ONASEQUEllClNGMrbfODOLOGIIS.•. c. _ ... ,. - -' tt" . -.'_., ...... ,.-. 

Methodology DNA sequencing 
platform 

Sequencing-by-synthesis RocheGS 
of peR-amplified DNA 

Sequencing-by-ligation 
of PCR- amplified DNA 

Single molecule 
sequenCing 

FlX sequencer 

Illumina Genome 
Analyzer Ilx 

Applied Blosystems 
SOliD 3 

Helicos Biosciences 
HeliScope 

Pacific 
Biosclences 

Read length Output 
per reacti on 
(nucleotides) 

>300 

-100 

2x-1ooa 

-SO 

2 x - 50a 

-30 

- 1000 

>0.45 Gb per run of 
7 hours 

18 Gb for a run of 4 days 

35 Gb for a run of 9 days 

Up to 30 Gb for a run of 
7 days 

Up to SO Gb for a run of 
14 days 

-40 Gb per run of 8 days 

Not currently available 

Comments 

long read lengths but high reagent costs 
and limited output 

Currently most widely used but high 
reagents cost 

Short read lengths, long runs and high 
reagent costs 

Low reagent cos ts but short read lengths 
and comparatively high error rates 

Not expected to be released until late 
2010/2011 . Great potential (see text) 

3When using a mate-pair run that involves ob taining sequences from both ends of the DNA molecules. 
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Other more powerful single-molecule technologies are being developed and 
are likely to transform DNA sequencing, both in terms of rapidity of sequencing 
and in reduced costs. A front runner is a revolutionary new single-molecule DNA 
sequencing method called SMRT (single-molecule real-time sequencing) that is 
being developed to sequence DNA at speeds of 20,000 times faster than second
generation sequencers currently on the market. It also entails sequencing-by
synthesis, but unlike the methods above the synthesis occurs in real time so that 
the sequencing reactions are extremely fast. Within cells, DNA polymerases natu
rally perform new DNA synthesis to duplicate whole genomes within minutes. 
The SMRT method visually tracks individual DNA polymerases as they go about 
synthesizing DNA molecules in real time. It records which nucleotides get incor
porated at each position by using nucleotides tagged with one of four different 
f1uorophores according to the base specificity. 

SMRT explOits two key innovations. First, it uses unconventional f1uorophore
labeled dNTPs. In normal DNA labeling, f1u orophores are attached to the bases; 
as each nucleotide is incorporated its f1uorophore becomes a permanent part of 
the DNA strand . Once mUltiple nucleotides have been incorporated into the 
DNA, however, rhe physical bulk of the added f1uorophores sterically inhibits fur
ther synthesis by the DNA polymerase. In most sequencing-by-synthesis meth
ods, therefore, the DNA is syn thesized a single nucleotide at a time, starting and 
stopping the reaction after each incorporation. Large reagent volumes are 
required and the processiviryofthe polymerase, its ability to continue its catalytic 
functi on repetitively without dissociating from its substrate, is severely limited. 
In SMRT, by contrast, f1uorophores are attached to the external (y) phosphate 
group of the triphosphate residue of nucleotides (Figure 8.10). When such a 
phospholinked labeled dNTP pairs with a complementary base on the template 
strand, the fluorescence signal can be recorded before the polymerase cleaves 
the triphosphate group (Flgure8.IIB). Cleavage of the dNTP generates an unla
beled dNMP that is incorporated into the growing DNA chain so that the polymer
ase can keep on inserting nucleotides without steric problems and can generate 
long read lengths. To maximize read lengths, the highly processive ~29 DNA 
polymerase is used. 

The second key innovation is the SMRT chip, a very thin metal film deposited 
on a glass substrate. The metal film contains thousands of tiny sub-wavelength 
holes known as nanophotonic zero-mode waveguides (ZMWs; Figure 8.llA). An 
individual ZMW has a volume of just 20 zeptoliters (l0-2l liters) and ZMWs con
stitute nanophotonic visualization chambers for directly watching a DNA 
polymerase through the glass support as it performs sequencing by synthesis on 
a single DNA molecule template. At this volume, the technology can detect the 
activity of a single molecule that is briefly immobilized when held at the active 
site of the enzyme among a background of thousands of constantly moving 
labeled nucleotides. With refinements, the technology is projected to be capable 
of sequencing a human genome in I hour for only US$lOO or so. 

Another major area of technological development in single molecule sequenc
ing is nanopore sequencing. Materials such as silicon can be fabricated in such a 
way that they contain very tiny holes (nanopores). In principle, successive nucle
otides on an individual Single-stranded DNA molecule are induced to pass 
through a nanopore. While passing tluough the pore, each nucleotide partially 
blocks the nanopore to a different and characteristic degree, according to whether 
it is anA, a C, a G or a T, and the amount of electrical current that can pass through 
the nanopore varies according to the type of nucleotide that is obstructing it. The 

FJgurfil8.10 A phospholinked fluorescent 
labeled dNTP. The dashed arrow indicates 
cleavag e that occurs when the nucleotide 
is incorporated into DNA. A pyrophosphate 
group containing the p- and y-phosphate 
groups and an attached fluorophore is 
cleaved off from the dNMP residue that will 
be incorporated into DNA. 

http:FJgurfil8.10
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Figur. 8.1 1 Principles of SMRT (single-molecule real-time sequencing) technology. (Al The SMRT chip and Zfo(IW nanophotonic 
visua lization chambers. The SMRT chip shown on the left is an aluminum film 100 nm thick deposited on a silicon dioxide substrate that 
extends just over 40 !-1m x 30).lm in size. The metal film contains thousands of perforations known as zero-mode waveguides (ZMWs) 
that can act as tiny visua lizati on chambers, in each of which a DNA polymerase molecule performs DNA sequencing with a single DNA 
molecule template, The chip is mounted next to a fluorescence detection system. By viewing through the glass support it can visually 
record real-time DNA sequencing reactions in each of the individual ZMWs (rig ht). (8) The phosphollnked dNTP incorporation cycle plus 
the corresponding expected time trace of detected fluorescence intensity. SMRT is a sequencing-by-synthesis method that uses dNTPs 
labeled w ith one of four different f1uorophores, depend ing on which base is present. However, because the fluorophore is attached to 
the y-phosphate of dNTPs (see Figure 8.10), it does not get incorporated into the growing ONA chain. Never theless, a DNA polymerase 
molecule will hold an incoming dNTP steady at its active site for a brief time before the triphosphate group is cleaved and the dNMP is 
inserted. During this time, the engaged f1uorophore emits fluorescent light whose color corresponds to the base identity. The steps shown 
are: (1) the phospholinked nucleotide begins to associate w ith the template in the active site of the polymerase, (2) causing an elevation of 
the fluorescence output on the corresponding color channel. (3) Phosphodiester bond formation liberates the dye-linker-pyrophosphate 
product, which diffuses out of the ZMW, thus ending the fluorescence pulse. (4) The polymerase translocates to the next position, and (5) 
the next nucleotide to be inserted binds the active site beginning the subsequent pulse. (Adapted from Eid J, Fehr A, Gray J et at (2009) 
Science 323, 133- 138. Wi th permission from the American Associa tion for the Advancement of Science.] 

change in the current represents a direct reading of the DNA sequence. See http:// 
www.nanoporetech.com/sequences for a video explanation of one such method. 
This is a fast moving area, but like SMRT has great potential for offering fast very 
high throughput DNA sequencing at low cost. 

Microarray-based DNA capture methods allow efficient 
resequencing 

Notwithstanding the huge recent progress in genome sequencing, many current 
applications of massively parallel DNA sequencing are focused on target 
sequences that collectively consti tute a small fraction of a genome. For example, 
screening for cancer gene susceptibili ty could involve sequencing all exons, 
exon-intron boundaries, and known regulatory elements for all known cancer 
genes. There are many hundreds of known cancer genes, including many new 
genes identified by internalional programs such as the Cancer Genome Atlas. 
PCR amplification of what may be hundreds of sequence elements in each can
cer gene is both tedious and time-consuming. As an alternative, it is possible to 
use microarray hybridizalion as a tool to enrich for the desired sequences that 
are then submitted for high-throughput sequencing. 

The NimbleGen™ sequence capture system is a commercial system that uses 
DNA micro arrays to permit hybridization-mediated enrichment of desired DNA 

www.nanoporetech.com/sequences
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Microarrays are designed with oligonucleotides from all the desired target 
sequences and are hybridized with the randomly fragmented starting DNA that 
has been treated so that specific linker oligonucleotides are attached at both 
ends, and then denatured. The desired fragments within the starting DNA should Fig"'. a.12 Array-based DNA capture 

selectively hybridize to the micro array and can later be recovered by elution, w ith NimbleGenTO' sequence capture 

technology. Resequencing speciAc fractions whereupon linker-specific primers can be used to pe R amplify the DNA in prep
of a genome can be done conveniently by aration for massively parallel sequencing (FIgure 8.121. Genome-wide capture of 
Arst capturing the desired target sequences essentially all hwnan protein-coding exons, the human exome, for resequencing 
by selective hybridization. To do this custom 

is now possible: the NimbleGen 2.1M human exome array can capture about 
microarrays are designed to have DNA 

180,000 human exons and about 550 miRNA sequences (miRNA is a type offunc probes that represent the desired target
tional noncoding RNA that regulates the expression of certain target genes). sequence regions only. (Al A complex 

starting DNA is randomly fragmented and 
ends are Ailed in to generate a population of8.3 GENOME STRUCTURE ANALYSIS AND GENOME 
small (about SOD bp) blunt-ended fragments.

PROJECTS (8) Common oligonucleotide linkers are 
ligated to the ends of the fragments. Unlike bacterial genomes, which often consist of a single type of comparatively 
(C) The DNA is denatured and hybridized 

small DNA molecule, the genomes of complex multicellular organisms are com
to a custom microarray; after hybridization, 

posed of many large DNA molecules. The human genome, for example, consists unbound sequences are removed by 
of 25 different DNA molecules. There is one small mitochondrial DNA molecule, washing (D). The only DNA fragments that 
which is present in multiple copies per cell, and 24 different nuclear DNA mole are left bound to the microarray should be 
cules, with an average length of about 135 Mb, that correspond to the 24 different the desired target DNA sequences, and they 

chromosomes. To begin to understand the structure and functions ofthe human can be retrieved by elution (El. The retrieved 

genome, a necessary starting point was to obtain its sequence. Until the early target sequences are now ampliAed by using 
linker-speciAc primers (F) to provide an1980s, however, the idea of sequencing the human genome had seemed impos
enriched ampliAed pool of target sequences sibly remote. 
ready for massively parallel sequencing. 

The full sequence ofthe circular human mitochondrial DNA (mtDNAI mole
For alternative methods of capturing DNA 

cule was, nevertheless, published as early as April 1981, but this was very much for massively parallel DNA sequencing, see 
the exception. The mtDNA could easUybe purified because it was uniquely found Mamanova et al. in Further Reading. (Figure 
in the cytoplasm, and it was comparatively tiny-somewhat less than 16.6 kb, based with permission on an image provided 
accounting for 11200,000 of the total human genome size. Given the substantial by Roche Inc.) 

effort that had been needed to sequence the tiny mtDNA molecule, the task of 
sequencing the chromosomal DNA molecules had seemed hopelessly daunting. 
Not only were they known to be very large DNA molecules, but there was no easy 
way of separating one type of chromosomal DNA from another. 

The advent of DNA libraries had offered, in principle, the possibility of shot
gun sequencing of large genomes, whereby randomly selected clones in a 
genomic DNA library are sequenced until the full genome is covered. Clones with 
overlapping inserts are normally generated during the construction of genomic 
DNA libraries as a result of the random fragmentation of the DNA. Identi-cal 
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copies of the same chromosomal DNA molecules will be cleaved at different 
locations on the DNA, so any unique short sequence will be represented by a 
series of overlapping DNA fragments of different sizes produced by differential 
DNA cleavage. 

The diffe rent fragments are then attached to identical vector molecules and 
randomly introduced into cells (see Figure 8.1). If the average insert size of a 
genomic DNA library is selected to be a few hundred base pairs, standard dideoxy 
DNA sequencing can be used to determine the inserts in all clones. If there is an 
accurate way of identifying sequences with overlaps and enough clones are 
sequenced, it becomes possible to sequence entire genomes. 

The above approach of whole genome shotgun sequencing (FIgure 8,)3A) is 
most successfully applied to small genomes; there are major difficulties in apply
ing it to the sequencing of latge metazoan genomes for the first time. The human 
genome, for example, has huge numbers of tepetitive DNA sequences. Because 
members ofa repetitive DNA family can be very similar in sequence, it is difficult 
to map the individ ual sequences. 

To circumvent the problem of repetitive DNA, a different strategy was required 
for complex metazoan genomes. What was needed was some kind of initial scaf
fold, a series of framework maps, to anchor sequences to defined subchromo
somal regions as a prelude to shotgun sequencing (Figure 8.13B). The burning 
question was this: what kind of framework maps could be established to aid in 
the sequencing of the human genome? 

Framework maps are needed for first time sequencing of complex 
genomes 

For decades, human geneticists had envied geneticists working on model organ
isms in which high-resolution classical genetic maps could be established read
ily. Such maps were based on mutant genes: by crossing mutants, the inheritance 
of individual phenotypes could be tracked through generations. If two mutant 
phenotypes showed a tendency to be inherited together, the underlying genes 
could be expected to be reasonably closely linked on the same chromosome. 
Reco mbination between linked loci could provide a measure of the physical dis
tance separating the two genes. 

Very occasionally, high-resolution physical maps could also be available. 
Drosophila was the prime example: not only was genetic mapping simple, but 
high-resolution physical maps could also be constructed by using the giant poly
tene chromosomes found in the salivary glands of Drosophila larvae. The latter 
chromosomes are extremely unusual because they can be viewed under the 
microscope during interphase when the chromosomes are highly extended. This 
is possible because they have undergone numerous rounds of DNA replication 
without cell division (endomitosis). As a result, each chromosome consists of 
1000 or more chromatids that remain bound together along their lengths, like 
tightly packed drinking straws in a box. 

For ethical and practical reasons, classical genetic mapping could never be 
contemplated in humans. The only physical map that had been available was 

(A) 
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figureS.'] Two strategies for sequencing 
a genome. (A) Whole genome shotgun 
sequencing involves indiscriminate 
fragmentation of the genome imo small 
pieces of DNA that are readily sequenced. 
It quickly generates large amounts of 
sequence data, bu t anchoring sequences 
to specific locations in the genome may be 
problematic. Large amounts of repetitive 
DNA in complex genomes makes it difficult 
to locate sequences unambiguously to 
spe<:ilic subchromosomal regions. (B) For 
first-time sequencing of complex genomes 
it is more efficient to assemble contigs of 
large insert clones for each ch romosome 
and then to fragment individual clones into 
pieces that are sequenced to reconstruct the 
sequence of the parent clone. [Adapted from 
Waterston RH, Lander ES & Su lston JE (2002) 
Proe. Nat! Acad. Sci. USA 99, 37 12-3716. With 
permiSSion from the National Academy of 
Sciences, USA.] 
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based on distinguishing chromosomes according to size and shape and uSing 
certain stains to produce subchromoso mal banding patterns (see Figure 2. 15). 
DNA library clones could be mapped to subchromosomal regions, for exanlple, 
by hybridization to denat ured chromosomal DNA (in sitIJ hybridization). but the 
mapping process was laborious and the subchromosomal resolution had not 
been particularly high. 

The breakthrough that paved the way to mapping the human genome came 
with the realization that genetic mapsdidnothave to be based on genes. Mutation 
is essentially a random process. For anyone type of human chromosome, the 
DNA sequence varies from one chromosome copy to another at about one nucle
otide in a thousand on average. Only a tiny fraction of this variation causes 
mutant phenotypes, and the great bulk of the changes are found in regions 
between genes or within introns. Once assays had been developed to track this 
general type of DNA polymorphism, framework maps based on DNA markers 
could be established. 

After the creation of initial framework maps based on genetic markers, high
density DNA marker maps were developed in which many of the markers were 
not polymorphic but were simply chosen because they had a unique sequence 
that could be assayed by PCR. Once framework marker maps with a suitably high 
density had been developed, it was possible to build framework clone maps. As 
described in the next section, DNA clone maps involve identifying and arranging 
DNA clones in a linear order that corresponds to the original linear order within 
the chromosomes of the cloned DNA sequences. Comprehensive clone maps for 
each chromosome provided the final substrate for genome sequencing that deliv
ers the ultimate physical map at a resolution of 1 bp. 

The linear order of genomic DNA clones in a contig matches their 
original subchromosomallocations 

The perfect substrates for sequencing complex genomes are sets of genomic DNA 
clones containing large inserts that have been linearly ordered according to the 
subchromosomal origins of their inserts. A series of such clones where the insert 
of each clone partly overlaps that of its neighbors is known as a clone contig: it 
represents a contiguous (continuous) DNA sequence from a whole chromosome 
or subchromosomal region (nox8.I ). 

Clones with overlapping inserts are normally generated during th e construc· 
tion of geno mic DNA libraries beca use the DNA is first subjected to random 

BOX S.l FRAMEWORK MAPS BASED DN DNA MARKERS AND CLONE CONTIGS 

First time sequencing of complex genomes (which invariably have DNA markers mayor may not be polymorph ic (Table 1), but to 
large amounts of repetitive DNA) is assisted by first constructing be useful for mapping purposes a marker needs to have a unique 
framework maps for each chromosomal DNA molecule. The chromosomallocation. Different methods have been used to map 
framework maps best suited for DNA sequencing are based on a human DNA marker to a specifi c subchromosomalloca liza tion. A 
clone contigs, linearly organized series of cloned overlapping DNA common approach is to type pane ls of artificially constructed hybrid 
fragments that collectively represent chromosomal DNA sequences cells that contain a fu ll set of rodent chromosomes plus one or more 

(Fluu'.l ). specific human chromosomes or multiple human ch romosome 
Assembling clone contigs depends on be ing able to identify fragments. The latter are generated by exposing human cells to 

overlaps between cloned DNA fragments. There are various ways controlled radiation, causing chromosome breakage, and then fusing 

in which th is can be done but often clones are assayed for the the human ce lls with rodent cells so that variable sets of human 

presence of certain DNA markers known to map in the approximate chromosome fragments can inse rt into the rodent ch romosomes 

subchromosomal region . A DNA marker is any short DNA sequence (radiation hybrids). Alternative ly, DNA markers have been mapped on 

that can be assayed in some way, either by a hybridization assay or, chromosomes by labeling clones known to contain the marker with 

more conveniently, by a peR assay. a fluorophore and hybridizing them to suitably treated fixed human 

FJgure 1 A schematic clone contig. The .--_------.... BL....____ 
chromosomal DNA sequence from positions A to 
B is represented by overlapping DNA inserts in a 
linear series ofgenomic DNA clones. Clones with 
overlapping inserts are generated by the ra ndom 

~ ~ 

1"2=- a-2......-W- lo.ll....---"Ts fragmentation of DNA when a genomic DNA 34=- 6~ llU=- 14 16 - 19~_ 
5----- 13 ----- 21---- library is constructed (see Figure 8.1). 

http:1"2=-a-2......-W-lo.ll


227 GENOME STRUCTURE ANALYSIS AND GENOME PROJECTS 

fragmentation (see Figure B.1). Identical copies of the same chromosomal DNA 
molecules will be cleaved at different locations on the DNA, and so any unique 
short sequence will be represented by a series of overlapping DNA fragments of 
different sizes produced by differential DNA cleavage. The different fragments 
are then attached to identical vector molecules and randomly introdu ced into 
cells. 

Early attempts to assemble a series of human genomic DNA clones with over
lapping inserts would proceed from specific starting clones. A hybridization 
probe prepared from the insert DNA of a chosen genomic clone of interest would 
be used to screen all the cells of the DNA library to identify those that contained 
a strongly hybridizing DNA fragment, which could indicate an overlapping DNA 
fragm ent. Newly identified clones could tben be used to prepare new hybridiza
tion probes to identify more distally overlapping clones. This p rocedure, known 
as chromosorne walking, was extremely laborious. 

More efficient, genome-wide methods of identifyjng clones with overlapping 
inserts were subsequently developed using clone fingerprinting. The idea was to 
submit all clones in the library to some assay that could help identify clones with 

chromosome preparations on a microscope slide (chromosome FISH; it is possible to sequence the ends of numerous large insert clones 

see Figures 2.16A and 2.17A). from a genomic DNA library, thereby generating thousands 

DNA marker maps can be bu ilt in different ways. Polymorph ic of markers. 

markers can simply be assayed in members of multigenerationaf If large numbers of STS markers are available, they can be used 

pedigrees to identify groups of linked markers that must map to the to build framework marker maps that allow clones to be assembled 

same ch romosome. Non-polymorphic markers can be placed on into clone contig maps. An early example of a short clone cOntig fTiap 
marker maps by using peR to assay the markers in panels of radiatio n that was assembled from 5TS marker mapping is shown in Figure 2. 
hybrid celi s, or in panels ofYAC clones or other genomic DNA clones The idea is to arrange clones in a linear order according to whether 
with large inserts. Common markers are sequence-tagged site they type positively or negatively for STS markers. Yeast artificial 
(STS) markers originating from clones that have been at least partly chromosome clones were ini tially a popular choice for assemb ling 

sequenced, includ ing previously identified and sequenced DNA clone conti9 maps, but YACs containing large human inserts were 
clones, such as gene clones or other DNA clones of interest that have found to be unstab le, being prone to internal rearrangem ents and 
already been well cha racterized and mapped. More genera lly, deletions (see Figure 2). 

Agu,.. 2 A practical example of an early 
,,:t)::;R~~::r~ ~~ human clone contig assembled by STS
~~tV~ ...'"'f .NtV~ #"'''"!rV'C,;- -c "1 '1c"Y~ ~~ ~v$?!"'f (sequence-tagged site) mapping. This example

f:? ~ llfU,s;l!IEiCi,ffl~~ ~ &8'11 8'
I 

shows a YAC clone comig map representing a 

70Se7 _ <}-< ) () 967bl0 portion of human chromosome 2. Clones are 
shown as horizontal lines with clone names at 634dl ' 0 - 0 432a12 ()- o 

929h7 973e8 the left STS markers at the top include some 
682g6 (I derived from genes (TGFa, MAD, ANX IV, etc.) and 

772h3 ()- () anonymous chromosome 2 markers (D25327, 
79214 D2521 1S, etc.). Positive typing for an STS marker850q4 (I

is indicated by a cl osed circle; brackets ind ica te74 7f5 .-( )-< ~-
941g2-( ) ( ) the absence of an expected STS (most probably 

763h l O--< 1 () () as a result ofYAC instability). 

TABLE 1 COMMON MARKERS USED IN CONSTRUCTING FRAMEWORK DNA MAPS OF COMPLEX GENOMES 

Marker t ype

IPolymorph;c 

Marker 

Restriction fragment length 

Definition 

Any DNA polymorphism that results in the creation or destruction of one recognition 
polymorphism (RFlP) sequence for a specinc restriction endonuclease. Used to be assayed by hybridization 

but now assayed by peR 

Microsat ell ite A sequence containing several (usually 10 or more) tandem repeats of a sequence of 
1-4 nucleotides. Frequently found in complex genomes and often highly polymorphic 

Single nucleotide A single nucleotide change that is polymorphic, The polymorphism is usually limited 
polymorphism (SNP) (typically, there are just two significantly f requent alleles), but SNPs are very suited to 

automated genotyping such as the use of pyros~quencing (see Figure 8.8) 

Non-polymorphic Sequence-tagged site (STS) Any DNA sequence that has been mapped to a specific subchromosomallocation and 
can be assayed by peR amphficatlon 

Expressed sequence tag (EST) A subset of sequence-tagged sites that happen to be located within DNA sequences 
known to be t ranscribed 
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overlapping DNA inserts. For example, clone insert DNAs were submitted to 
restriction mapping and assays ofrepetitive DNA content to look for characteris
tic patterns of spacing of sites for specific restriction endonucleases or of particu
lar repetitive sequences. 

Clone fingerprinting based on restriction mapping and/or repetitive DNA 
content is still quite laborious. A yet more efficient method depends on the avail
ability of a high-density DNA marker map. Various DNA markers can be used. 
They may be polymorphic (and may be localized on a genetic map) or non
polymorphic. The only requirements are that they should have a unique subchro
mosomallocalization and be able to be assayed in some way (see Box8.1). 

The Human Genome Project was an international endeavor and 
biology's first Big Project 

The realization in the early 80s that even large genomes, such as the human 
genome, could be sequenced sparked serious planning efforts to sequence the 
human genome. The official Human Genome Project (HGP) envisaged a IS-year 
time-scale, from 1990 to 2005. In addition to sequencing the human genome, the 
HGP had three other goals: to develop mapping and sequencing technologies; to 
conduct genome projects for five model organisms; and to investigate the ethi
cal, legal, and societal implications. 

The prioritized model organisms were the bacterium Escherichia coli, the 
yeast Saccharomyces cerevisiae, the roundworm Caenorhabditis elegans, the fruit 
fly Drosophila. mela.nogaster, and the mouse Mus musculllS. The first four were 
known to have substantially smaller genomes than the human genome and so 
were expected to be test beds for evaluating and then refining genome sequenc
ing strategies and methodologies. The bulk of the sequencing for the mOre com
plex human and mouse genomes was expected to be performed in the later 
stages, after learning from the smaller genome projects and taking maximum 
benefit from technological improvements. 

Because of the large scale involved, the HGP was biology's first Big Project. 
The ultimate aim was to achieve a periodic table for biology, based on genes 
rather than elements. The publicly funded HGP was also a truly international 
endeavor. It came to be represented by the International Human Genome 
Sequencing Consonium of20 different centers in the USA, the UK, France, Japan, 
Germany, and China, and was marked by extensive data sharing and collabora
tion on strategy, methodology, and data analysis. 

Much of the genome sequencing technology was concentrated in a few very 
large genome mapping and sequencing centers with industrial-scale resources 
and massive data analysis capabilities. Interacting with these centers was a 
worldwide network of small laboratories mostly attempting to map and identify 
disease genes and typically focusing on very specific sub chromosomal regions. 
In addition to publicly funded research efforts, privately funded research pro
grams pursued similar but parallel sequencing projects. 

The first framework maps for the human genome were genetic maps for indi
vidual chromosomes. The genetic maps were oflow resolution, but they provided 
the backbone on which to build a series of ever more detailed physical maps, 
culminating in clone contigs for each chromosome that were then used for the 
final sequencing stage. 

The first human genetic maps were of low resolution and were 
constructed with mostly anonymous DNA markers 
In genetic mapping different polymorphic markers are assayed in all members of 
a variety of multi generation families. The resulting genotypes are then analyzed 
by computer to work out how alleles of the different markers segregate at each 
meiotic event connecting parents to their offspring, and to identify markers 
where specific alleles co-segregate. The discovery of appare ntly random DNA 
polymorph isms in the human genome prompted the idea of constructing a com
prehensive, nonclassical human genetic map, one that was based predominantly 
on anonymous DNA markers rather than on genes. 

The first genetic linkage map of the human genome was published in 1987 
and was based on restriction fragment length polymorphisms (RFLPs). An 
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allele 1 b ~- b 
a D 

allele 2 b ~ ~ 
a b 

figure 8.14 Restriction fragment length 
polymorphism (RFlP). An RFLP is any DNA 
polymorphism that causes a change in 
the recognition sequence for a restriction 
endonuclease. Often it results from a 
single nucleotide change such as the T----7C 
transition shown here, which causes allele 

I 
probe 

.- a+b 
bhybridization 

of probe to a 

digested DNA 

allele 1 allele 2 

RFLP is any DNA polymorphism, often a single nucleotide change, that results in 
the creation or destruction of one recognition sequence for a specific restriction 
endonuclease (Figure 8.14). It can be assayed by digesting DNA with the restric· 
tion endonuclease and using a hybridization probe spanning the variable 
sequence (or immediately adjacent to it), or more conveniently by using primers 
flanking the variable sequence to amplify the required sequence and then digest· 
ing with the restriction endonuclease. 

Although an outstanding achievement, the first human genetic map was of 
limited use. There were too few markers-only 393 RFLPs were used. In addition, 
the markers were not very polymorphic because RFLPs have only two alleles
either the restriction site is present or it is absent. To create a useful genetic map, 
a higher· density map was needed with markers that were more polymorphic. 

Second-generation human genetic maps were based on a different class of 
DNA marker. Microsatellite DNA is the name given to short tandemly repeated 
DNA sequences, typically with a repeat unit one to four nucleotides long. They 
are common in the human genome. Individual micro satellites quite often have a 
large number of repeats, making them unstable so that the number of repeat 
units varies. 

Microsatellite instability arises because during DNA replication the DNA 
polymerase often makes mistakes in copying long tandem repeats. Sometimes 
the polymerase skips past an individual repeat unit and fails to copy it; it can also 
go back by mistake to copy the same individual repeat unit twice. As a result, 
microsatellites are often highly polymorphic and the multiple alleles can be dis· 
tinguished by using a peR· based assay (Figure 8.15). The first human linkage 
map based on micro satellite markers was published in 1992 using 814 markers 
(corresponding to roughly one marker per 3.5 Mb). By 1994 an integrated genetic 
map (mostly based on microsatellites but containing some other markers) had a 
marker density of close to one per megabase. 
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1 to have an additional Mbol recognition 
sequence (GATC) that is lacking in allele 2 . 
The hybridization probe shown would detect 
sequences a and b, and so if genomic DNA 
is digested with Mbol before hybridization, 
the probe can distinguish allele 1 (cutting 

produces two fragments a and b) and 
allele 2 (a and b are on the same fragment). 
Alternatively, but not shown here, the alleles 
can be conveniently typed by PCR by using 
an upstream primer derived from the a 
sequence and a downstream primer from 
the b sequence. Amplification products are 
digested with Mbol and size-fractionated to 
distinguish between the alleles. 

Figur.S.1S Designing a peR assay for 

a microsatellite DNA polymorphism. 
A microsatellite DNA marker is a type of 
DNA polymorphism in which variation 
in the number of short tandem repeats 
[in this case, a (CA)I(TG) dinucleotide 
repeat) produces length polymorphism. 
In this example the 5' ends of upstream 
primer Pl and downstream primer P2 are 
imagined to be each located 40 bp from 
the microsatellite array, and so the length 
of amplified fragment will be 80 + the array 
length (32, 28, or 22 bp in this example). 
The different alleles can be separated by 
polyacrylamide gel electrophoresis. 

http:Figur.S.1S
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The 1994 map was of sufficiently high resolution to achieve the HGP's goals 
for genetic mapping, and from then onward the major fo cus was on developing 
and refining physical maps leading to the ultimate physical map, the complete 
DNA sequence of each chromosome. However, genetic mapping of the human 
genome has continued , in tvv'o maj or ways. First, microsatellite maps of even 
higher resolution have been developed. Second, high-density maps have been 
developed for single nucleotide polymorphisms (SNPs) by the International 
HapMap (haplotype mapping) Consortium. The major motivation has been to 
aid the identification of common disease genes. SNPs are not particularly poly
morphic (they mostly have two alleles) but they are well suited to automated typ
ing, by methods such as pyrosequencing (see Figure 8.8). The most recent such 
SNP map has over 3 million SNP markers, or roughly one SNP per kilobase. 

Physical maps of the human genome progressed from marker 
maps to clone contig maps 
Many different types of physical map have been constructed for the human 
genome (Table 6,2.), but a major goal of the HGP was to construct clone contig 
maps for each chromosome as a prelude to genome sequencing. To do this, 
genomic libraries containing large insert DNAs were preferred , and initially yeast 
artificial chromosome (YAC) libraries Were selected because of their large insert 
sizes. 

[n 1993, Daniel Cohen and colleagues at theCentred'Etudesdu Po[ymorphisme 
Humaine (CEPH) laboratory in Paris reported a human YAC library with more 
than 30,000 independent clones and an average insert size of just less tllan 1 Mb. 
Establishing clone overlaps by clone fingerprinting, they were eventually able to 
assemble a YAC contig map covering about 75% of the genome, with an average 
contig size of about 10 Mb. 

Another important physical mapping aim was to build maps based on 
sequence-tagged site (STS) markers. An STS marker is any known unique DNA 
sequence that can be easily assayed by PCR. The STS markers included both 
polymorphic markers, such as microsatellites that can be easily genotyped by 
PCR, and a potentially huge number of non-polymorphic markers. Sequencing 
genomic DNA clones at random provided many non-polymorphic STS markers; 
others were obtained from sequenced genes and cDNA clones, and these were 
known as expressed sequence tag (EST) markers. 

In 1995 a Whitehead Institute-Massachusetts Institute of Technology (MIT) 
collaboration published a human STS map containing more than 15,000 STS 

Type of map 	 Examples/methodology Resolution 

Cytogenetic 	 chromosome banding maps an average band has several Mb of DNA 

Chromosome 	 somatic cell hybrid panels with human chromosome fragments distance between adjacent chromosomal breakpoints 
breakpoint maps 	 derived from natural, translocation. or deletion chromosomes on a chromosome is usually several Mb 

monochromosomal radiation hybrid (RH) maps distance between breakpoints is often many Mb 

whole genome RH maps resolution can be as high as 0.5 Mb 

Restriction maps created with restric tion endonucleases that cut only rarely several hundred kb 

Clone contig maps overl apping YAC clones average YAC Insert has several hundred kb 

overl apping SAC clones average BAC insert is 160 kb 

STS maps requires previous sequence information from clones that have less than 1 kb is poss ible, but standard STS maps have 
been mapped to subchromosornal regions resolutionsin tensof kb 

EST maps requires cDNA sequencing, then mapping of cDNAs back to other average resolution in the human nuclear genome is 
physical maps -90 kb 

DNA sequence maps complete nucleotide sequence of DNA of each chromosome , bp 

STS, sequence-tagged site; EST, expressed sequence tag. 
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markers with an average spacing ofjust less than 200 kb. In this landmark achieve
ment, the chromosomal locations ofthe non-polymorphic STS markers had been 
obtained by two approaches. One approach used STS content mapping. YAC 
clones from the CEPH YAC library were assayed for large numbers of STS markers 
to identify clones sharing certain markers, and to assign them to YAC contigs with 
a known subchromosomallocation. The second approach used hybrid cell map
ping. Different human STS markers were assayed in panels of human-rodent 
hybrid cells. The hybrid cells each contained a full complement of rodent chro
mosomes but differed in that they contained different whole human chromo
somes or different sets of fragments from human chromosomes that had inte
grated into the rodent chromosomes. 

Although the YAC mapping achievements were impressive, there was a prob
lem. YACs containing large human DNA inserts (which will contain many repeti
tive DNA sequences) proved to be prone to rearrangements and deletions (see 
Figure 2 in Box 8.1). Because the YAC inserts were often not faithful representa
tions of the original starting human DNA, YAC clones could not be the template 
for the final genome sequencing effort. 

Alternative large insert cloning systems were developed. Bacterial artificial 
chromosome (BAC) and phage PI artificial chromosome (PAC) libraries have 
smaller inserts (80-250 kb) than YACs but, crucially, human inserts are compara
tively stable in BACs and PACs. To provide even more STS markers, clones in the 
BAC libraries were routinely subjected to end-sequencing in which a few hun
dred nucleotides were sequenced at either end of the insert. Eventually, large 
BAC/PAC clone contigs were established for each human chromosome, p3\~ng 
the way for the final genome sequencing phase (see overview in Figure 8.16). 

The final sequencing phase of the Human Genome Project 
was a race to an early finish 
The progress of the Human Genome Project was faster than expected (see Box 
6.2 for a timeline). Genetic maps were developed ahead ofthe original schedule, 
and the final stage of large-scale DNA sequencing was facilitated by develop
ments in automated fluorescence-based DNA sequencing. Competition between 
publicly and privately funded sequencing programs also drove a rapid final 
sequencing phase. 
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Figure 8.16 Major scientific strategies 
and approaches used in the Human 
Genome Project (HGP). The HGP required 
the isolation of human genomic and cDNA 
clones. The clones were used to construct 
high-resolution genetic and physical maps 
that paved the way for genome sequencing. 
Inevitably, the HGP interacted with research 
on mapping and identifying human disease 
genes. The data produced were channeled 
into mapping and sequence databases, 
permitting rapid electronic access and data 
analysis. Ancillary projects (not shown here) 
included studying genetic variation, genome 
projects for model organisms, and research 
on ethical, legal, and social implications. 
EST, expressed sequence tag; CEPH, Centre 
d'ttudes du Polymorphisme Humaine; lods, 
lod (logarithm of the odds) scores; STS,

physical methods o inputs 
sequence-tagged site; FISH, fluorescence in 

genetic methods black cloud 
situ hybridization. 
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BOX 8.2 MAJOR MILESTONES IN MAPPING AND SEQUENCING THE HUMAN GENOME 

1956 	 The first physical map of the human genome is determined. Using light microscopy o f stained tissue, JH Tjio and A Levan (Hereditas 42, 

1-6) reveal that our cells normally contain 46 chromosomes and that there are 24 different types of human chromosome. 

1977 	 Fred Sanger and colleagues publish the dideoxy DNA sequencing method (Proc. Nat! Acod. Sci. USA 74,5463- 5467). With some further 

re fi nement s (fluorescence labeling and automation) it will be the method used to sequence the human genome and many other 

genomes. 


1980 	 David Botstein et al. (Am.). Hum. Genet. 32, 314-331) propose that a human genetic map can be constructed by using a set of random DNA 
markers such as restriction fragment leng th polymorph isms (RFLPs). 


1981 Sanger and colleagues publish the complete sequence of human mitochondrial DNA (Anderson S et al. Nature 290, 457-465). 

1984 A workshop is held in Alta, Utah, to evaluate methods of mutation detection and characterization and to project future technologies. 


A principal conclusion is that an enormously large, complex, and expensive sequencing program is required to permit high-efficiency 
mutation detection. 


1987 The US Department of Energy publishes a repo rt on a Human Genome Initiative, which is the fi rst of its kind. 

1987 Helen Don is-Keller and colleagues report the first genetic l inkage map ofthe human genome (Cell 51, 319-337). The map is based on 


RFLPs and has a low resolution. 
1988 The US National Institutes of Health (N IH) sets up a dedicated Office of Human Genome Research (later renamed the National Center for 

Human Genome Research). 
1988 The Human Genome Organization (HUGO) is established to coordinate international efforts by facilitating the exchange of research 

resources, encouraging public debate, and advising on the implicat ions of human genome research. 

1990 The Human Genome Project (HGP) is launched officially after implementation of a $3 billion 15-year project in the USA. 

1992 The first comprehensive human genetic linkage map, based on microsatell ite markers (Weissenbach J et at Nature 359, 794-801). 

1993 A fi rst-generation physical map of the human genome is repo rted, based on YAC clones (Cohen D et al. Nature 366, 698- 701 J. 
1994 An improved genetic map is published, based mostly on microsatelli te markers and with a spacing of one marker per centimorgan (Murray 

JC et al. Science 265, 2049-2054). 


1995 The first detailed phYSical map of the human genome is published, based on sequence-tagged sites (Hudson TJ et al. Science 270, 

1945- 1954). 


1996 A high-density human BAC library is published (Kim UJ et al. Genomics 34, 213-218). 

1998 GeneMap '98, the first reasonably comprehensive map of gene-based markers, is published (Deloukas P et al. Science 282, 744- 746). 

1999 The first essentially complete DNA sequence for a human chromosome is reported, for chromosome 22 (Dunham I et al. Nature 402, 


489-495). 
2001 Draft sequences o f the human nuclear genome, comprising rough ly 90% of the total euchromatic component, are published by the 

International Human Genome Sequencing Consortium (IHGSC) (Nature 409,860-921) and by Celera (Science 291, 1304-1351). 
2001/2 Publication of a draf t sequence of the mouse nuclear genome (Waterson B et al. Nature 420, 520-562). Human- mouse comparisons he lp 

human gene identification/characterization. 
2003/4 The essentially completed sequence (about 99%) o f the euchromatic componel1t of the human genome is reported, comprising 2.85 Gb of 

DNA, or roughly gook> of the tota l of 3.2 Gb (analyses published in 2004 by the IHGSC, Nature 431, 93 1-945). 
2004 Over 21 ,000 human genes are validated by full-length cDNA clones (Imanishi T et al. PLoS BioI. 2, e1 62). 
2005-7 The International HapMap Consortiu m reports increasingly detailed single nucleotide polymorphism (SNP) maps for the human genome 

in 2005 (Nature 437, 1299-1320) and 2007 (Nature 449,851 - 861). The latter map has more than 3.1 million SNPs, roughly one SNP per 
kilobase. 

2007-8 The age of personal genome sequencing beg ins with delivery of euchromatic gel10me sequences for James Watson and Craig Venter and 
the launch of the 1000 Genomes Project (http://www.1000genomes.org/page.php). 

An important rationale of the HGP-and a major motivation for privately 
funded genome sequencing-was to be able to study human genes. Starting in 
the early 1990s, attempts were made to obtain partial sequences from the 3' 
untranslated regions of as many different human cDNA clones as possible. gen· 
erating a huge number of ESTs. Introns are rarely found in the 3' untranslated 
region of human genes and so a peR assay based on the EST sequence could usu· 
ally be used to type genomic DNA. 

Subsequently, systematic large·scale mapping ofESTs against panels ofradia· 
tion hybrids produced the first comprehensive human gene maps. The resulting 
gene map was published in 1998 (see Box 8.2) and seemed to identify the posi
tions of 30,000 human genes. However. the full extent of our genes could not be 
knovm with more precision until the genome sequence was delivered. 

From an early stage it was clear that human genes were not uniformly distrib· 
uted along or betvoJeen chromosomes. Some chromosomes were rich in genes; 
others were gene-poor (Figure 8.17). The heterochromatic regions of the 
genome-including most of the Y chromosome, and substantial regions on chro· 
mosomes 1.9, 16. and so on-were known to be essentially devoid of genes and 
extraordinarily rich in repetitive DNA. which would make mapping extremely 
difficult. As a result. the HGP was focused almost exclusively on the remaining 
euchromatic regions that collectively accounted for about 90% of the human 
genome. 

http://www.1000genomes.org/page.php
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Flgu.re 8.17 An early gene map for 
humans. The 5' ends of most human 
(and vertebrate) genes have CpG islands, 
sequences about 1 kb long that differ 
from the bulk of the DNA in having many 
unmethylated CpG dinucleotides. The 
image shows the result of hybridizing 
a purified human CpG island fraction 
(labeled with a Te}(3SRed stain) to 
human metaphase chromosomes. late
replicating chromosomal regions (mostly 
transcriptiona lly inactive) are distinguished 
by (he incorporation of FITC-Iabeled 
bromodeoxyuridine (green signal). Yellow 
regions (overlap of red and green signals) 
denote late-replicating regions rich in genes 
(or, strictly, CpG islands). Because CpG islands 
are gene markers, chromosomal regions 
that show a strong red signal have a high 
gene density (e.g. chromosome 22). Other 
chromosomes have very weak red signals 
and are gene-poor, such as chromosomes 
4, 18, X, and Y. [Adapted from Craig JM & 
Bickmore WA (1994) Nat. Genet. 7, 376-381. 
With permission from Macmillan 
Publishers ltd.] 

For the publicly funded HGp, most of the sequence was contributed by large 
genome centers, notably the Wellcome Trust Sanger Institute, Washington 
University, Baylor College of Medicine, MIT/Harvard, the DoE Joint Genome 
Institute, the Japanese RlKEN Institute, and the French Genoscope center. To 
ensure efficiency, it was agreed that specific centers would take primary respon
sibility for assembling clone contigs and subsequent sequencing of individual 
chromosomes: for example, the Sanger Institute for chromosome 1, and 
Washington University for chromosome 2. 

The publicly funded HGP met with aggressive competition from privately 
funded genome sequencing. In 1999 the Celera company announced that it 
intended to produce a draft human genome sequence in 2 years and that it would 
do this by whole genome shotgun sequencing (see Figure 8.13A) rather than the 
slower large conlig assembly approach of the HGR 

The ensuing race between the publicly funded International Human Genome 
Sequencing Consortium (lHGSC) and the privately funded Celera accelerated 
the HGP timetable. In 2001, both sides published a draft sequence of the human 
genome that covered about 90% of the euchromatic genome sequence. The 
euchromatic component is about 90% of the total genome, and so the draft 
sequences actually represented about 80% of the total genome but 90% of the 
total gene sequence. 

Although the race was perceived to have ended in a draw in 2001, it had not 
been a fair race, and the finishing line had not been reached. The IH GSC had 
made their data freely available, posting sequence data updates on the Web every 
24 hours. Celera made use of huge blocks of the IHGSC's sequence data, re
processed it, and fed the data back into its own sequence compilation. The Celera 
sequence was therefore notan independently obtained human genome sequence. 
Unlike the IHGSC, Celera denied external access to their sequence data. Long 
after they had published their analyses, Celera required expensive subscription 
charges to view their sequence data . 

To complete the sequence olthe human genome, the IHGSC continued alone 
with the hard work of filling in the gaps in the sequence. By 2003, the lHGSC had 
produced an essentially complete sequence of the euchromatic component of 
the human genome that was available on the Web and followed up by publishing 
analyses of the finalized sequence in 2004. 

The2.85 Gb of sequence reported in 2003 was extremely accurate and arranged 
in contigs of close to 9 Mb on average. The sequence was interrupted by 341 gaps 
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that remained. The gaps are of two types. Structural gaps result from problems 
with ambiguous map assignment due to repetitive sequences (often duplications 
with near-identical sequences), but can be solved by standard (clone-based) 
DNA sequencing methods. Non- structural gaps are ones where the missing 
sequence can not be cloned in bacterial cells. In such cases, the sequence alter
nates between pyrimidine and purine nucleotides, making the DNA twist in a 
reverse orientation to form a left-handed helix that is toxic to bacteria. They can 
be closed only by uSing sequencing-by-synthesis methods. The number of gaps 
in the euchromatic genome has been progressively reduced to less than 200 in 
the most current sequence (NCB! build 37; released 2009). 

Because a variety of DNA libraries had been used to generate the sequence, 
the final sequence was a composite one, representing various donor cells of dif
ferent genotypes. This sequence acted as a reference sequence that hugely facili
tated subsequent sequencing of the euchromatic genomes of individual people. 
An early demonstration was a 2007 report of the sequencing of Jim Watson's 
genome in a few months using massively parallel pyrosequencing. The age of 
personal genome sequencing began to take off with the international 1000 
Genomes Project that was launched in early 2008. The aim is to obtain a detailed 
catalog of human genetic variation by sequencing the genomes of at least 1000 
individuals representing a variety of different ethnic groups (see Box 8.2). 

Once the initial draft genome sequence had been obtained, another major 
international effort focused on functionally important sequences with a priority 
of identifying and characterizing all human genes and regulatory elements. By 
2004 more than 21,000 human genes were reported to have been validated by 
determining fuU-length cDNA sequences. However, as described in the sections 
below, there are still considerable uncertainties about exactly how many genes 
we have. 

Genome projects have also been conducted for a variety of model 
organisms 
From the outset, the goals of the HGP included sequencing of five model organ
isms, partly as technology test beds. The genome sequences for four of the five 
model organisms prioritized by the HGP-E. coli, S. cerevisiae, C. elegans, and 
D. melanogaster-were obtained at an early stage in the project and were helpful 
in guiding the mapping and sequencing strategies that would be applied to the 
more complex human genome. 

Draft mouse genome sequences were obtained in 2001 12002. Celera produced 
a mouse genome sequence that was a composite of multiple mouse strains, and 
the publicly funded Mouse Genome Sequencing Consortium derived the genome 
sequence of the widely used C57BLl6J mouse strain. The latest C57BLl6J 
sequence update represents more than 90% of the total mouse genome. As 
detai led in Chapter 10, comparison of the human and mouse sequences was to 
prove extremely important in identifying genes and in establishing exon-intron 
organizations. 

At an early stage, additional genome projects were launched for other organ
isms in addition to those that the HGP focused on. The first cellular genome was 
sequenced in 1995 (from the bacterium Haemophilus influenzae), and since then 
a large number of genomes from the three kingdoms oflife have been sequenced. 
By late 2009, close to 1100 complete genome sequences had been published, and 
an additional 4500 genome projects were ongoing. Various archaeal and bacterial 
genomes have been sequenced to understand general and evolutionary aspects 
of prokaryotes. The principal motivation for genome sequencing of many bacte
ria has been to understand their involvement in pathogenesis or applications in 
biotechnology. For eukaryotes, varied motivations prompted genome sequenc
ing: they include general research models, models of disease and development, 
models for evolutionary and comparative genomic studies, farm animals and 
crops, and pathogenic protozoa and nematodes. Relevant genome data can be 
accessed at certain websites that provide compilations of genome databases (see 
the next section). 

Analysis of the sequences has shown that the number ofgenes in a genome is 
correlated with complexity of an organism, but the correlation is a poor one. For 
example it was a surprise that C. elegans, a 1 mm roundworm that has only 
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TABLI...MAJOULImotacDm'AlASliS1'HATSIRVE~GINlRALIIUCLI01'JDIOIt4'IIOIIDfSfQlJlW!
~... . . . . ' ... _... " ..•.. 

Database type 	 Database Originator/host URl 

Nucleotide sequence 	 GenBank US National Center for Biotechnology Information (NCBI) hup:llwww.ncbLnlm.nih.gov 

EMBL European Bioinformatlcs Institute (EBI) http://www.ebi.ac.uk 

OOBJ National Institute of Genetics, Japan http://www.ddbj.nig.ac.jp/ 

dbEST NCBI (division of GenBank that stores sing le-pass cDNAJESTs) http://www.ncbl.nlm.nih.gov/dbEST/ 

Protein sequence SWISS-PROT Swiss Institute of Bioinformatics, Geneva http://ca .expasy.org/sprot 

European Bioinformatics Institute http;/ /www.ebi.a c.uk/swissprotl 

TREMBl ESI (translations of coding sequences from the EMBL database that http://www.ebi .ac.uk/lrembl/ 
have not yet been deposited in SWISS-PROT) htl:p :11ca .expasy.org/sprot 

PIR 	 US Nationa l Biomedical Research Foundation (NBRF) http://pir.georgetown.edu/ 

Japan International Protein Information Database (JIPID) hnp://www.ddbj.nig.ac.jp/ 

Munich Information Center for Protein Sequences (MIPS) http://mips.gsf.de/ 

Note that the databases have subsets that are devoted to particular sequence classes. For transcribed sequences and genes, the dbEST database 
{http://www.ncbLnlm. nih.g ov/dbEST) a nd the UniGene database {http://www.ncbi.nlm.nih.gov/unigene) havebeenwidelyused. 

959 cells or 1031 cells depending on its gender, should have lfiore than 20,000 
protein-coding genes, about as many as a human. The correlation between gene 
content and organism complexity will be considered more fully in Chapter 10. 

Powerful genome databases and browsers help to store and 
analyze genome data 
From the earliest stages of genome and gene analysis, central computer reposi
tories were established for storing mapping data and sequence data produced in 
laboratories throughout the world (Table 0.3). After major genome mapping and 
sequencing centers developed, a parallel data storage effort began when the indi
vidual genome centers developed dedicated in-house databases to srore map
ping and sequencing data produced in their own laboratories. The data were 
made freely available through the Web. 

As genome data began to be produced in very large quantities, strenuous 
efforts were devoted to developing new genome databases (TableS.4) and design
ing new software that would permit the huge amounts of mapping and sequence 
data and associated information to be searched in a systematic and user-friendly 
way. As we will see, a major new focus on in silica (computer-based) analyses 
made vital contributions to our understanding of the structure of genes and 
genomes. 

An important advance was the development of genome browsers with graph
ical user interfaces to portray genome information for ind ividual chromosomes 
and subchromosomal regions. Users of genome browsers can quickly navigate 
the sequence ofa selected human chromosome moving from large scale to nucle
otide scale, identifying genes and associated exons, RNAs, and proteins (Figure 
O.IS). As more and more information is obtained for genes and other functional 
units, more informative and precise gene annotation will be available infrequent, 
periodical updates of the genome browsers and databases. 

Different wmputer programs are designed to predict and 
annotate genes within genome sequences 
Genome sequence data can be interrogated by a suite of computer programs to 
seek novel genes by screening for particular characteristics of genes. For exam
ple, genes are transcribed into RNA, and they contain sequences that show strong 
evolutionary conservation (because of the need to conserve important gene 
functions). Genes are also associated with certain sequence motifs and sequence 
characteristics. 

http://www.ncbi.nlm.nih.gov/unigene)havebeenwidelyused
http://www.ncbLnlm.nih.gov/dbEST)and
http:http://mips.gsf.de
http:hnp://www.ddbj.nig.ac.jp
http:http://pir.georgetown.edu
http://www.ebi.ac.uk/lrembl
www.ebi.a
http://ca.expasy.org/sprot
http://www.ncbl.nlm.nih.gov/dbEST
http:http://www.ddbj.nig.ac.jp
http:http://www.ebi.ac.uk
http:hup:llwww.ncbLnlm.nih.gov
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Resource 

GENOME BROWSERS 

Ensembl 

NCBI map viewer 

UCSC genome browser 

GENOME COMPILATIONS 

EB1Genomes 

GOLD 

ORGANISM GENOME DATABASES 

Flybase (Drosophila) 

MGI (mouse genome informatics) 

NCBI Human Genome Resources 

SGD (Saccharomyces genome database) 


Wormbase (c. elegans) 


ZFIN (Zebrafish Information Network) 


Originator/host 

Wellcome Trust Sanger Institute/European 
Bioinformatics Institute (EBI) 

US National Center for Biotechnology 
Information (NCBl) 

University of California at Santa Cruz 

European Biolnformatics Institute (EBI) 

Genomes Online Database 

Flybase Consortium 

Jackson Laboratory 

US National Center for Biotechnology 
Information (NCBI) 

Stanford University 

Wormbase Consortium 

University of Oregon 

URL 

http://www.ensembl.org 

http://www.ncbLnlm.nih.gov/ mapview/ 

http://genome.ucsc.edu 

http://www.ebi.ac.uk/genomes 


hrtp:/lwww.genomesonline.org/index.htm 


http://flybase.org/ 


http://www.informatics.jax.org/ 


http://www.ncbi .nlm.nih.gov/ projectslgenome/guide/ 

human/ 


http://www.yeastge nome.org/ 


hrtp://www.wormbase.org/ 


http://zfin.org/ 


Gene prediction programs depend heavily on homology seorchingto identify 
evolutionarily conserved sequences. A test DNA sequence can first be llsed to 
search for homologous RNA sequences from any organism by using programs 
such as BLAST (Bnx8.3) 10 query nucleotide and EST dalabases. Thereafter, if the 
DNA is suspected 10 be transcribed, it can then be translated in all six reading 
frames (three for each DNA strand). 
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Figur. 8.16 The Ensembl Genome 
Browser. Genome browsers such as Ensembl 
(http://www.ensembJ.org) allow users to 
explore selected subchromosomal regions 
by using a graphical interface. Here the 
subject of the query was the human CFTR 
(cystic fibrosis transmembrane regulator) 
gene; the overview at the top shows the 
position of the CFTR gene (highlighted in 
pale green) in relation to neighboring genes 
and DNA markers on chromosome 7q31. The 
detailed view at the bottom shows a few of 
very many features that can be switched on 
or off according to the user's needs.Central 
to the navigation are click-over tools that 
enable numerous Internet connections to 
other databases and programs (includ ing 
direct links to other assembled genome 
sequences), allowing users to follow through 
on requested information. 

http:http://www.ensembJ.org
http:http://zfin.org
http:hrtp://www.wormbase.org
http:nome.org
http://www
http:http://www.ncbi.nlm.nih.gov
http:http://www.informatics.jax.org
http:http://flybase.org
http://www.ebi.ac.u
http:http://genome.ucsc.edu
http:http://www.ncbLnlm.nih.gov
http:http://www.ensembl.org
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The predicted translation products can in turn be used to search for homol
ogy against all known protein sequences (using BLASTP), and against the pre
dicted translation products of all known nucleotide sequences (usingTBLASTN). 
Suspected candid ate protein sequences can also be used as queries in homology 
searching against databases of protein domains and short molifs, as detailed in 
Chapter 10. 

BOX 8.3 SEQUENCE HOMOLOGY SEARCHING 

Powerfu l computer programs have been devised to permit the rapid 

search ing of nucleic acid and protein sequence databa ses (and o f 

dedicated genome sequence databases) for significant sequence 
matching (homology) With a test sequence. The different BLAST and 
FASTA programs are the most popular [Table 1 ,. 

The designs of comparable FASTA and BLAST programs are 
different and so they may give djfferent results. The BLAST and 
FASTA programs are widely available, for example from the US 
National Center for Biotechnology Information (wh ich also provides 
tutorials in how to use the different BLAST programs at 

http://www.ncbi.nlm.nih.gov/ Education/BLASTinfo/ information3 

.html) and the European Bioinformatics Institute (http://www. 

ebi.ac.uk!Tools/similarityandanalys;s.html); BLAT is hosted at the 

University of California at Santa Cruz (at hnp://genome.ucsc.edu/ ). but 
is avai lable at many other locations too. 

Programs such as BLAST and FASTA use algorithms to identify 

optimal sequence alignmentsand typically display the output as a 
series of pairwise comparisons between the test sequence (query 
sequence) and each related sequence that the program identifies in the 
database (subject sequences). 

Different approaches can be taken to calculate the optimal 

sequence alignments. For example, in nucleotide sequence alignments 

the Needleman~Wunsch algorithm seeks to maximize the number of 
matched nucleotides, but the Waterman algorithm seeks to minimize 

the number of mismatches. 

Pairwise comparisons of sequence al ignments are comparatively 

simple when the test sequences are very closely matched and have 

Similar, preferably identical, lengths. When the two sequences that 

are being matched are Significantly d ifferent from each other. and 
especialJy when there are clear differences in length resulting from 

deletions or insertions, conSiderable effort may be necessary to 

calculate the optimal al ignment (Agur1! lA). 

For coding sequences, nucleotide sequence alignments can 
be aided by parallel amino acid sequence alignments using the 

assumed translational reading frame for the coding sequence. This is 

so because there are 20 different amino acids but only four d ifferent 
nucleotides. Pairwi se alignments of amino acid sequences may also be 

aided by taking into account the chemical subcl asses of am ino acids. 
Conservative nucleotide substitutions replace an amino acid with 

one that is chemically related to it, typically belonging to the same 
subclass. 

(A) 

TABLE 1 COMMONLY USED PROGRAMS FOR BASIC 
SEQUENCE HOMOLOGY SEARCHING 

Program 

FASTA 

TFASTA 

BlASTN 

BLASTX 

BLASTP 

TBLASTN 

BLAT 

----~-- --------~ 

As a result, algorithms used to compare amino acid sequences 

typically use a scoring matrix in which pairs of scores are arranged in a 

20 x 20 matrix in which higher scores are accorded to identical amino 
acids and to ones that are similar in character (e.g. IsoleUCine and 

leucine) and lower scores are given to amino acids that are different in 

character (e.g. isoleUCine and aspartate). 
The typical output gives two overall results for percent sequence 

relatedness, often term ed percentage sequence identity (matching 

of identica l residues only) and percentage sequence similarity 

(matching of both identical resid ues and ones that are chemically 
related; Figure 18). 

GATATT ATCAC TGGAGCCr GGCA GG AGCT GA7ATTATCA CTGGAGCCTGGC AGG AGCT 
.* • • ~ .. ~ **** .. *.,,*,, * *~** * .. . OR **. ~ ** . * ..... ***** .... * .. *.~.* 
GA 1'TT~ ATGAC T GGAGCCTGA~ AGGAG CT' GAT'I' T TAT G ACTGGAGCCT ~GAA GG A GC'I' 

(8) 

Score = 52.8 bits (125), Expect ~ 9c~08 


Identities = 39/120 (32%) , Positives - 51/120 (47%), Gaps 9/120 (7%) 


QUERY: 	 A!(i..,L I KHDSNIGI PDVEGKI PLHWAANHICDPSAVHTVRC I LDAAPTESLLNWQD'lEGRTP 60 
J.+LL++iID+ [; I1LK... +H + i V+ +L .. It '( tP 

SBJCT : 548 	 AELLLEHDAH~NAAGKNGLTPLHVAVHnNN~--LD I VKLLL PRGGSPHSPAWNGY-~~TP 601 

QOERY: 61 LHFAVADGNLTVlfOVLTS'f- ESCNI rS '( j)NLFRTPLHWAALLGHAQIVHLL LE.R.~KSG'J' I 119 
U!a. ___ v L Y SN S + TPLHAA GB+-+VLLL+ +Q .... 

SBJCT : 602 LH IAAKONOI £.VA.~SLLCYGGSANAESVOGV~~TPLH LMOF,GHT EMVA!.LLS.KOANGNL 659 

--------1 
Features .-----------------
Compares a nucleotide sequence against a 

nucleotide sequence database, or an amino acid 

sequence against a protein sequence database 


Compares an amino acid sequence against a 
nucleotide sequence database translated in all six 
reading frames 

Compares a nucleotide sequence against a 
nucleotide sequence database 

Compares a nucleotide sequence translated in 
all six reading frames against a protein sequence 
database 

Compares an amino acid sequence against a 
protein sequence database 

Compares an amino acid sequence against a 
nucleotide sequence database translated in all six 
reading frames 

I 	 BLAST-like program that delivers extremely rapid 
searching at nucleotide or protein levels against a 
defined sequenced genome 

Flgu'fl! 1 Sequence alignment, sequence 

identity, and sequence similarity. (A) Sequence 

alignment ambiguity. The two nucleotide 

sequences are clearly rel ated, but there is 
ambiguity in how to align the sequence GGC with 

the corresponding sequence GA in the bottom 
sequence . • Signifies identIty; - signifies absence. 

(B) Sequence identity and sequence Similarity. 
The BLASTP output here resulted from querying 

the SWISS-PROT protein database with an inversin 

protein query sequence. The subject sequence 

shown is an erythrocyte ankyrin sequence. Am ino 
acids shown in red indicate sequence identity 

(39 of the 120 positions, or 32.5%). An additional 
17 pOSitions have chemically similar amino 

acids (shown as +) giving a total of 56 out of 

120 positions (46.7%) that are identical or 

chemically simila r. 

http:hnp://genome.ucsc.edu
http://www
http:http://www.ncbi.nlm.nih.gov
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The detection of novel genes can also be aided by computer algorithms that 
recognize certain elements commonly found in genes. Exon prediction programs 
such as GENSCAN, for example, test for conserved consensus sequences at splice 
junctions (see Figure 1.17) and assign high probability to a predicted exon if there 
is a large open reading frame that differentiates the sequence from noncod ing 
DNA (where on average one of the three termination codon sequences will occur 
every 60 bp or so). 

Integrated gene-finding software packages have been developed that com
bine programs designed to identify exons and gene-associated motifs with gen
eral sequence-homology-based database searching programs. One example is 
the Genotator program (http://www.fruitfly.org/ - nomi/genotator/). 

Another characteristic that helps identify genes in vertebrates is base compo
sition. Vertebrate genes are very often associated with small regions, often about 
1 kb long, that are both GC-rich and have a significantly lUgher frequency of the 
dinucleotide CpG than the bulk of the genome, where the CpG dinucleotide is 
statistically under-represented. Because these regions can be viewed as islands of 
normal CpG frequency in a sea of genomic DNA that is otherwise CpG-deficient, 
they are referred to as CpG islands. 

As we will see in Chapter 9, the CpG dinucleotide is a target for DNA methyla
tion that can cause local condensation of chromatin and inhibit gene expression. 
The upstream regions and other important sites that regulate gene ex
pressio n need to be able to adopt an open chromatin conformation for gene 
expression, and so high frequencies of CpG are not tolerated in these regions. 
CpG islands can be identified both experimentally and by computer programs 
that scan the sequence for variation in base com position. 

Obtaining accurate estimates for the number of human genes is 
surprisingly difficult 
Analysis of the human genome sequence has led to the identification of many 
thousands of previously unstudied genes. As we will see in later chapters, the 
functions of predicted genes are being intensively studied in the post-genome
sequencing era, and systematic and hierarchical vocabularies are being devel
oped to define gene function (Box 8.4). Surprisingly, however, many years after 
the complete euchromatic sequence was obtained and despite intense investiga
tions, the total number of human genes is still not accurately known, and it may 
be some time before a precise figure can be obtained. 

Before the human ge nome was sequenced, the number of human genes had 
been expected to be in the range 70,000-100,000, or close to three to four times 
the number of genes in C. elegans. By 2001, experimental evidence was available 
for about 11,000 human genes, but analyses of the draft genome sequence 
reported in that year raised the predicted number to only about 30,000-40,000 
mostly protein-coding genes. The essentially complete sequence of the euchro
matic component of the human genome was obtained by 2003. After analysis of 
the new sequence, the number of predicted protein-coding genes had fallen to 
somewhat less than 25,000, and current estimates suggest close to 21,500 human 
protein-coding genes. 

The difficulty in establishing the precise number of genes is not confined to 
the human genome but to all moderately complex genomes. As more and more 
genomes were sequenced, however, comparative genomics has been extremely 
helpful in gene identification. In particular, comparative genomics has helped in 
the identification of protein-coding genes, and the recent estimate of about 
21,500 human protein-coding genes is likely to be quite accurate. RNA genes are, 
however, much more difficult to identify for two major reasons. First, they lack 
any open reading frame, and second, their sequences tend to be much less con
served than protein-coding sequences. 

During the course of the human genome project, little attention was devoted 
to RNA genes, and the various estimates of gene number were dominated by 
expectations of the number of protein-coding genes. Remarkably, the 2001 
Science paper in which Celera reported their analyses ofthe draft human genome 
sequence does not mention RNA genes at all' Since then, tllere has been a revolu
tion in our understanding of the importance of RNA genes. As detailed in Chapter 
9, there are close to 1000 human miRNA genes, and many entirely new classes of 

BOX 8.4 GENE ONTOLOGY AND 
THE GO CONSORTIUM 

A5 the trickle of genome sequence data 
began to become a flood, biologists 
started to grapple with the difficult 
challenge of integrating sequence 
data with the vast and rapidly growing 
body of data from gene function 
analyses. Searchi ng across the broad 
scientific Ilterature and databases has 
been hampered by wide variations 
in terminology. What was needed 
was a standardized system of gene 
ontology to represen t gene function 
across genomes and species. The Gene 
Ontology (GO) Consortium was formed 
in 1998 and the GO project began to 
develop a controlled vocabulary to 
describe the attributes of genes and 
gene products in any organism, to 
allow searching across mul ti ple gene 
products and species for common 

characteristics. 
To describe gene products, the GO 

Consortium developed three separate 
ontologies-biologica l process, cel lular 
component, and molecular function. 
These ontologies permit the annotation 
of molecular characteristics across 
species and may be broad or more 
focused. For example, the biological 
process can be as broad as signal 
transduction or more restricted, for 

example Cl~gl ucoside transport. Each 
vocabulary is structured so that any 
term may have more than one parent as 
well as zero, one, or more children. This 
makes attempts to describe biology 
much richer than would be possible 
with a hierarchica l graph. Currently t he 
GO vocabulary consists of more than 
17,000 terms that will, in time, al l have 
strict definitions for their usage. See 
http://www.geneonro!ogy.orgformore 
information. 

http://www.geneonro!ogy.orgformore
http:http://www.fruitfly.org
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TAIL!e.s"IFI';IC~IN~""UMaalN(~MPLIIt~ 

RNA gene prediction. Genes encoding un translated RNAs may be d ifficul t to identify in the 
absence of a sizeable open reading frame, especially if they are small. RNA gene sequences are 
o ften comparatively poorly conserved d uring evolution. It is often difficult to disti ngu ish between 
functional noncoding RNA and related pseudogene sequences. 

Genes that are expressed at low levels and/or <It unusual cellula r locations and stages of 
development may not be wel l represented in avaitab le eDNA libraries, and may not be evident if 
they have sma ll exan5. 

Very large genes have widely d ispersed exons and may be misinterpreted as a cluster of two or 
more sma ller genes. This type of overestimate of gene number arises because many of th e cDNA 
lib raries used to val ida te genes and their exon- intron organiza tion have comparative ly short inserts. 

• Some nonfunctional gene cop ies (pseudogenes) are t ranscribed and may initi ally be mistaken for 
true genes. 

RNA have recendy been identified, many with a regulatory function. It may take 
some time before we have a clear id ea ofthe number of human RNA genes. Table 
8.5 lists some of the difficulties in estimating ge ne numbers. 

8.4 BASIC GENE EXPRESSION ANALYSES 

Principles of expression screening 
Gene expression can be mon itored at either the transcript level or the ptotein 
level with the use of a variety of technologies. Important parameters h1 gene 
expression are the source and nature of the product, the expression resolution, 
and the \lumber of genes that are analyzed at anyone time (Table 8,6). 

Frequently, crude RNA/cDNA or protein extracts are used as source m aterial. 
Sometimes, however, expression is sampled in tissue sections or even whole 
emb ryos that have been fixed so as to preserve the original in vivo morphology. 
Expression can also be studied in live cells in tissue culture. The expression of 
genes tagged with a fluorescent grou p can also be followed in living experimental 
organisms with optically transparent tissues. 

TAlLIL6bIFFlRENTUVlLSOF EXPIIISSIOIllMAl'PlNG 

Study Resolution Gene expression Examples 

material throughput' 

RNA high low tissue in situ hybrid ization (Figures 7.12 
and 8.20) 

cellular in situ hybrid ization 

low low to medium northern blot hyb ri d izat ion (Figure 7.1 1) 

RNA dot-b lot hybridi za t ion 

ribonuclease protection assay 

RT-PCRl qPCR 

low high DNA microarray hybridization (Figure 8.24) 

Protein high low immunocytochemistry (Figure 8.22) 

fl uorescence microscopy (Figure 8.23) 

low low im munoblotting (wes tern bloning) 
(Figu re 8.21) 

low high two-d imensional gel electrophoresis 
(Figure 8.25) 

mass spectrometry (Figures 8.26 and 8.27) 

.lNumber o f genes or pro teins stud ied at one time. 



240 Chapter 8: Analyzing the Structure and Expression of Genes and Genomes 

F"'9ure8~19 laser capture microdissection 
of tissue section$. (A) Prostate section 
stained with hematoxylin and eosin.The 
black arrow indicates stromal (connective 
tissue) cells; ted arrows indicate epithelial 
cells. (B) Laser out line of the cells to be 
collected. (C) The remaining cells after laser 
capture. (D) The celiscoll ec ted from the 
outlined area. [Cou rtesy of JRVielkind from 
Garnis C, Buys TP & Lam WL (2004) Mo/. 
Cancer 3, 9. With permiSSion from BioMed 
Central ltd.) 

Laser capture microdissection uses a laser to dissect out microscopic portions 
of a tissue to produce pure cell populations from sources such as tissue biopsies 
and stained tissue, and even single cells (Figure 8. (9). As a result, gene expres 
sion analyses can be focused on single cells, or on homogeneous cell populations 
that will be more representative ofthe in vivo state than cell lines. 

Low-resolution expression patterns are initially sought from genes by track
ing gross expression in RNA extracts or protein extracts. In addit ion to being able 
to sample expression in different tissues, these patterns may provide useful info r
mation on the level of expression and on expression product variants that can 
differ in size (isoforms). [nteresting expression patterns can be followed up by 
using methods to track expression within a cell, or within groups of cells and tis
sues that are spatially organized in a manner rep resentative ofthe normal in. l)il)o 
organization. 

Low-throughput exp ression screening fo llows the expression of only one gene 
or a very small number of genes at a time. High-throughput methods can simul
taneously track the expression of very many genes-often thousands of them- at 
a tinle, and can offer whole genome expression screening. 

Hybridization-based methods allow semi-quantitative and 
high-resolution screening of transcripts of individual genes 

A variety of hybridization-based procedures have been developed to study in 
detail the expression characteristics of individual genes. Initial studies may con
centrate on establishing the sizes ofthe transcripts for individual genes in differ
ent cells, and their approximate abundances. More advanced studies will seek to 
conduct detailed analyses of where the genes are expressed in tissues and cells. 
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Hybridization-based methods for assaying transcript size and 
abundance 
In northern blot hybridization, total RNA or poly(A)· RNA extracts prepared 
from different tissues or cell lines are size-fractionated by gel electrophoresis, 
transferred by blotting to a plastic membrane, then hybridized to a gene-specific 
nucleic acid probe. This method provides information on the size and compara
tive abundance of transcripts in multiple tissues or cell lines. It can also identify 
tissue-specific isoforms that may arise through alternative splicing, alternative 
polyadenylation, or usage of alternative promoters (see Figure 7.11). 

The ribonuclease protection assay seeks to quantitate specific RNA tran
scripts in a complex mixture of total RNA or mRNA. A labeled single-stranded 
antisense RNA probe for the gene of interest is incubated with a sample of total 
RNA or mRNA to fadlitate hybridization of the complementary region of interest 
to the labeled probe. After hybridization, the mixture is treated with ribonuclease 
(RNase)' which digests all single-stranded RNA but no double-stranded RNA 
molecules. The only sUlviving labeled RNA molecules are those that have hybrid
ized to the specific RNA transcripts to form double-stranded RNA. The labeled 
RNA is separated from degraded RNA by electrophoresis on a denaturing poly
acrylamide gel. The amount of label detected gives a measure of the amount of 
the specific transcript in the sample. 

Tissue in situ hybridization 
High-resolution spatial expression patterns of RNA in tissues and groups of cells 
are normally obtained by tissue in situ hybridization. Usually, tissues are frozen 
or embedded in wax, then sliced with a microtome to give very thin sections (e.g. 
S ~m Or less), which are mounted on a microscope slide. Hybridization of a suit
able gene-specific probe to the tissue on the slide can then give detailed expres
sion images representative of the distribution of the RNA in the tissue of origin. 
Embryonic tissues are often used: their miniature size allows screening of many 
tissues in a single section (see Figure 7.12). 

An extension of tissue in situ hybridization is to study expression in an intact 
embryo. Whole-mount in situ hybridization is a popular method for tracking 
expression during development in whole embryos from model Vertebrate organ
isms. Because of the ethical and practical difficulties in conducting equivalent 
human gene analyses, there has been considerable reliance on extrapolating 
from analyses conducted on mouse embryos or those of other model vertebrates 
(figure 0.20). The relatively large amount of tissue available means that the 
method is a relatively sensitive one, and automation of the technique has 
enhanced its popularity 

With the use of suitably labeled probes, specific RNA sequences can also be 
tracked within single cells to identify sites of RNA processing, transport, and cyto
plasmic localization. By using quantitative fluorescence in situ hybridization 
(FISH) and digital imaging microscopy. it has even been possible to detect single 
RNA transcripts in situ. A further refinement uses combinations ofdifferent types 
of oligonucleotide probe labeled with spectrally distinct fluorophores. This has 
allowed transcripts from multiple genes to be tracked simultaneously. 

Quantitative PCR methods are widely used for expre.sslon 
screening 

The hybridization-based expression screening methods described above are 
designed to detect transcripts that have not been amplified. As a result, they are 
not weU suited to the detection of low-copy-number transcripts. PeR-based 
methods are much more sensitive and can track gene expression in cell types or 
tissues that are not easy to access in great quantity, and even in single ceUs. There 
is a variety of such methods, but all of them require that the starting RNA be first 
copied into a cDNA sequence by using a reverse transcriptase. 

In the basic reverse transcriptase peR (RT-peR) method, a cDNA copy is first 
made of RNA by using an oligo(dT) primer or random-sequence oligonucleotide 
primers, and this is then used to initiate a peR reaction. After the peR reaction is 
complete, an aliquot is taken for analysis by standard gel electrophoresis to frac
tionate the cDNA according to size, whereupon the separated products are 

I 

\ 
Figure 8.20 Whole-mount in situ 
hybridization. The example shows 
expressi on of the FgfB fibroblast growth 
factor gene in a chick embfYo at 
Hamburger Hamilton stage 20 (about 
3 days of embryonic development after 
egg-laying). Transcripts were labe led 
with an antisense digoxigenin-Iabeled 
FgfB probe and were detected with anti
digoKigenin antibod ies coupled to alkaline 
phosphatase. The alkal ine phosphatase 
assay used a combination of BOP (S-bromo
4-chloro-3-indolyl phosphate) and NBT 
(Nitro Blue Tetrazolium), resulting in deep 
blue eKpression signals. EKpression was 
evident in the developing eye, isthmus, 
branchial arches, somites, limb buds, and 
tailbud. (Courtesy ofTerence Gordon Smith, 
Newcastle University.) 
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exposed to binding by ethidium bromide and revealed under ultraviolet radia
tion. The basic RT-PCR method has been useful for identifying and studying dif
ferent RNA isoforms of an RNA transcript. However, the detection of DNA by 
ethidium bromide fluore scence is not very sensitive. It can detect products that 
have gone through a full 30-40 PCR cycles, but by this stage the exponential stage 
of amplification (the regular doubling of product per PCR cycle) has long since 
passed and it is not possible to obtain accurate RNA quantitation. 

To obtain accurate quantitation of RNA transcripts, a variant method is used 
that was initially called real-time PCR but is often now simply called qPCR 
(quantitative PCR). Unlike the basic RT-PCR method, qPCR does not involve frac
tionating the final amplified products by electrophoresis. rnstead, qPCR is a 
kinetic reaction that requires specialized PCR equipment. In qPCR the amplifica
tion products are continuously quantitated during the PCR reaction. To obtain 
the most accurate data, the quantitation measurements are made only during 
the early stages in the PCR reaction, when the amplification is still exponential. 

To detect amplification products during a qPCR reaction, some measurable 
signal must be generated that is proportional to the amount of the amplified 
product. All current detection methods use fluorescence technologies, and the 
detection method may be nonspecific or specific (Box 6.5J. 

Specific antibodies can be used to track proteins expressed by 
individual genes 
Because of their exquisite diversity, selectivity, and sensitivity in detecting pro
teins, antibodies are ideally placed to track gene expression at the protein level. 
The traditional way to obtain an antibody is to inject a suitable animal repeatedly 
with a specific immunogen, a molecule that is detected as being foreign by 
the host's immune system. To raise an antibody against a specific protein, the 
immunogen used is a synthetic peptide or a fusion protein that contains part of 
the sequence of the protein to be tracked (Box 0.6). 

Antibodies can be labeled in different ways. In direct detection methods, the 
purified antibody is labeled by anaching a reporter molecule, such as a fluoro
phore or biotin, allowing the labeled antibody to bind directly to the target pro
tein. Alternatively, the target protein is first bound by an unlabeled primcuy anti
body that binds to the target protein and is then specifically bound in turn by a 
suitably labeled secondary molecule that may be a secon.dary a.ntibody, a specific 
antibody raised against the primary antibody. Sometimes a general secondary 
molecule is used, such as proteinA, a protein found inthe cell wall of Staphylococcus 
a.ure"s. For unknown reasons, protein A binds strongly to a common core region 
on antibody molecules (in the second and third constant regions of the Fc por
tion of immunoglobulin heavy chains). 

Labeled antibodies can be used to track specific proteins in ceU-free extracts, 
fixed tissues, and ceUs by using various methods. For cell-ftee extracts, a com
mon application is immunoblotting (western blotting). In this method, proteins 
from cell-free extracts are first dissolved in a solution of sodium dodecyl sulfate 
(SDS), an anionic detergent that disrupts nearly all noncovalent interactions in 
native proteins, then separated according to size by 50S-polyacrylamide gel 
electrophoresis (50S-PAGE). The fractionated proteins are transferred (blotted) 
to a sheet of nitrocellulose and then exposed to a specific antibody (Figure 8.21). 
As described in Section 8.5, two-dimensional PAGE gels may also be used. 

In immunocytochemistry (= immunohistochemistry), an antibody is used to 
obtain an overall expression pattern for a protein within a tissue or other multi
cellular structure. As in tissue in. Silll hybridization, the tissues are typically either 
frozen or embedded in wax and then cut into very thin sections with a microtome 
before being mounted on a slide. A suitably specific antibody is allowed to bind 
to the protein in the tissue section and can produce expression data that can be 
related to histological staining of neighboring tissue sections (Flgure8.22). 

Electron microscopy provides higher resolution than immunocytochemistry 
and may be used to investigate the intracellular localization of a protein in cells 
within fixed tissue that has been sliced into ultra-thin sections. The antibody is 
typically labeled with an electron-dense particle, such as colloidal gold spheres. 
As described in the next section, different fluorescence microscopy methods are 
used to track subcellular protein expression in cultured cells. 

http:Flgure8.22
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BOX 8.5 DHECTION METHODS USED IN QUANTITATIVE (REAL-TIME) peR 

Quantitatlon in qPCR depends on detecting can distinguish between different targets and below, popular specific detection methods 
a fluorescence signal that is generated after allow multiplex assays. often use a hybridization probe that carries 

the binding of some reagent to amplified Specific detection is possible with a fluorophore at the 5' end and a quencher 

product at the early stages of the peR reaction. single~stranded hybridization probes that are group at the 3' end that absorbs photons 

Nonspecihc detection methods are limited to designed to bind to a specific type of amplicon emitted by the fluorophore and then dissipates 

detecting only one type of target amplicon at during the annealing stage of the qPCR the energy absorbed either in the form of heat 

a time, whereas specific detection methods reaction. As detailed in the table and figures or as light of a different wavelength. 

Method Basis of method 

Nonspecific detection 
.,.-------

SYBR Green I When (ree In solution, this dye shows relatively little fluorescence, but when it binds to double-stranded DNA, its 
dye fluorescence increases more than 1OOO-foid. It is, however, nonspecific In its binding of double-wanded DNA and so can 

bind to primer dimers or nonspecific amplifica tion products (which is why it is not used in standard PCR). To control for this, a 
melting curve is conducted at the end of the run by increasing the temperatu re slowly (rom 6Q°C to 95cC while continuously 
monitoring the fluorescence. At a certain temperature, the whole amplified product w ill dissociate fully, resulting in a 
decrease in fluorescence as the dye dissociates from the DNA. The temperature of dissoc iation is dependent on the length 
and composition of the amplicon, allowing different DNA fragments to be distinguished (should there be nonspecific 
amplilication or significant primer dimers). 

Specific detection by hybridization probes 

~ 
Molecular Molecular Beacon probes are designed to have a stem-loop structure key: 

Beacon probes that brings a f1uorophore at the 5' end in very close proximity to a fluorophore 
quencher at the 3' end, severely limiting the fluorescence emitted 
by the fluorophore. However, in the presence of a complementary 
target sequence, the probe unfolds and hybridizes to the target, 
causing the fluorophore to be displaced from the quencher 
( F l go~~ 1). As a resu lt, the quencher no longer absorbs the 

o (i) 

activated 
fJuorophore 

quencher 

photons emitted by the fluorophore and the probe starts to fluoresce. unbound probe 

Figure 1 Molecular Beacon probes fluoresce only after they have 

hybridized to a target DNA. probe bound to target 

------
TaqMan/!l Here the probe is an oligonucleotide that has a fluorophore such as 

double-dye FAM at the 5' end, and a quencher group such as TAMRA or the 

probes Black Hole Ouencher at the 3' end. In this case the quenching 
mechanism is based on fluorescence resonance energy transfer 
(FRET) and can occur over a relatively long distance- as much as Flgur.2 Hybridization of a TaqMan 

10 nm or more. As above, the oligonucleotide probe can bind to oligonucleotide probe to a peR amplicon. 

a complementary sequence in the qPCR amplicon during an F, f1uorophore; Q quencher. 

annealing step in the PCR reaction, but in this case the fluorophore 
of the intact hybridized probe does not fluoresce because it 
continues to pass on its energy to the quencher (Flgur. :2). 

After the probe has bound to an amplicon target, however, the 
advancing Taq polymerase displaces the 5' end of the probe, which 
is then degraded by the 5'-;3' exonuclease activity of the Taq 
polymerase. While the polymerase continues to push aside the rest 
of the probe, cleavage continues and results in the release of the 
fluorophore and quencher into solution (Flgural). Now they are 
physically separated from each other, the fluorophore FAM exhibits 
strong fluorescence but the quencher emits much less energy (at 1 
a different wavelength from that of the fluorophore). 

·.........u ~ 
""rrm IIl1l1 li iiilS,Flrl 

1 

_. (i)

.,..,..-.; 
Figure 3 The hybridized TaqMan probe is displaced by Taq • 
polymerase and degraded by the associated exonuclease, 

thereby activating the probe's fluorophore. 
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(A) 12C345 C 678BOX 8.6 OBTAINING ANTIBODIES 

Antibodies that can specifically detect a protein of imerest can be raised in different ways. 
A comparatively recent approach has been to use phage display, an expression cloning system 
in which recombinant phages are used to display heterologous proteins on bacterial cell 
surfaces (see Section 6.3). However, the main method of obta ining antibodies has been the 
traditional route of repeatedly injecting animals (such as rodents, rabbits, or goats) with a suitable 
immunogen that represents a protein under investigation. One approach is to design a synthetic 
peptide, often 20-50 amino acids long, that is then conjugated to a suitable molecule (such as 
keyhole limpet hemocyanin) that will help maximize the immunogeniciry. The hope is that the 
peptide will adopt a conformation resembling that of the native polypeptide sequence, but 
success is not guaranteed and several djfferent peptides may need to be designed. 

An alternative type of immunogen is a fusion protein that contains most or a large portion 
of the target protein sequence fused to another protein that confers some advantages, notably in 
assIsting protein purification. The fusion protein is synthesized by cloning a cDNA for the desired 
target protein into a plasmid expression vector that also contains a cDNA for the companion 
protein and selecting for recombinants in which the two cDNAs are in frame (see Figure 6.12). 

If the animal's immune system has responded, specific antibodies should be secreted into the 
serum. The antibody-rich serum (antiserum) contains a heterogeneous mixture of antibodies, each 
produced by a d ifferent B lymphocyte. The different antibodies recognize different parts (epitopes) 

of the immunogen and are known as polyclonal antibodies. 
A homogeneous preparation of antibodies with a defined specifici ty can be prepared, 


however, by propagating a clone of cells (originally derived from a single B lymphocyte). 

Because B cells have a limited lifespan in culture, it is preferable to establish an immortal cell 

line: antibody-producing cells are fused with cells derived from an immortal B-cell tumor. From 

the resulting heterogeneous mixture of hybrid cells, those hybrids that have both the ability to 

make a particular antibody and the ability to mUltiply indefinitely in culture are selected. Such 

hybridomas are propagated as individual clones, each of which can provide a permanent and 

stab le source of a sing le type of monoclonal antibody (mAb). 


Protein expression in cultured cells is often analyzed by using 
different types of fluorescence microscopy 

The subcellular location of a protein of interest can also be tracked by antibodies 
in cultured cells with the use of different types of fluorescence microscopy. The 
protein may be followed directly by using a specific antibody raised against it. 
Alternatively, a peptide tag or other protein is coupled to the protein of interest, 
and expression of the protein is followed indirectly. In immunofluorescence 
microscopy, antibodies track protein expression directly. The antibodies are 
labeled with a suitable fluorescent dye, such as fluorescein or rhodamine, and 
after antibody has bound to the protein of interest, the expression of the protein 
is directly monitored within cells by using fluorescence mictoscopy (see Box 7.3 
Figure 2 for the principle of fluorescence microscopy). 

In epitope tagging, the relevant protein is tagged by attaching to its N- or 
C·terminus an iU1munogenic marker peptide sequence for which a specific anti
body already exists. To achieve this, a cDNA for the protein of interest is cloned 
into an expression vector at a site adjacent to, and in frame with, a coding 
sequence for the relevant peptide. Recombinant plasm ids are transfected into 
the appropriate cells, and the expressed protein is tracked with a fluorescently 
labeled antibody specific for the peptide tag. Commonly used epitope tags are 
shown in Table 8.7. 

... __ ~ 400 kD 
200

dystrophin 
(blot) 100 

myosin 

(gel) ~~""'-------

1 2 C 3 4 5 C 6 7 8 (8) 

400 kD 

200
dystrophln 

(blol) 100 ~ 
myosin 

(gel ) ....--- ---
Flgur.8.l1 Immunoblotting (western 
blotting).lmmunobloning involves 
the detection of polypeptides after size 
fractionation in a polyacrylamide gel and 
transfer (blotting) to a membrane. Here, the 
blots show dystrophin detection in muscle 
samples from individual patients with 
Duchenne or Becker muscular dystrophy 
(lanes 1-8) and in normal COntrol muscle 
(lanes C). (A) Blot using the Dy4!6D3 
antibody, which is specitic for the dystrophin 
rod domain. {B} Blot using the Dy6!C5 
antibody, which is speCific far the C-terminal 
region of dystrophin. MyOsin was used as 
a loading control to provide compa rative 
quantitation of the amount of muscle 
samples in the different lanes. [Courtesy 
of the late Loui se Anderson (formerly 
Nicholson) from Nicholson LV, Johnson MA, 
Bushby KM et al . (1993) J. Med. Genet. 30, 

737-744. With permission from the BMJ 
Publishing Group.) 

F1gure 8.22 Immunocytochemistry. 
In this example, I}-tubulin expression was 
screened in a transverse section of a mouse 
brain at embryonic day 12.5. The antibody 
detection system used Identifies I)-tubulin 
expression ultimately as a brown colo r 
reaction (based on horseradish peroxidase! 
3,3'-diaminobenzidine). The underlying 
histology was revealed by counterstaining 
with a toluidine blue stain. D, diencephalon; 
LV, lateral ventricle; P. pons. (Courtesy of 
Steve Lisgo, Newcastle University.) 

http:Flgur.8.l1
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TMLIi.7~"EPITOPETAGsFORTRACKl..."ROTEIltt.Qct4J:tz'" 
Sequence of tag Peptide origin linked to protein at Monoclonal antibody 

DYKDDDDK synthetic N or (-terminus anti-Flag M 1 

EQKLlSEEDL human c-Myc protein N- or (-terminus gE10 

MASMTGGQQMG phage T7 gene 10 protein N-terminus T7.Tag antibody 

QPELAPEDPED herpes simplex virus protein D (-terminus HSVTag antibody 

RPKPQQFFGLM substance P (-terminus NC1/34 

YPYDVPDYA influenza HA 1 protein N- or (-terminus 12CAS 

More recently, fluorescence microscopy has been used to track protein expres
sion in cells without the use of antibodies. Instead, a naturally fluorescent pro
tein is coupled to the protein of interest to provide a marker of its expression 
pattern. One such protein is the green fluorescent protein (GFP), a 238-amino 
acid protein originally identified in the jellyfish Aequoria victoria. Similar pro
teins are expressed in many jellyfish and seem to be responsible for the green 
light that they emit, being stimulated by energy obtained after the oxidation of 
luciferin or another photoprotein. 

When the gene encoding GFP was cloned and transfected into target ceils in 
culture, expression of GFP in heterologous cells was also marked by emission of 
the green fluorescent light. This means that GFP is an auto.f/uorescent protein. 
Because it is a natural functional fluorophore, it can serve directly as a reporter 
that can be readily foilowed by conventional and confocal fluorescence micros
copy, making it a popular tool for tracking gene expression in cell lines and even 
in some whole organisms. 

Various genetically engineered mutants of GFP have improved its efficiency 
in different ways, and various color mutants have been generated, notably blue 
fluorescent protein, cyan fluorescent protein, and yellow fluorescent protein. 
Another autofluorescent protein, the red fluorescent protein, has been derived 
from the Discosoma coral. 

To track the expression of a protein within living cells, the GFP-coding DNA 
sequence has been inserted at the beginning or end of the cDNA for the protein 
of interest within a suitable expression vector. Transfection and expression of the 
resulting hybrid cDNA sequence produces a fusion protein with GFP linked to 
the N- or C-terminus of the protein of interest. In many cases, the fusion protein 
is expressed in the same way as the original protein, and so helps to reveal its 
location (Plgure 8.2.3). 

8.5 HIGHLY PARALLEL ANALYSES OF GENE 
EXPRESSION 
Highly parallel analyses of gene expression allow simultaneous screening of the 
expression of many hundreds or thousands of genes, even the full set of different 
transcripts (transcriptome) or of the different proteins (proteome) expressed by 
a cell. For large-scale transcript profiling, micro array hybridization has been the 
most widely used method; however, alternative sequencing-based methods have 
been developed, and massively parallel sequencing is now beginning to revolu
tionize transcriptome analysis. Global protein profiling has popularly been 
achieved with two-dimensional gel electrophoresis and mass spectrometry. 

DNA and oligonucleotide microarrays permit rapid global 
transcript profiling 

The targets for transcript profiling are complex RNA populations from cellular 
sources of interest, often cultured celis, surgically excised tissues or tumors, or 
isolated portions of these. Typical micro arrays use many hund.reds or thousands 
of gene-specific probes. cDNA probes have been used, but oligonucleotide 
probes are increasingly being used. As detailed in Section 7.4, two popular sys
tems are Affyrnetrix GeneChip micro arrays, in which oligonucleotides about 

Figur-e- B.ll Tracking protein expression 
with the use of green fluorescent protein 

tags. This example shows a live transiently 
transfected HeLa cell expressing a GFP
tagged Batten disease protein. A cDNA 
sequence for the Batten disease gene CLN3 
was cloned into the GFP expression vector 
pEGFP-Nl in order to express the (LN3 
protein with a GFP sequence coupled to 
its (-terminus (a GFP tag). This cel! is an 
example of a small proportion of HeLa 
cells expressing (LN3/GFP in a vesicular 
punctate pattern distributed throughout 
the cytoplasm. These and other analyses 
indicated that the Batten disease protein is 
a Golgi integral membrane protein. [From 
Kremmidiotis G, Lensink IL, Bilton RL et al. 
(1999) Hum. Mol. Genet. 8, 523-531. With 
permission from Oxford University Press.] 

http:Figur-e-B.ll
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25 nucleotides long are synthesized in situ on an array, and IIIumina micro arrays, 
in which pre-synthesized oligonucleotides with a gene-specific component 
about 50 nucleotides long are attached to beads. More recently, high-density 
arrays of longer oligonucleotides up to 60 nucleotides long have also become 
available. 

Microarray-based expression analyses are typically organized so as to com
pare two Or more highly related cellular or tissue sources that differ in an inform
arive way. For example, gene expression can be tracked in specific embryonic 
structures at a series of developmental time points, or expression can be moni
tored in cultured cells at various times after they have been exposed to a range of 
drugs and other chemicals. The same type of tumor tissue can be profiled at dif
ferent stages of malignancy. Expression profiles for diseased and normal pheno
types can also be co mpared, and in mouse models the two cellular sources under 
comparison may be genotyp ically identical except for the presence of a defined 
pathogenic mutation. 

To perform transcript profiling, the cellular RNA sample is normally reverse 
transcribed en masse to form a representative complex cDNA population. The 
cDNA can be labeled as it is synthesized by the inclusion of a fluorophore
conjugated nucleotide in the reaction mix. Alternatively, a two-step procedure is 
used- first , unlabeled cDNA is made, and then it is converted into a labeled com
plementary RNA (cRNA) by the incorporation of biotin (which will later be 
detected with fluorophore-conjugated streptavidin) . 

The labeled target cDNA or cRNA is then applied to the array and allowed to 
hybridize. Each individual feature or spot on the array contains millions to bil
lions of copies of the same DNA sequence and is therefore unlikely to be com
pletely saturated in the hybridization reaction. Under these conditions, the 
intensity of the hybridizing signal at each feature on the array is proportional to 
the relative abundance of that particular cDNA or cRNA in the target popUlation, 
which in turn reflects the abundance of the corresponding mRNA in the original 
source population. The relative abundance of thousands of different transcripts 
can therefore be monitored in one experiment. Multiple oligonucleotides are 
also used to help distinguish between closely related transcripts from individual 
genes. It is possible to monitor splice variants, for example, and to design oligo
nucleotides specific for every single known exon. 

The huge amo unt of expression data generated by the micro array data requires 
careful statistical analyses (Dox 8.7). Stringent controls are also required to nor
malize expression data for cross-experiment variation. One way of avoiding such 
problems is to hybridize cD NA populations labeled with different fluorophores 
to the same array simultaneously. Under nonsaturating conditions, the signal at 
each feature will represent the relative abundance of each transcript in the sam
ple. If two samples are used, the ratio of the signals from each fluorophore pro
vides a direct comparison of expression levels between samples fully normalized 
for variations in signal -to-noise ratio even within the array. The array is scanned 
at two emission wavele ngths, and a computer is used to combine the images and 
render them in false color. Usually, one fluorophore is represented as green and 
the other as red. Features representing differentially expressed genes show up as 
either green Or red, whereas those representing equivalently expressed genes 
show up as yellow- see the example of using spotted cDNA arrays in Agure 
8_241\_ 

Expression analyses with microarrays that have short oligonucleotide probes 
are similar in principle to those in which cDNA probes or long (more than 50
nucleotide) Oligonucleotides are used. However, when using oligonucleotides 
that are only 25 nucleotides long, the hybridization specificity is not so great. 
There is a greater tendency for probes to hybridize to other sequences in addition 
to their expected target sequences, and so additional controls are needed. 
Accordingly, in Affymetrix GeneChip arrays, each gene is represented by 20 or so 
different oligonucleotide probes that are selected from different regions along 
the transcribed sequence. In addition to 20 perfect match (PM) oligonucleotides 
per gene, a corresponding series of 20 mismatch (MM) oligonucleotides are 
designed to control for nonspeCific hybridization by changing a single base in 
each ofthe PM sequences (Figure 8.24B). To determine the signal for a particular 
gene, the signals of all 20 PM oligonucleotides are added together and the signals 
from all 20 MM oligonucleotides are subtracted from the total. 
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BOX 8.7 ANALYZING MICROARRAY EXPRESSION DATA 

Microarray expression data are revo lutionizing biological and 
biomedical research, but data interpretation remains a challenge. The 
raw expression data from microarray experiments are signal intensities 
that must be corrected for background effects and inter-experimental 
variation (normalized) and checked for errors caused by contaminants 

and extreme outlying values. 
The data are summarized as a table of norma lized signal 

intensities: rows on the table represent ind ividual genes and the 
columns represent different conditions under which gene expression 
has been measured. In the simplest cases, the table has two columns 
(e.g. control and disease samples) and these may represent the signal 
intensities from two samples hybridized simultaneously to the array. 
However, there is no theoretical limit to the number o f conditions that 
can be used. 

Next, genes with similar expression profiles are grouped. 
Generally, the more conditions under which gene expression is 
tested, the more rigorous is the analysis. Two types of algorithm are 
used to mine the gene expression data, one in which simi lar data are 
clustered in a hierarchy and one in wh ich the clusters are defined in a 
nonhierarchical manner. 

Hierarchical clustering 
The general approach in hierarchical clustering is to establish a 
distance matrix that lists the differences in expression levels between 
each pair of features on the array. Those showing the smallest 
differences, expressed as the distance function d, are then clustered 
in a progressive manner. Agglomerative dustering methods begin with 
the classification of each gene represented on t he array as a singleton 
cluster (a cl uster containing one gene). The distance matrix is searched, 
and the two genes with the most similar expression levels (the 
smallest distance function) are defined as neighbors; these are then 
merged into a sing le cluster. The process is repeated until there is only 
one cluster left. There are variations in how the expression va lue of the 
merged cluster is calculated for the purpose of further comparisons. 

In the nearest-neighbor (single linkage) method, the distance is 
minimized. That is, where two genes i andj are merged into a single 
cluster ij, the distance between ij and the next nearest gene k is 
defined as the lower of the two values dU,k) and dU,k). In the average 
linkage method, the average between d{i,k) and d(j,k) is used. In the 
farthest-neighbor (complete linkage) method, the distance is maximized. 
These methods generate dendrograms with different structu res 
(Figure 1). Less frequently, a divisive clustering algorithm may be 
used in which a single cluster representing all the genes on the array is 
progressively split into separate clusters. 

Hierarchica l clustering of microarray data is often represented as a 
heatmap- Agu:re 2. 

ABC D ABC D 

FigUl.l Microarray data analysis using the hypothetical 
expression profiles of four genes, A-D. Hierarchical clustering 
methods produce branching diagrams (dendrograms) in which genes 
with the mos t similar expression profiles are grouped together, but 
alternative clustering methods produce dendrograms with different 
topo logies. The pattern on the left is typical of the topology produced 
by nearest -neighbor (single linkage) clustering; the pattern on 
the right is typical of the topology produced by farthest-neighbor 
(complete linkage) clustering. 

Nonhierarchical clustering 
A disadvantage of hierarchical clustering is that it is time-consuming 
and resource hungry. As an alternative, nonhierarchical methods 
partition the expression data into a certain predefined number of 
clusters. As a result, the analysis is speeded up considerably, especially 
when the data set is very large. In the k-means clustering merhod, 
several points known as cluster centers are defined at the beginning of 
the analysis, and each gene is assigned to the most appropriate cJuster 
center. 

On the basis of the membership of each cl uster, the means are 
recalculated (the cluster centers are repositioned). The analysis is then 
repeated so that all the genes are assigned to the new cluster centers. 
This process is reiterated until the membership of the various clusters 
no longer changes. Self-organizing maps are similar in concept, but the 
algorithm is refined through the use of a neural network. 

biological 
samples 

-
1 2 3 4 5 8 6 7 

experiment 

Figure l Heatmaps as a tool for visualizing microarray analysis. 
Heatmaps give a quick overview of clusters of genes that show similar 
expression values. They consist of small cells, each consisting of a 
color, which represent relative expression values. Heatmaps are often 
generated from hierarchical cluster analyses of different biologica l 
samples (typically portrayed in columns, as here) and genes (usually 
in rows and grouped together according to similarity of expression). 
[Adapted from Allison DB, Cui X, Page GP & Sabripour M (2006) Nat. 
Rev. Genet. 7, 55-65. With permission from Macmillan Publishers Ltd. 
See the same reference for alternative ways of visualizing microarray 
analysis.) 
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Modern globillgene expression profiling increasingly uses 
sequencing to quantitate transcripts 
Microarray hybridization provided an exciting new technology that in the late 
1990s was the first to offer the ability to conduct large-scale and genome-wide 
transcript profiling. Global gene expression profiling is, however, also possible by 
direct sequencing of cDNA copies of the transcripts, so that transcript frequen
cies can be quantitated for individual genes. 

cDNAlibraries have been characterized by partial sequencing of clone inserts, 
generating numerous EST sequences, or sometimes full-length inserts have been 
sequenced. But because of the labor involved in generating libraries and retriev
ing recombinant clones, and the small number of samples that could be 
sequenced at a time, standard dideoxy sequencing of library clones did not seem 
an attractive way of quantitating transcripts. 

As a result of the above difficulties, various sequence sampling methods were 
developed to reduce the effort involved in retrieving cDNA sequences. The meth
ods would obtain RNA from cellular sources, convert it into cDNA, and then 
retrieve short sequences (sequence tags) from individual cDNAs that would be 
representative of transcripts and whose frequencies would be a quantitative 
measure of the expression of that transcript. 

A popular, and ingenious, sequence sampling method is known as serial 
analysis of gene expression (SAGE) .In this technique, sequence tags are collected 
from numerous cDNA copies, and ligated in a long series to form concatemers 
that are then sequenced. In the alternative method, massively parallel signature 
sequencing (MPSS), very large numbers of cDNAs are attached to microbeads in 
a flow cell and sequencing of short sequence tags is performed in parallel rather 
than in series as in SAGE. 

The recent advent of massively parallel DNA sequencing means that both 
micro array-based expression profiling and serial sample sequencing (SAGE) will 

Agure 8.24 Comparative expression 
analysis with DNA microarrays. (A) Using 
spotted cDNA arrays. Here, comparative 
expression assays are usually performed by 
differentially labeling two mRNA or cDNA 
samples with different fluorophores that 
are hybridized to the arrayed cDNAs and 
then scanned to detect both fluorophores 
independently. Colored dots labeled X, Y, 
and Z at the bottom of the image illustrate 
three different gene expression patterns: 
elevated expression in sample 1 (X, red), 
elevated expression in sample 2 (Y, green), 
and similar expression in samples 1 and 2 
(Z, yellow). (8) Using Affymetrix GeneChips. 
Here RNA is labeled in a two-step process 
to produce biotinylated cRNA. After 
hybridization and washing, biotin-cRNA 
bound to the array is stained by binding 
a streptavidin-conjugated fluorophore, 
and the bound fluorophore is detected by 
laser scanning. Each gene is represented 
by 15-20 different oligonucleotide probe 
pairs (16 are shown in this example). One 
member of each pair is a perfectly matched 
oligonucleotide probe; the other is a control 
oligonucleotide with a deliberate mismatch. 
The example shows expression data for three 
hypothetical genes, representing genes that 
are preferentially expressed in sample 1 (X), 
preferentially expressed in sample 2 (Y), or 
showing equivalent expression in samples 
1 and 2 (Z). (Adapted from Harrington CA, 
Rosenow C & Retief J (2000) Curro Opin. 
Microbio/. 3, 285-291. With permission from 
Elsevier.] 
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be eclipsed in the near future. The ability to sequence hundreds of millions of 
samples in parallel offers huge power in quantitating transcripts. Because it does 
not require peR-based sequence amplification, single-molecule sequencing may 
ultimately provide the most accurate quantitation of transcripts. 

Global protein expression is often profiled with two-dimensional 
gel electrophoresis and mass spectrometry 
Transcriptome analysis is clearly very useful for following gene expression, but 
the ultimate products of many genes are proteins. Protein levels do not simply 
reflect the transcript levels of a protein -coding gene because there are differences 
in the rates of protein turnover among different protein-coding transcripts. 
Protein activity also often depends on post-translational modifications that are 
not predictable from the level of the corresponding transcript. 

Like transcriptomics, proteomics can be used to monitor the abundance of 
different gene products. The expression of all the proteins in the cell can be com
pared between related samples, allowing proteins with similar expression pat
terns to be identified, and highlighting important changes in the proteome that 
occur, for example during disease or the response to particular external stimuli. 
This is sometimes termed expression proteomics. 

Unlike the genome, the proteome varies widely between different cell types in 
an organism. Human cells typically contain tens of thousands of proteins differ
ing in abundance over four or more orders of magnitude. Like nucleic acids, pro
teins can be detected and identified by specific molecular interactions, in most 
cases by using antibodies or other ligands as probes. However, unlike nucleic 
acids, there is no procedure for cloning or amplifying rare proteins. Furthermore, 
the physical and chemical properties of proteins are so diverse that no single, 
universal methodology analogous to hybridization can be used to study the entire 
proteome in a single experiment. 

Currently, expression proteomics is largely based on 'separation and display' 
technology: complex protein mixtures are separated into their components so 
that interesting features (such as proteins present in a disease sample but absent 
from a matching healthy sample) can be selected for further characterization. 
Separation is usually performed with two-dimensional gel electrophoresis, a 
long-standing technique that has the power to resolve up to 10,000 proteins on a 
single gel. Thereafter, separated proteins of interest can be interrogated by mass 
spectrometry. 

Two-dimensional polyacrylamide gel electrophoresis (2D-PAGE) 
The principle of 2D-PAGE is to separate proteins according to their charge (first 
dimension) and then according to their mass (second dimension, at right angles 
to the first). A complex protein sample is loaded onto a denaturing polyacryla
mide gel and separated in the first dimension by isoelectric focusing. In this tech
nique, the proteins migrate in a pH gradient until they reach their isoelectric 
point, the position at which their charge is neutral with respect to the local pH. 

The standard procedure is to prepare an immobilized pH gradient gel, in 
which the buffering groups are attached to the polyacrylamide matrix (to prevent 
them from drifting and becoming unstable during long gel runs). The gel is then 
equilibrated in the detergent SDS, which is used to disrupt noncovalent bonding 
in proteins so that all the proteins assume similar elongated conformations; by 
binding stoichiometrically to the backbone of denatured proteins it confers a 
massive negative charge that effectively cancels out any charge differences 
between individual proteins. Separation in the second dimension is therefore 
dependent on the mass of the protein, with smaller proteins moving more readily 
through the pores of the gel. The gel is then stained and the proteins are revealed 
as a complex pattern of spots [Figure 8 .25). 

Although 2D-PAGE has a high resolution and is the most widely used tech
nique for protein separation in proteomics, there are several limitations to its 
usefulness in terms of representation, sensitivity, reproducibility, and conven
ience. Several classes of protein are under-represented on standard gels, includ
ing very basic proteins, proteins vvith poor solubility in aqueous buffers, and 
membrane proteins. 
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The sensitivity of 2D-PAGE is dependent on the detec tion limit fo r very scarce 
proteins, but the class of SYPRO® dyes can detect protein spots in the nanogram 
range. Sensitivity is also influenced by the resolution of the gel, because spo ts 
representing scarce proteins can be obscured by those representing abundant 
proteins. Pre-fractionation can remove abundant proteins and so simplify the 
initial sample loaded onto the gel, and the resolution can be improved by using 
gels with a very narrow pH range (see Figure 8.25). 

Important developments to improve the efficiency of 2D-PAGE include soft
ware for spot recognition and quantitation, algorithms that can compare protein 
spots across multiple gels, and robots that can pick interesting spots and process 
them for later identification by mass spectromet ry as described below. However, 
a remaining major limitation of2D-PAGE is that it is not highly suited to automa
tion, making it difficult to perform high-throughput analyses of many samples. 
Alternative separation methods based on multidimensional high-performance 
liquid chromatography (HPLC) may eventually displace 2D-PAGE as the major 
platform for protein separation. 

Mass spectrometry 
Mass spectrometry (MS) is used to determin e the accurate masses of molecules 
in a particular sample. In expression proteomics it helps identify the proteins in 
selected spots that have been resolved by 2D-PAGE. It does this by accurate deter
mination of molecular mass, a procedure that can be completed more quickly 
than direct sequencing of proteins by Edman degradat ion. MS is also easy to 
automate for high-throughput sample analysis, and so it can conveniently proc
ess thousands of spots from a two-dimensional gel or hund reds of HPLC 
fractions. 

Until recently, MS could not be applied to large molecules such as proteins 
and nucleic acids because these were broken into random fragments during the 
ionization process. This limitat ion has been overcome using soft-ionization 
methods such as matrix- assisted laser desorption/ ionization (MALDI) (Figure 
0.26 and BoxB.8) and elecrrospray ionization (ES!). 

Figure 8.25 Two-dimensional gel 
electrophoresis. In two-dimensional gel 
electrophoresis protein samples are initially 
fractionated by isoelectric focusing (often 
in a tube gel, or pre-cast strip, comprising a 
polyacrylamide matrix with an immobilized 
pH gradient). The separated fractions are 
then subjected to SDS-polyacrylamide gel 
electrophoresis in a second dimension 
at right angles to the first. Both im ages 
represent mouse liver proteins separated by 
two-dimen sional gel electrophoresis and 
then stained with silver to reveal individual 
protein spots. (A) In a gel with a wide pH 
range (pH 3-12). the proteins are clustered 
in the middle because most proteins have 
isoelectric points in the range pH 4-7. 
(B) A gel with a narrow pH range (pH 
5-6) has a higher resolving power. [From 
Orengo CA. Jones DT &Thornton JM et al. 
(2003) Bioinformatics: Genes, Proteins And 
Computers. BIOS Scientific Publishers.] 
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The masses of proteins, or more usually the peptide fragments derived from 
them by digestion with proteases, can be used to identify the proteins by correlat
ing the experimentally determined masses with those predicted from database 
sequences. As described below there are three differen t ways to annotate a pro 
tein by MS (Flgure 8.27): 

Peptide m ass fingerprinting (PMF) is best suited for simple proteomes. A 
simple protein mixture (typically a single spot from a two-dim ensional gel) is 
digested with trypsin to generate a collection of tryptic peptides. These are 
subject to MALDI-MS using a time-of-flight (TOF) analyzer (see Figure 8.26 
and Box 8.8), which returns a set of mass spectra. The spectra are used as a 
search query against protein sequence databases. The search algorithm per
form s virtual trypsin digests of all the proteins in the database and calculates 
the masses of the predicted tryptic peptides. It then attempts to match these 
predicted masses against those determined experimentally. 

BOX 8.8 MASS SPECTROMETRY IN PROTEOMICS 

The mass spectrometer 

A mass spectrometer has three components. An ionizer converts the sample to be analyzed (the 

analyte) into gas-phase ions and accelerates them toward the mass analyzer. The latter separates 

the ions according to their masS/charge ratio on their way to the ion detecwr, which records the 

impact of individual ions, presenting these as a mass spectrum of the ana lyte. 


The ion ization of la rge molecules without fragmentation and degradation is known as soft 

ionization. Two soft ionization methods are widely used in proteomics. 


Matrix~assisted laser desorption/ionization (MALOI) involves mixing the analyte 

(e.g. the tryptic pep tides derived from a particular protein sample) with a light-absorbing 
matrix compound in an organic solvent. Evaporation of the solvent produces analyte/ matrix 
crystals, which are heated by a short pulse of laser energy. The desorption of laser energy as 
heat causes expansion of the matrix and analyte into the gas phase. The analyte is then ionized 
and accelerated toward the detector. 
In electrospray lonlution (ESI), the analyte is dissolved and the solution is pushed through 
a narrow capillary. A potential difference, applied across the aperture, causes the analyte to 
emerge as a fine spray of charged particles. The droplets evaporate as the ions enter the mass 
analyzer. 

Mass analyzers 

A quadrupole mass analyzer comprises four metal rods, pairs of which are connected electrically 

and carry opposing voltages that can be controlled by the operator. Mass spectra are obtained 

by varying the potentia l difference applied across the ion stream, allowing ions of different 

mass/charge ratios to be directed toward the detector. A time-of-flight (TOF) analyzer measures 

the time taken by ions to travel down a flight tube to the detector, a factor that depends on the 

mass/Charge ratio. 


Tandem mass spectrometry (MS/M S) 

Two or more mass analyzers are operated in series. Various MS/MS instruments have been 

described, including triple quadrupole and hybrid quadrupole/ t ime-of-flight instruments. The mass 

analyzers are separated by a collision cell that contains inert gas and causes ions to dissociate into 

fra gments. The first analyzer selects a particular peptide ion and directs it into the collision cell, 

where it is fragmented. A mass spectrum for the fragments is then obtained by the second analyzer. 

These two functions may be combined in more sophisticated instruments, such as the ion-trap and 

Fourier-transform ion cyclotron analyzers. 


Fig ....... 8.26 Principle of MALOI-TOF mass 
spectrometry. The anafyte (the sample 
under study-usually a collection of tryptic 
peptide fragments) is mixed with a matrix 
compound and placed near the source of a 
laser. The laser heats up the analyre-matrix 
crystals, causing the analyte to expand 
into the gas phase without significant 
fragm entation. Ions then travel down a 
flight tube to a reflector, which focuses the 
ions ontO a detec{Qr. The time of flight (the 
time taken for ions to reach the detector) is 

dependent on the mass/charge ratio and 
allows the mass of each molecule in the 
analyte to be recorded. 
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Figure 8.27 Protein annotation by mass spectrometry. Individual protein samples (such as spots from two·dimensional gels) are 
digested with trypsin, which cleaves at the (-terminal side of lysine (K) or arginine (R) residues as long as the next residue is 
not proline. The tryptic peptides can be analyzed as intact molecules by MALDI-TOF, and the masses used as search queries against 
protein databases. Algorithms are used that take protein sequences, cut them with the same cleavage speCificity as trypsin, and 
compare the theoretical masses of these pep tides with the experimental masses obtained by MS. Idea lly, the masses of several 
peptides should identify the same parent protein, in this case human lysozyme. There may be no hits if the protein is not in the 
database or, more probably, that it has been subject to post-translational modification or artlfactual modification during the 
experiment. In these circumstances, electrospray ionization coupled with tandem mass spectrometry (ESI-MS/MS) can be used 
to fragment the ions. The fragment ion masses can be used to search EST databases and obtain partial matChes, which may lead 
eventually to the correct annotation. Alternatively, the masses of peptide ladders can be used to determine protein sequences de novo. 

• 	 Fragment ion searching is more suited to the analysis of complex proteomes, 
and the algorithm can be modified to take into account the masses of known 
post-translational modifications. The tryptic peptide fragments are analyzed 
by tandem mass spectrometry (MS/MS; see Box 8.8), during which the pep
tides are broken into random fragments. The mass spectra from these frag
ments can be used to search against EST databases (which cannot be searched 
with PMF data because the intact peptides are generally too large). Any EST 
hits can then be used in a BLAST search to identify putative full-length 
homologs. A dedicated algorithm called MS-BLAST is useful for handling the 
short sequence signatures obtained from peptide-fragment ions. 

• 	 De novo sequencing of peptide ladders is also performed because it is impos
sible to account for all variants, either at the sequence level (e.g. polymor
phisms) or at the protein modification level (e.g. complex glycans). The 
sequencing of peptide ladders may provide sequence signatures that can be 
used as search queries to identify homologous sequences in the databases. in 
this technique, the peptide fragments generated by MS/MS are arranged into 
a nested set differing in length by a single amino acid. By comparing the 
masses of these fragments with standard tables of amino acids, it is possible 
ro deduce the sequence ofthe peptide fragment de novo, even when a precise 
sequence match is not available in the database. In pract ice the de novo 
sequencing approach is complicated by the presence of two fragment series, 
one nested at the N-terminus and one nested at the C-terminus. The two 
series can be distinguished by attaching diagnostic mass tags to either end of 
the protein. 

Comparative protein expression analyses have many applications 
The aim of many proteomics experiments is to identify proteins whose abun
dance differs significantly across two or more samples. The varying abundance of 
specific proteins in healthy versus disease samples, or in samples representing 
the progression of a disease, can help to reveal useful markers and novel drug 
targets. Drugs typically target proteins by binding to them and mOdifying their 
behavior, and so many drug responses will not affect mRNA abundance and 
therefore cannot be assayed at the level of the transcriptome. 
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One way to compare protein expression in different samples is to examine 
Mo-dimensional gels and identify spots that show quantitative variation (several 
software packages are available to aid such comparative investigations). An alter
native is to label proteins from Mo different samples, for example by conjugating 
them with Cy3 and CyS and then separating them on the same gel. This approach, 
known as difference gel electrophoresis (DlGE), exploits the same principle as 
differential gene expression with DNA microarrays. 

Another approach is to label proteins from different sources with isotope
coded affinity tags (ICATs) . A mass spectrometer can easily distinguish and quan
titate MO isotopically labeled forms of the same compound that are chemically 
identical and can be co-pUrified. An lCAT method has therefore been developed 
using a biotinylated iodoacetamide derivative to label protein mixtures selec
tively at their cysteine residues. By binding to streptavidin, the biotin tag allows 
affinity purification of the tagged cysteine peptides after proteolysis with 
trypsin. 

The lCAT reagent is available in heavy and light isotopically labeled forms, 
which can be used to label cell pools differentially under different conditions 
(such as health versus disease). After labeling, the cells are combined and lysed, 
and the proteins are isolated so that purification losses occur equally in both 
samples. Isotope intensities are compared for peptides as they enter the mass 
spectrometer. If they are equivalent, no upregulation or downregulation has 
occurred, and the protein is of no immediate interest. If the intensities differ, a 
change in protein expression has taken place, and the protein is of interest. The 
amount of the Mo forms is measured, and the light peptide form is fragmented 
and identified by database searching. 

The 2000s will be seen to have been a revolutionary decade for genome analy
sis. Technologies developed to allow rapid mapping and sequencing of complex 
genomes and whole genome sequences were obtained for various complex 
genomes, including the human genome. The advent of massively parallel DNA 
sequencing methods means that genome sequencing will be comparatively rapid 
in the future; perhaps by the year 2015-2020, personal genome sequencing will 
be routine and inexpensive. In addition,large-scale analyses have begun to iden
tify all the genes in genomes and catalog all their expression products, namely 
the different RNA transcripts and translated protei ns. Each type of expression 
product can be detected within intact cells (by hybridization or immunochemis
try) and quantitated by techniques such as real-time PCR, western blotting, or 
mass spectrometry. Present refinements have moved analysis to greater and 
greater numbers of samples, so that now very large numbers ofgenes are studied 
in parallel in a single experi.ment. Regardless of the numbers ofgenes studied and 
the methodology employed, the major goal remains the same: to understand 
how genes function and how disease alters the cellular production of transcripts 
and proteins. 
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Chapter 9 


Organization of the 
Human Genome 

KEY CONCEPTS 

• 	 The human genome is subdivided into a large nuclear genome with more than 26,000 
genes, and a very small circular mitochondrial genome with only 37 genes. The nuclear 
genome is distributed between 24 linear DNA molecules, one for each of the 24 different 
types of human chromosome. 

Human genes are usually not discrete entities: their transcripts frequently overlap those 
from other genes, sometimes on both strands. 

• 	 Duplication of single genes, subchromosomal regions, or whole genomes has given rise to 
families ofrelated genes. 

• 	 Genes are traditionally viewed as encoding RNA for the eventual synthesis of proteins, but 
many thousands of RNA genes make functional noncoding RNAs that can be involved in 
diverse functions. 

• 	 Noncoding RNAs often regulate the expression of specific target genes by base pairing with 
their RNA transcripts. 

• 	 Some copies of a funct.ional gene come to acquire mutations that prevent their expression. 
These pseudo genes originate either by copying genomic DNA or by copying a processed 
RNA transcript into a cDNA sequence that reintegrates into the genome 
(retrotransposition) . 

• 	 Occasionally, gene copies that originate by retrotransposition retain their function because 
of selection pressure, These are knovm as retrogenes. 

• 	 Transposons are sequences that move from one genomic location to another by a cut-and
paste or copy-and-paste mechanism. Retrotransposo ns make a cDNA copy of an RNA 
transcript that then integrates into a new genomic location. 

• 	 Very large arrays of high-copy-number tandem repeats, known as satellite DNA, are 
associated with highly condensed, transcriptionally inactive heterochromatin in human 
chromosomes. 
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The human genome comprises two parts: a complex nuclear genome with mOre 
than 26,000 genes, and a very simple mitochondrial genome with only 37 genes 
(Figure 9.1). The nuclear genome provides the great bulk of essential genetic 
information and is partitioned between either 23 or 24 different types of chromo
somal DNA molecule (22 auto somes plus an X chromosome in females, and an 
additional Y chromosome in males). 

Mitochondria possess their own genome-a single type of small circular 
DNA-enCOding some of the components needed for mitochondrial protein syn
thesis on mitochondrial ribosomes. However, most mitochondrial proteins are 
encoded by nuclear genes and are synthesized on cytoplasmic ribosomes before 
being imported into the mito chondria. 

As detailed in Chapter 10, sequence comparisons with other mammalian 
genomes and vertebrate genomes indicate that about 5% of the human genome 
has been strongly conserved during evolution and is presumably functionally 
important. Protein-coding DNA sequences account for just 1.1% of the genome. 
The other 4% or so of strongly conserved genome sequences consists of non
protein-coding DNA sequences, including genes whose final products are func
tionally important RNA molecules, and a variety of cis-acting sequences that 
regulate gene expression at DNA or RNA levels. Although sequences that make 
non-protein-coding RNA have not generally been so well conserved during evo
lution, some of the regulatory sequences are much more strongly conserved than 
protein-coding sequences. 

Protein -coding sequences frequently belong to families of related seq uences 
that may be organized into clusters on one or more chromosomes or be dispersed 
th.roughout the genome. Such families have arisen by gene duplication during 
evolution. The mechanisms giving rise to duplicated genes also give rise to non
functional gene-related sequences (pseudogenesJ. 

One of the big surprises in the past few years has been the discovery that the 
human genome is transcribed to give tens of thousands of different noncodin.g 
RNA transcripts, including whole new classes of tiny regulatory RNAs not previ
ously identified in the draft human genome sequences published in 2001. 
Although we are close to obtaining a definitive inventory of human protein-cod
ing genes, our knowledge of RNA genes remains undeveloped. It is abundantly 
clear, however, that RNA is functionally much more versatile than we previously 
suspected. In addition to a rapidly increasing list of human RNA genes. we have 
also become aware of huge numbers of pseudo gene copies of RNA genes. 

A very large fraction of the human genome, and other complex genomes, is 
made up of highly repetitive noncoding DNA sequences. A sizeable component 
is organized in tandem head-to-tail repeats, but the majority consists of inter
spersed repeats that have been copied from RNA transcripts in the cell by reverse 

Figure 9.1 Sequence conservation and 
sequence classes in the human nuclear 
and mitochondrial genomes. To get an 
idea of the vast difference in scale between 
the nuclear (left) and mitochondrial 
(right) genomes, the tiny red dot in the 
center represents the equivalent of 
25 mitochondrial DNA (mtDNA) genomes on 
the same scale as the single nuclea r genome 
on the left. Note also the profound difference 
between the two genomes in the fractions 
of highly conserved DNA and alsO in the 
fraction of highly repetitive noncoding DNA. 
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transcriptase. There is a growing realization of the functional importance of such 
repeats. 

In this chapter we primarily consider the architecture of the human genome. 
We outline the different classes of DNA sequence, describe briefly what their 
function is, and consider how they are organized in the human genome. In later 
chapters we describe other aspects of the human genome: how it compares with 
other genomes, and how evolution has shaped it (Chapter 10), DNA sequence 
variation and polymorphism (Chapter 13), and aspects of human gene expres
sion (Chapter 11). 

9.1 GENERAL ORGANIZATION OF THE HUMAN 
GENOME 
The DNA sequence of the human mitochondrial genome was published in 1981, 
and a detailed understanding of how mitochondrial DNA (mtDNA) works has 
been built up since then. The more complex nuclear genome has been a much 
more formidable challenge. Comprehensive sequencing of the nuclear genome 
began in the latter part of the 1990s, and by 2004 essentially all of the euchro
matic portion of the genome had been sequenced. Our knowledge of the nuclear 
genome remains fragmentary, however. As we see below, we still do not know 
how many genes there are in the nuclear genome, and recently obtained data are 
radically changing our perspective on how it is organized and expressed. 

The mitochondrial genome is densely packed with genetic 
information 

The human mitochondrial genome consists of a single type of circular do uble
stranded DNA that is 16.6 kilobases in length. The overall base composition is 
44% (G+C) , but the two mtDNA strands have significantly different base compo
sitions: the heavy (H) strand is rich in guanines, but the light (l) strand is rich in 
cytosines. Cells typically contain thousands of copies of the double-stranded 
mtDNA molecule, but the number can vary considerably in different cell types. 

During zygote formation, a sperm cell contributes its nuclear genome, but 
not its mitochondrial genome, to the egg cell. Consequently, the mitochondrial 
genome of the zygote is usually determined exclusively by that originally found in 
the unfertilized egg. The mitochondrial genome is therefore maternally inher
ited: males and fem ales both inherit their mitochondria from their mother, but 
males do not transmit their mitochondria to subsequent generations. During 
mitotic cell division, the multiple mtDNA molecules in a dividing cell segregate 
in a purely random way to the two daughter cells. 

Replication of mitochondrial DNA 
The replication of both the H and l strands is unidirectional and starts at specific 
origins. Although the mitochondrial DNA is prinCipally double-stranded, repeat 
synthesis of a small segment of the H-strand DNA produces a short third DNA 
strand called 7S DNA. The 7S DNA strand can base-pair with the l strand and 
displace the H strand, resulting in a triple-stranded structure (Figure 9.2). This 
region contains many of the mtDNA control sequences (including the major pro
moter regions) and so it is referred to as the CRiD-loop regio n (where CR denotes 
control region, and D-Ioop stands for displacement loop). 

Th e origin of replication for the H strand lies in the CRID-Ioop region, and 
that of the l strand is sandwich ed between two tRNA genes (Figure 9.3). Only 
after about two-thirds of the daughter H strand has been synthesized (by using 
the l strand as a template and displacing the old H strand) does the origin for 
l-strand replication become exposed. Thereafter, replication of the l strand pro
ceeds in th e opposite direction, using the H strand as a template. 

Mitochondrial genes and their transcription 
The human mitochondrial genome contains 37 genes, 28 of which are encoded 
by th e H strand and the other nine by the l strand (see Figure 9.3). Whereas 
nuclear genes often have th eir own dedicated promoters, the transcription of 
mitochondrial genes resembles that of bacterial genes. Transcription of mtDNA 

Figure 9 .2 D-Ioop formation in 
mitochondrial DNA. The mitochondrial 
genome is not a simple double-stranded 
Circular DNA. Repeat synthesis of a small 
segment of the H (heavy) strand results in a 
short third strand (75 DNA), which can base
pair with the l (light) strand and so displace 
the H strand to form a local triple-stranded 
structure that contains many important 
regulatory sequences and is known as the 
CRIO-loop region (shown by shading and in 
enlarged (arm for clarity). 
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starts from common promoters in the CR/D-Ioop region and continues round 
the circle (in opposing directions for the two different strands), to generate large 
multigenic transcripts. The mature RNAs are subsequently generated by cleavage 
of the multigenic transcripts. 

Almost two-thirds (24 out of 37) of the mitochondrial genes specity a func
tional noncoding RNA as their final product. There are 22 tRNA genes, one for 
each of the 22 types of mitochondrial tRNA. In add ition, two rRNA genes are ded
icated to making 16S rRNA and 12S rRNA (components of the large and small 
subunits, respectively, of mitochondrial ribosomes). The remaining 13 genes 
encode polypeptides, which are synthesized on mitochondrial ribosomes. These 
13 polypeptides form part of the mitochondrial respiratory complexes, the 
enzymes of oxidative phosphorylation that are engaged in the production of ATP 
However, the great majority of the polypeptides that make up the mitochondrial 
oxidative phosphorylation system plus all other mitochondrial proteins are 
encoded by nuclear genes (Table 9,) ). These proteins are translated on cytoplas
mic ribosomes before being imported into the mitochondria. 

Unlike its nuclear counterpart, the human mitochondrial genome is extremely 
compact: al137 mitochondrial genes lack introns and are tightly packed (on aver
age, there is one gene per 0.45 kb) . The coding sequences of some genes (notably 
those encoding the sixth and eighth subunits of the mitochondrialATP synthase) 
show some overlap (Figure 9.4) and, in most other cases, the coding sequences of 
neighboring genes are contiguous or sepatated by one or two uoncoding bases. 
Some genes even lack termination codons; to overcome this deficiency, UM 
codons have to be introduced at the post-transcriptional level (see Figure 9.4). 

The mitochondrial genetic code 
Prokaryotic genomes and the nuclear genomes of eukaryotes encode many hun
dreds to usually many thousands of different proteins. They are subject to a uni
versal genetic code that is kept invariant: mutations that could potentially change 

Flgure 9.3: The organization of the human 
mitochondrial genome. The H strand 

is transcribed from two closely spaced 
promoter regions flanking the tRNAPhe 

gene (g rouped here as PH); the L strand is 
transcribed from the PL promoter in the 
opposite direction. In both cases, large 
primary transc ripts are produced and 
cleaved to generate RNAs for individual 
genes. All genes lack introns and are closely 
clustered. The symbols for protein·cod ing 
genes are shown here w ithout the prefix 

MT· that signifies mitochondrial gene. The 
genes that encode subunits 6 and 8 of the 
ATP synthase (ATP6 and ATPB) are partly 
overlapping. Other polypeptide-encoding 
genes specify seven NADH dehydrogenase 
subu nits (ND4L and ND1-ND6), three 
cytochrome coxidase subunits (COI-C03), 
and cytochrome b ((YB). tRNA genes are 
represented with the name of the amino 
acid that they bind. The short 75 DNA strand 
is produced by repeat synthesis of a short 
segment of the H strand (see Figure 9.2). 
For further information, see the MITOMAP 

database at hnp://Www.mitomap.orgl. 
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TABLE 9.1 THE LIMITED AUTONOMY OF THE MITOCHONDRIAL GENOME 

Mitochondrial component Encoded by 

Mitochondrial Nuclear genome 
genome 

Components of oxidative phosphorylation 13 subunits 80 subunits 
system 

NADH dehydrogenase 7 42 

Succinate CoQ reductase 0 4 

III Cytochrome b- ct complex 10 

IV Cytochrome c oxidase complex 3 10 

V ATP synthase complex 2 14 

Components of protein synthesis apparatus 24RNAs 79 proteins 

rRNA 2 0 

,RNA 22 0 

Ribosomal proteins 0 79 

Other mitochondrial proteins 0 Alia 

alncludes mitochondrial DNA and RNA potymerases plus numerous other enzymes, structural and 

transport proteins. etc. 


the genetic code are likely to produce at least some critically misfunctional pro
teins and so are strongly selected against. However, the much smaller mitochon
drial genomes make very few polypeptides. As a result, the mitochondrial genetic 
code has been able to drift by mutation to be slightly different from the universal 
genetic code. 

In the mitochondrial genetic code there are 60 codons that specify amino 
acids, one fewer than in the nuclear genetic code. There are four stop co dons: 
UAA and UAG (which also serve as stop codons in the nuclear genetic code) and 
AGA and AGG (which specify arginine in the nuclear genetic code; see Figure 
1.25). The nuclear stop codon UGA encodes tryptophan in mitochondria, and 
AUA specifies methionine not isoleucine. 

The mitochondrial genome specifies all the rRNA and tRNA molecules needed 
for synthesizing proteins on mitochondrial ribosomes, but it relies on nuclear
encoded genes to provide all other components, such as the protein components 
of mitochondrial ribosomes and aminoacyl tRNA synthetases. Because there are 
only 22 different types of hwnan mitochondrial tRNA, individualtRNA molecules 
need to be able to interpret several different codons. This is possible because of 
third-base wobble in codon interpretation. Eight of the 22 tRNA molecules have 
anticodons that each recognize families of four codons differing only at the third 
base. The other 14 tRNAs recognize pairs of codons that are identical at the first 
two base positions and share either a purine or a pyrimidine at the third base. 
Between them, therefore, the 22 mitochondrial tRNA molecules can recognize a 
to tal of 60 codons ((8 x 4) + (14 x 2)1. 

f---- ----MT47P8---------------> 

8366 8522 8577 92029206 , I I 'I 
53 06 

lI.~t P'O L~ T~~ lie ~ $er Leu H,s Sel Leu Pt~ Pro Gin Ser Stop 1 

Figure- 9 .4 The MT·ATP6 and MT-ATPB 
genes are transcribed in different 
reading frames from overlapping 
segments of the mitochondrial H 
strand. MT·ATP8 is transcribed from 
nucleotides 8366 to 8569, and MT-ATP6 
from 8527 [09204. Aher transcription, 
the RNA encoding the ATP synthase 6 
subu nit is cleaved after position 9206 
and polyaden ylated, resu lting in a 
C-terminal UAA codon where the fi rst 

p.-If- n~A7.~_-JUc :: .;, ;.;~Q::r.;,t8Q~~~89~Q~~?-,r~lk. -Ir A(~h~ two nucleotides are derived ultimatelyI_o'-..J(_ L-JL-....!L....lL-lL-..J_.. .. .L.....lL_-'.L- _II •• •.l1....-J '.--J 
_~~M~~~~_I~~Mlli~~~~ ~ from the TA at positions 9205- 9206 
1 17 :'126 and the third nucleotide is the first A of 
-------~fr"rn;---------- ---'l the poly(A) tail. 

http:L.....lL
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TABLE 9.2 THE HUMAN NUCLEAR AND MITOCHONDRIAL GENOMES 

Nuclear genome Mitochondrial genome 

Size 3.1 Gb 16.6 kb 

Number of different DNA molecules 23 (in XX cells) or 24 (in XY cells); all linear one circular DNA molecule 

Total number of DNA molecules pet cell varies according to ploidy; 46 in diploid ce lls often several thousand copies (but copy number 
varies in different cell types) 

Associated protein several classes of histone and nonhistone protein IClrgely free of protein 

Number of protein-coding genes -2 1,000 13 

Number of RNA genes uncertain, but >6000 24 

Gene density - 1/ 120 kb, but great uncertainty 1/0.45 kb 

Repetitive DNA more than 50% of genome; see Fi gure 9.1 very little 

Transcription genes are often independently transcribed mu[tigenic transcripts are produced from both 
the heavy and light stra nds 

Introns found in most genes absent 

Percentage of protein-coding DNA - 1.1 % -66% 

Codon usage 6 1 amino acid codons pl us three stop codonsa 60 amino acid codons pl us four stop codons~ 

Recombination at least once for each pair of homologs at meiosis not evident 

Inheritance Mendelian for X chromosome and autosomes; exclUSively maternal 
paternal for Y chromosome 

aFor details see Fi gure 1.25 . 

In addition to their differences in genetic capacity and different genetic codes, 
the mitochondrial and nuclear genomes differ in many other aspects of their 
organization and expression (Table 9.2). 

The human nuclear genome consists of 24 widely different 
chromosomal DNA molecules 
The hnman nuclear genome is 3.1 Gb (3 100 Mb) in size. [t is distributed between 
24 different types of linear double-stranded DNA molecule, each of which has 
histones and nonhistone proteins bound to it, constituting a chromosome. There 
are 22 types of autosome and two sex chromosomes, X and Y. Human chromo
somes can easily be differentiated by chromosome banding (see Figure 2.15). and 
have been classified into groups largely according to size and, to some extent, 
centromere position (see Table 2.3). 

There is a single nuclear genome in sperm and egg cells and just two copies in 
most somatic celis, in contras t to the hundreds or even thousands of copies of the 
mitochondrial genome. Because the size of the nuclear genome is about 186,000 
times the size of a mtDNA molecule, however, the nucleus of a human cell typi
cally contains more than 99% of the DNA in the cell; the oocyte is a notable excep
tion because it contains as many as 100,000 mtDNA molecules. 

Not all of the human nuclear genome has been sequenced. The Human 
Genome Project focused primarily on sequencing euchromatin, the gene-rich, 
transcriptionally active regions of the nuclear genome that account for 2.9 Gb. 
The other 200 Mb is made up of permanently condensed and transcriptionally 
inactive (constitutive) heterochromatin. The heterochromatin is composed of 
long arrays of highly repetitive DNA that are very difficult to sequence accurately. 
For a similar reason, the long arrays of tandemly repeated transcription units 
encoding 28S, 18S, and S.8S rRNA were also not sequenced. 

The DNA of human chromosomes varies considerably in length and also in 
the proportions of underlying euchromatin and constitutive heterochromatin 
(Table 9.3). Each chromosome has some constitutive heterochromatin at the 
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TABLE 9.3 DNA CONTENT OF HUMAN CHROMOSOMES 

Chromosome Total DNA Euchromatin Heterochromatin Chromosome Total DNA Euchromatin Heterochromatin 
1Mb) 1Mb) 1Mb) 1Mb) 1Mb) 1Mb) 

249 224 19.5 13 115 96.3 17.2 

2 243 240 2.9 14 107 BB3 17.2 

3 19B 197 1.5 15 103 82.1 183 

4 191 188 3.0 16 90 79.0 10.0 

5 lBl 178 0.3 17 Bl 7B.7 7.5 

6 171 168 23 18 78 74.6 1.4 

7 159 156 4.6 19 59 60.8 03 

8 146 143 2.2 20 63 60.6 1.8 

9 141 120 18.0 21 48 34.2 11.6 

10 136 133 2.5 22 51 35.1 14.3 

11 135 13 1 4.8 X 155 151 3.0 

12 134 131 43 Y 59 26.4 31.6 

Chromosome sizes are taken from the ENSEMBl Human Map View (hnp;J!www.ensembl.org/ Homo_sapiens/Location/Genome). Heterochromatin 
ligures are estimates abstracted from International Human Genome Sequencing Consortium (2004) Nature 431 ,93 1-945. The size of the total human 
genome is estima ted to be about 3.1 Gb, with euchromatin accounting for close to 2.9 Gb and heterochromatin accounting for 200 Mb. 

centromere. Certain chromosomes, notably 1, 9, 16, and 19, also have significant 
amounts of heterochromatin in the euchromatic region close to the centromere 
(pericentromere), and the acrocentric chromosomes each have two sizeable het
erochromatic regions. Bu t the most significant representation is in the Y chromo
some, where most of the DNA is organized as heterochromatin. 

The base composition of the euchromatic component of the human genome 
averages out at 41% (G+C), but there is considerable variation between chromo
somes, fro m 38% (G+C) for chromosomes 4 and 13 up to 49% (for chromosome 
19). It also varies considerably along the lengths of chromosomes. For example, 
the average (G+C) content on chromosome 17q is 50% for the distal 10.3 Mb but 
drops to 38% for the adjacent 3.9 Mb. There are regions of less than 300 kb with 
even wider swings, for example from 33.1% to 59.3% (G+C). 

The proportion of some combinations of nucleotides can vary considerably. 
Like other vertebrate nuclear genomes, the human nuclear genome has a con
spicuo us shortage of the dinucleotide CpG. However, certain small regions of 
transcriptionally active DNA have the expected CpG density and, significantly, 
are un methylated or hypomethyJated (epG islands; Oox9.1). 

The human genome contains at least 26,000 genes, but the exact 
gene number is difficult to determine 

Several years after the Human Genome Project delivered the first reference 
genome sequence, there is still very considerable uncertainty about the total 
human gene number. When the early analyses of the genome were reported in 
2001 , the gene catalog generated by the International Human Genome Sequenc
ing Consortium was very much oriented toward protein-coding genes. Original 
estimates suggested more than 30,000 human protein-coding genes, most of 
which were gene predictions without any supportive experimental evidence. This 
number was an overestimate because of errors that were made in defining genes 
(see Box 8.5). 

To validate gene predictions supportive evidence was sought, mostly by evo
lutionary comparisons. Comparison with other mammalian genomes, such as 
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BOX 9.1 ANIMAL DNA METHYLATION AND VERTEBRATE CpG ISLANDS 

DNA methylation in multicellular animals often involves methylation 
of a proportion of cytosine residues, giving S-methylcytosine (mC). 
In most animals (but not Drosophila mefanogaster), the dinucleotide 
CpG is a common target for cytosine methylation by specific cytosine 
methyitransferases, forming mCpG (Figure lA). 

DNA methylation has important consequences for gene 
expression and allows particu lar gene expression patterns to be stably 
transmitted to daughter cells. It has also been implicated in systems 
of host defense against transposons. Vertebrates have the highest 
levels of S-methyicytosine in the animal kingdom, and methylation 
is dispersed throughout vertebrate genomes. However, only a small 
percentage of cytosines are methylated (about 3% in human DNA, 
mostly as mCpG but with a small percentage as mCpNpG, where N is 
any nucleotide). 

S-Methylcytosine is chemically unstable and is prone to 
deamination (see Figure 1 A). Other deaminated bases produce 
derivatives that are identified as abnormal and are removed by the 
DNA repair machinery (e.g. unmethylated cytosine produces uracil 
when deaminated). However, 5-methyl cytosine is deaminated to 
give thymine, a natural base in DNA that is not recognized as being 
abnormal by cellular DNA repair systems. Over evolutionarily long 
periods, therefore, the number of CpG dinucleotides in vertebrate 
DNA has gradually fallen because of the slow but steady 
conversion of CpG to TpG (and to CpA on the complementary 
strand; Figure 1 B), 

Although the overall frequency of CpG in the vertebrate genome 
is low, there are small stretches of un methylated or hypomethylated 
DNA that are characterized by having the normal, expected CpG 
frequency. Such islands of normal CpG density (CpG islands) are 
comparatively GC-rich (typically more than 50% GCl and extend over 
hundreds of nucleotides. CpG islands are gene markers because they 
are associated with transcriptionally active regions. Highly methylated 
DNA regions are prone to adopting a condensed chromatin 
conformation. but for actively transcribing DNA the chromatin needs 
to be in a more extended, open unmethylated conformation that 
allows various regulatory proteins to bind more readily to promoters 
and other gene control regions. 
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Figure 1 Instability of vertebrate CpG dinucleotides. (A) The cytosine 
in CpG dinucleatides is a target for methylation at the 5' carbon atom. 
The resulting S-methylcytosine is deaminated to give thymine (T), which 
is inefficiently recognized by the DNA repair system and so tends to 
persist (however, deaminatlon of unmethy1ated cytosine gives uracil 
which is readily recognized by the DNA repair system). (6) The vertebrate 
CpG dinucleotide is gradually being replaced byTpG and CpA. 

those of the mouse and the dog. failed to identify coun terparts of many of the 
originally predicted human genes. By late 2009 the estimated number of human 
protein-coding genes appeared to be stabilizing somewhere around 20,000 to 
21,000. but huge uncertainty remained about the number of human RNA genes. 
RNA genes are difficult to identify by using computer programs to analyze 
genome sequences: there are no open reading frames to screen for, and many 
RNA genes are very small and often not well conserved during evolution. There is 
also the problem of how to define an RNA gene. As we detail in Chapter 12. com
prehensive analyses have recently suggested that the great majority of the 
genome-and probably at least 85% ofnucleotides-is transcribed. It is currently 
unknown how much of the transcriptional activity is background noise and how 
much is functionally significant. 

By mid-2009. evidence for at least 6000 human RNA genes had been obtained, 
including thousands of genes encoding long noncoding RNAs that are thought to 
be important in gene regulation . In addition, there is evidence for tens of thou 
sands ofdifferent tiny human RNAs, but in many such cases quite large nwnbers 
of different tiny RNAs are obtained by the processing of single RNA transcripts. 
We look at noncoding RNAs in detail in Section 9.3. 

The combination of about 20.000 protein ·coding genes and at least 6000 RNA 
genes gives a total of at least 26,000 human genes. This remains a provisional 
total gene number; defining RNA genes is challenging and it will be some time 
before we obtain an accurate human gene nwnber. 



263 GENERAL ORGANIZATION OFTHE HUMAN GENOME 

Human genes are unevenly distributed between and within 
chromosomes 

Human genes are unevenly distributed on the nudeaJ DNA molecules. The con
stitutive heterochromatin regions are devoid of genes and, even within the 
euchromatic portion of the genome, gene densily can vary substantially between 
chromosomal regions and also between whole chromosomes. 

The first general insight into how genes are distributed across the human 
genome was obtained when purified CpG island fractions were hybridized to 
metaphase chromosomes. CpG islands have long been known to be strongly 
associated with genes (see Box 9.1). On this basis, it was concluded that gene 
densiry must be high in subtelomeric regions, and that some chromosomes 
(e.g. 19 and 22) are gene-rich whereas others (e.g. X and 18) are gene-poor (see 
Figure 8.17). The predictions of differential CpG island densiry and differential 
gene densiry were subsequently confirmed by analyzing the human genome 
sequence. 

This difference in gene densiry can also be seen with Giemsa staining (G band
ing) of chromosomes. Regions with a low (G+C) content correlate with the dark
est G bands, and those with a high (G+C) content with pale bands. GC-rich chro
mosomes (e.g. chromosome 19) and regions (e.g. pale G bands) are also 
comparatively rich in genes. For example, the gene-rich human leukocyte anti
gen (HLA) complex (180 protein-coding genes in a span of 4 Mb) is located within 
the pale 6p21.3 band. In striking contrast, the mammoth dystrophin gene extends 
over 2.4 Mb of DNA in a daJk G band at Xp21.2 without evidence for any other 
protein-coding gene in this region. 

Duplication of DNA segments has resulted in copy-number 
variation and gene families 

Small genomes, such as those of bacteria and mitochondria, are typically tightly 
packed with genetic information that is presented in extremely economical 
forms. Large genomes, such as the nuclear genomes of eukaryotes, and espe
ciallyvertebrate genomes, have the luxury of not beingso constrained. Repetitive 
DNA is one striking feature of large genomes, in both abundance and 
importance. 

Different types of DNA sequence can be repeated. Some are short noncoding 
sequences that are present in a few copies to millions of copies. These will be 
discussed further in Section 9.4. Many others are moderately long to large DNA 
sequences that often contain genes or parts of genes. Such duplicated sequences 
are prone to various genetic mechanisms that result in copy-number variation 
(eNV) in which the number of copies of specific moderately long sequences
often from many kilobases to several mega bases long-varies between different 
haplorypes. Copy-number variation generates a rype of structural variation that 
we consider more fully in Chapter 13, but we will consider some of the mecha
nisms below in the context of how genes become duplicated. It is clear, however, 
that CNV is quite extensive in the human genome. For example, when James 
Watson's genome was sequenced, 1.4% of the total sequencing data obtained did 
not map with the reference human genome sequence. As personal genome 
sequencing accelerates, new CNV regions are being identified with important 
implications for gene expression and disease. 

Repeated duplication of a gene-containing sequence gives rise to a gene fam
ily. As we will see in Sections 9.2 and 9.3, many human genes are members of 
multigene familie s tha t can vary enormously in terms of copy number and distri
bution. They aJise by one or more of a variery of different mechanisms that result 
in gene duplication. Gene families may also contain evolutionarily related 
sequences that may no longer function as working genes (pseudogenes). 

Gene duplication mechanisms 
Gene duplication has been a common event in the evolution of the large nuclear 
genomes found in complex eukaryotes. The resulting multigene families have 
from two to very many gene copies. The gene copies may be clust ered together in 
one subchromosomal location or they may be dispersed over several chmmo
somal locations. Several different rypes of gene duplication can occur: 
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• 	 Tatulem gene duplication typically arises by crossover between unequally 
aligned chromatids, either on homologous chromosomes (unequal crossover) 
or on the same chromosome (unequal sister chromatid exchange). FJgure 9.5 
shows the general mechanism. The repeated segment may be just a few kilo· 
bases long or may be quite large and contain from one to several genes. Two 
such repeats are said to be direct repeatsifthe head of one repeat joins the tail 
of its neighbor (-->--.) or inverted repeats if there is joining of heads (-><--) or 
tails (<-.... ). Over a long (evolutionary) time-scale the duplicated sequences 
can be separated on the same chromosome (by a DNA insertion or inversion) 
or become distributed on different chromosomes by translocations. 

• 	 Duplicative transposition describes the process by which a duplicated DNA 
copy integrates into a new subchromosomal location. Typically this involves 
retrotransposition: cellular reverse transcriptases make a cDNA copy of an 
RNA transcript, whereupon the cDNA copy int egrates into a new chromo· 
somal location. The same type of mechanism can often lead to defective gene 
copies and will be detailed in Section 9.2. 

• 	 Gene duplication by ancestral ceil fusion. Aero bic eukaryotic cells are thought 
to have evolved through the endocytosis of a type of bacterial cell by a eukary· 
otic precursor cell. The current mitochondrial genome is thought to have 
derived from the bacterial cell's genome but is now a very small remnant 
because many of the original bacterial genes were subsequently excised and 
transferred to what is now the nuclear genome. As a result, the nuclear genome 
contains duplicated genes that encode cytoplasm· specific and mitochondri· 
on ·specific isoforms for certain enzymes and certain other key proteins. 

• 	 Large·scale subgenomic duplications can arise as a result of chromosome 
translocations. Euchromatic regions close to human centro meres and to 
telomeres (p ericentromeric and subtelomeric regions, respectively) are com
paratively unstable and are prone to recombination with other chromosomes. 
As a result, large segments of DNA containing multiple genes have been dupli· 
cated . Within the past 40 million years of primate evolution, this process has 
led to the duplication of about 400 large (several megabases long) DNA seg· 
ments, accounting for more than 5% of the euchromatic genome. This type of 
duplication, known as segmental duplication, results in very high (often 
more than 95%) sequence identity between the DNA copies and can involve 
both intrachromosomal duplications and also interchromosomal duplica· 
tions (Agure 9.6). Segmental duplications are important contributors to 
copy·number variation and to chromosomal rearrangements leading 
to disease and rapid gene innovation. We consider how they originate in 
Chapter 10. 

Whole genome duplication. It is now clear from comparative genomics stud· 
ies that whole genome duplication has occurred at several times during eva· 
lution on a variety of different eukaryotic lineages. For example, there is com· 
pelling evidence that whole genome duplication occurred in the early 
evolution of chordates. This type of event could explain why vertebrates have 
four HOX clusters (see Figure 5.5). Whole genome duplication is detailed in 
Chapter 10 in the context of genome evolution. 
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Figure 9.5 Tandem gene duplication. 
Crossover between misaligned chromatids 
can result in one chromosome with 
a tandem duplication o f a sequence 
conta ining a gene (such as gene A shown 
here by a green box) and one in which the 
gene is lost. The mispairing of chromatids 
may be stabilized by closely related 
members of an interspersed repeated DNA 
family such as Alu repeats (as shown here by 
orange boxes) . The crossovef event leading 
to tandem gene duplication may result 
from unequal crossover (crossover between 
misaligned chromatids on homologous 
chromosomes) or unequal sister chromatid 
exchange (the analogous process by which 
sister chromatids are misaligned; see Figure 
13.3 for an illustration). 

Figure 9.6 Segmental duplication. The 
hodzontal bar in the center is a linear 
map of the DNA of human chromosome 
16 (the central green segment represents 
heterochromatin). The black horizontal bats 
at the top and bottom represent linear maps 
of 16 other chromosomes conta ining large 
segments that are shared with chromosome 
16, with red connec ting lines marking 
the pOSitions of homologous sequences. 
Intrachromosomal duplications are shown 
by blue chevrons (A) linking the positions of 
large duplicated sequences on chromosome 
16. [From Martin J, Han C, Gordon LA 
et al. (2004) Nature 432, 988-994. With 
permission from Macmillan Publishers Ltd . 
For chromosomal coordinates and further 
information on segmental duplications in 
the human genome, dedicated segmental 
duplication databases can be accessed at 
http://humanparalogy .gs.was h i n gton.edu/ 
and http://projects.tcag.ca/humandup/J 

http://projects.tcag.ca/humandup/J
http://humanparalogy
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9.2 PROTEIN-CODING GENES 
For many years, molecular geneticists believed that the major fun ctional end
point of DNA was protein. Studies of prokaryotic genomes supported this belief, 
partly because these genomes are rich in protein-coding DNA. lt came as a sur
prise to find that the much larger genomes of complexeukaryotes have compara
tively little protein-coding DNA. For example, protein-coding DNA sequences 
account for close to 90% of the E. coli genome but just 1.1% of the human 
genome. 

Human protein-coding genes show enormous variation in size 
and internal organization 

Size variation 
Genes in simple organisms such as bacteria are comparatively similar in size and 
are usually very short (typically about 1 kb long) . [n complex eukaryotes, genes 
can show huge variation in size. Although there is generally a direct correlation 
between gene and product sizes, there are some striking anomalies. For example, 
the giant 2.4 Mb dystro phin gene is more than 50 times the size of the apolipo
protein B gene but the dystrophin protein has a linear length (total amino acid 
number) that is about 80% of that of apolipoprotein B Cfable 9.4). 

A small minority of human protein-coding genes lack intrans and are gener
ally small (see note to Table 9.4 for some examples). For those that do possess 

TABLE 9.4 STRUCTURAL VARIATION IN SIZE AND ORGANIZATION OF HUMAN PROTEIN-CODING GENES 

Human protein 	 Size of protein (no. Size of gene No. of Coding DNA (%) Average size of Averag e size of 
of amino acids) (kb) exons exon (bp) intran (bp) 

SRY 204 0.9 94 850 

f3~Globin 146 1.6 3 38 150 490 

p16 lS6 7.4 3 17 406 3064 

Serum albumin 609 18 14 12 137 1100 

Type VII collagen 2928 31 118 29 77 190 

p53 393 39 10 6.0 236 3076 

Complement C3 1641 41 29 8.6 122 900 

Apolipoprotein B 4563 45 29 31 487 1103 

Phenylalanine hydroxylase 452 90 26 3 % 3500 

FactorVll1 2351 186 26 3 375 7100 

Huntingt;n 3144 189 67 8.0 201 2361 

RBl retinoblastoma protein 928 198 27 2.4 179 6668 

CFTR (cystic fibrosis 1480 250 27 2.4 227 9100 
transmembrane receptor) 

Titin 34,350 283 363 40 315 466 

Utrophin 3433 567 74 2.2 168 7464 
~ 

Dystrophin 	 3685 2400 79 0.6 180 30,770 

Where isoforms are evident, the given figuresrepresent the largest isoforms. As genes get larger, exon size remainsfairly constant but intron sizes can 
become very large. Internal exons tend to be fairly uniform in size, but the terminal exon Of some exons near the 3' end can be many kilobases long; 
for example, exon 26 of the APOB gene is 7.5 kb long. Note the extraordinarily high exon content and comparatively small intron sizes in the genes 
encoding type VII COllagen and titin. In addition to SRY, other single-exon protein-coding genes in the nuclear genome include retrogenes [see 
Table 9.8) and genes en coding other SOX proteins, interferons, histones, many G-protein-coupled receptors, heat shock proteins. many flOOl1uc!e2.s5, 
and various neurotransmitter receptors and hormone receptors. 

http:flOOl1uc!e2.s5
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introns, there is an inverse correlation between gene size and fraction of coding 
DNA (see Table 9.4J. This does not arise because exons in large genes are smaller 
than those in small genes. The average exon size in human genes is close to 
300 bp, and exon size is comparatively independent of gene length. Instead, there 
is huge variation in intron lengths, and large genes tend to have very large introns 
(see Table 9.4J. Transcription oflong introns is, however, costly in time and energy; 
transcription of the 2.4 Mb dystrophin gene takes about 16 hours. Thus, very 
highly expressed genes often have short introns or no introns at all. 

Repetitive sequences within coding DNA 
Highly repetitive DNA sequences are often found within introns and flanking 
sequences of genes. They will be detailed in Section 9.4. In addition, repetitive 
DNA sequences are found to different extents in exons. Tandem repetition of very 
short oligonucleotide sequences (1--4 bpJ is frequent and may simply reflect sta
tistically expected frequencies for certain base compositions. Tandem repetition 
of sequences encoding known or assumed protein domains is also quite com
mon, and it may be functionally advantageous by providing a more available bio 
logical target. 

The sequence identities between the repeated protein domains are often 
quite low but can sometimes be high. Lipoprotein Lp (a), encoded by the LPA 
gene on chromosome 6q26, provides a classical example. It contains multiple 
tandemly repeated kringle domains, which are each about 114 amino acids long 
and form disulfide-bonded loops. The different kringle domains are often nearly 
identical in amino acid sequence. Even at the nucleotide sequence level the DNA 
repeats that encode the kringle domains show very high levels of sequence iden
tity, making them prone to unequal crossover. As a result, the LPA gene is subject 
to length polymorphism, and the number of kringle domains in lipoprotein Lp 
(a) varies but is usually 15 or more. 

Different proteins can be specified by overlapping transcription 
units 

Overlapping genes and genes-within-genes 
Simple genomes have high gene densities (roughly one per 0.5, I, and 2 kb for the 
genomes of human mitochondria, Escherichia coli, and Saccharomyces cerevi 
siae, respectively) and often show examples of partly overlapping genes. Different 
reading frames may be used, sometimes from the same sense strand. In complex 
organisms, such as humans, genes are much bigger, and there is less clustering of 
protein-coding sequences (lable 9.5). 

Gene density varies enormously from chromosome to chromosome and 
within different regions of the same chromosome. In chromosomal regions with 
high gene density. overlapping genes may be found; tlley are typically transcribed 
from opposing DNA strands. For example, the class 1lI region of the HLA complex 
at 6p21.3 has an average gene density of about one gene per IS kb and is known 
to contain several examples of partly overlapping genes (Figure 9.7Al. 

Whole genome analyses show that about 9% of human protein·coding genes 
overlap another such gene. More than 90% of the overlaps involve genes tran· 
scribed from opposing strands. Sometimes the overlaps are partial, but in other 
cases small protein-coding genes are located within the introns of larger genes. 
The NFl (neurofibromatosis type l) gene, for example, has three small internal 
genes transcribed from the opposite strand (Figure 9.7BJ. 

Recent analyses have also shown that RNA genes can frequently overlap pro· 
tein-coding genes. The positioning of RNA genes will be covered in Section 9.3. 

Genes divergently transcribed or co-transcribed from a common 
promoter 

Some protein-coding genes share a promoter. In many cases the 5' ends of the two 
genes are often separated by just a few hundred nucleotides and the genes are 
transcribed in opposite directions from the common promoter. This type of bidi· 
rectional gene organization may provide for common regulation of the gene pair. 

Alternatively, genes with a common promoter are transcribed in the same 
direction to produce multigenic transcripts that are then cleaved to produce a 
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TABLE 9.5 HUMAN GENOME AND HUMAN GENE STATISTICS 

SIZE OF GENOME COMPONENTS 

Mitochondria l genome 

Nuclear genome 

Euchromatic component 

Highly conserved fraction 

Protein--coding DNA sequences 

Other highly conserved DNA 

Segmentally duplicated DNA 

Highly repetitive DNA 

Constitutive heterochromatin 

Transposon-based repeats 

DNA per chromosome 

GENE NUMBER 

Nuclear genome 

Mitochondrial genome 

Protein-coding genes 

RNA genes 

Pseudogenes related to protein-coding genes 

GENE DENSITY 

Nuclear genome 

Mitochondria l genom e 

LENGTH OF PROTEIN-CODING GENES 

Average length 

Smallest 

Largest 

EXON NUMBER IN PROTEIN-CODING GENES 

Average number of exons in one geneb 

largest number in one gene 

Smallest number in one gene 

EXON SIZE IN PROTEIN-CODING GENES 

Average exon size 

Smallest 

Largest 

INTRON SIZE IN PROTEIN-CODING GENES 

Smallest 

Largest 

RNA SIZE 

Smallest noncoding RNA 

Largest noncodlng RNA 

largest mRNA 

POLYPEPTIDE SIZE 

Smallest 

Largest 

16.6 kb 

3.1 Gba 

2.9Gb(-93%) 

- IS0Mb(-S%) 

- 35MbH.l %) 

-115 Mb 1-3.9%) 

- 160 Mb (-5.5%) 

-1.6GbI-S0%) 

- 200 Mb (-7%;Table 9.3) 

-1.4 Gb (-45%; Table 9.12) 

48 Mb-249 Mb (Table 9.3) 
~ 

> 26,000 

37 

- 20,000-21,000 

> 6000 (exact figure not known) 

> 12,000 

>1 per 120 kb (b ut considerable uncertainty) 

1 per 0.45 kb 

53.6 kb 


a few hundred base pairs long (several examples) 


2.4 Mb (dystrophin) 

9.8 

363 (in the titfn gene) 


1 (no introns- see Tables 9.4 and 9.7 for example) 


288 bp (but exons at 3' end of genes tend to be 
la rge) 

< '0 bp (various; e.g. exon 3 of the troponin Igene 
TNNII is just 4 bp long) 

18.2 kb (exan 6 in MUC16 isoform·201) 

< 30 bp (various) 

1.1 Mb (lntron 5 in KCNIP4) 

< 20 n uc leotides (e.g. many transcriptional start 

Site-associated RNAs are 18 nucleotides) 

Severa l hundred thousand nucleotides; e.g. UBE3A 
antisense RNA is likely to be close to 1 Mb 

> 103 kb (titin mRNA, NF-2A lsoform) 

tens o f amino acids (various neuropeptides) 

34.350 amino acids {t itin. NF-2A isoformj 

aNote that the tota l size can vary between haplotypes because of copy-number variation. bFor the 

longest isoform. Data were obtained largely from ENSEMBL release 55 datasets. 
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OGMP EV/2B EVI2A 
r------i >-------i r------i 
2.2 kb 10 kb 4 kb 

Flgul'& 9.7 Overlapping genes and genes-with in-genes. (A) Genes in the class III region of the HLA complex are tightly packed and 
overlapping in some cases. Arrows show the direction of transcription. (8) Intron 27b of the NFl (neurofibromatosis type I) gene is 60.5 kb 
long and contains three small internal genes, each with two exons, which are transcribed from the opposing strand. The internal genes (not 
drawn to scale) are OGMP (oligodendrocyte myelin glycoprotein) and EVI2A and EVI2B (human homologs of murine genes thought to be 
involved in leukemogenesis and located at ecotropic viral integration sites). 

separate transcript for each gene. Such genes are said to form part of a poly
cistronic (= multigenic) transcription unit. Polycistronic transcription units are 
common in simple genomes such as those of bacteria and the mitochondrial 
genome (see Figure 9.3). Within the nuclear genome, some examples are known 
of different proteins being produced from a common transcription unit. Typically, 
they are produced by cleavage of a hybrid precursor protein that is translated 
from a common transcript. The A and B chains of insulin, which are intimately 
related functionally, are produced in this way (see Figure 1.26), as are the related 
peptide hormones somatostatin and neuronostatin. Sometimes, however, func
tionally distinct proteins are produced from a common protein precursor. The 
UBA52 and UBABO genes, for example, both generate ubiquitin and an unrelated 
ribosomal protein (S27a and L40, respectively). 

More recent analyses have shown that the long-standing idea that most 
human genes are independent transcription units is not true, and so the defini
tion of a gene will need to be radically revised. Multigenic transcription is now 
known to be rather frequent in the human genome, and specific proteins and 
functional noncoding RNAs can be made by common RNA precursors. This will 
be explored further in Section 9.3. 

Human protein-coding genes often belong to families of genes 
that may be clustered or dispersed on multiple chromosomes 

Duplicated genes and duplicated coding sequence components are a common 
feature of animal genomes, especially large vertebrate genomes. As we will see in 
Chapter 10, gene duplication has been an important driver in the evolution of 
functional complexity and the origin of increasingly complex organisms. Genes 
that operate in the same or similar functional pathways but produce proteins 
with little evidence of sequence similarity are distantly related in evolution, and 
they tend to be dispersed at different chromosomal locations. Examples include 
genes encoding insulin (on chromosome Up) and the insulin receptor (l9p); fer
ritin heavy chain (Uq) and ferritin light chain (22q); steroid ll-hydroxylase (8q) 
and steroid 21-hydroxylase (6p); and IAKl (lp) and STATl (2q). However, genes 
that produce proteins with both structural and functional similarity are often 
organized in gene clusters. 
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Figure g., Examples of human clustered 
gene families. Genes in a cluster ate often 
closely related in sequence and are typically 
transcribed from the same strand. Gene 
clusters often contain a mixture of expressed 
genes and nonfunctional pseudogenes. The 
functional status of the a·globin and CS-L 
genes is uncertain. The scales at the top 
(globin and growth hormone clusters) and 
the bottom (albumin cluster) are in kilobases. 
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Different classes of human gene families can be recognized according to the 
degree of sequence similarity and structural similarity of their protein products. 
If two different genes make very similar protein products, they are most likely to 
have originated by an evolutionarily very recent gene duplication, most probably 
some kind of tandem gene duplication event, and they tend to be clustered 
together at a specific subchromosomallocation. If they make proteins that are 
more distantly related in sequence, they most probably arose by a more ancient 
gene duplication. They may originally have been clustered together, but over 
long evolutionary time-scales the genes could have been separated by transloca
tions or inversions, and they tend to be located at different chromosomal 
locations. 

Some gene families are organized in multiple clusters. The ~-, ,,(-, 8-, and 
e-globin genes are located in a gene cluster on 11 p and are more closely related to 
each other than they are to the genes in the a -globin gene cluster on 16p (Figure 
9.8). The genes in the ~-globin gene cluster on IIp originated by gene duplica· 
tion events that were much more recent in evolution than the early gene 
duplication event that gave rise to ancestors of the r:t - and ~-globin genes. An 
outstanding example of a gene family organized as multiple gene clusters is the 
olfactory receptor gene family. The genes encode a diverse repertoire of receptors 
that allow us to discriminate thousands of different odors; the genes are located 
in large clusters at multiple different chromosomal locations (Table 9.6). 

Some gene families have individual gene copies at two or more chromosomal 
locations without gene clustering (see Table 9.6). The genes at the different loca
tions are usually quite divergent in sequence unless gene duplication occurred 
relatively recently or there has been considerable selection pressure to maintain 
sequence conservation . The family members are expected to have originated 
from ancient gene duplications. 

Different classes of gene family can be recognized according to 
the extent of sequence and structural similarity of the protein 
products 

As listed below, various classes of gene family can be distinguished acco rding to 
the level of sequence identity between the individual gene members. 

In gene families with closely related members, the genes have a high degree of 
sequence homology over most of the length of the gene or coding sequence. 
Examples include histone gene families (his tones are strongly conserved, and 
subfamily members are virtually identical) , and the a-globin and ~-globin 
gene families. 
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TABLE 9.6 EXAMPLES OF CLUSTERED AND INTERSPERSED MULTIGENE FAMILIES 

----------------------------------~ Family Copy no. Organization Chromosome location{ s) 

CLUSTERED GENE FAMILIES 

Growth hormone gene clu ster 5 clustered within 67 kb; one pseudogene (Fig ure 9.8) 17q24 

a-Globin gene cluster 7 clustered over -50 kb (Figure 9.8) 16p1 3 

Class I HLA heavy chain genes -20 clustered over 2 Mb (Fig ure 9.1 0) 6p21 

HOX genes 38 organized in four clusters (Figure 5.5) 2q31 , 7p15, 12q13, 17q21 

Histone gene family 61 modest-sized clusters at a few locations; two large clusters many 
on chromosome 6 

Olfactory receptor gene family > 900 about 25 large clusters scattered throughout the genome many 

INTERSPERSED GENE FAMILIES 

Aldolase 5 three functional genes and two pseudogenes on five 
different chromosomes 

many 

PAX 9 all nine are functional genes many 

NFl (neurofibromatosis type I) > 12 one functional gene at 22q1 1; others are non processed 
pseudogenes or gene fragments (Figure 9.11) 

many, mostly peri centrome ri c 

Ferritin heavy cha in 20 one functional gene on ch romosome 11; most are 
processed pseudogenes 

many 

In gene families defined by a common protein domain, the members may 
have very low sequence homology but they possess certain sequences that 
specify one or more specific protein domains. Examples include the PAX gene 
family and SOX gene family (Table 9,7). 

• 	 Examples ofgene families defined by functionally similar shall protein motifs 
are families of genes that encode functionally related proteins with a DEAD 
box motif (Asp ·Glu-Ala-Asp) or the WD repeat (I'lgure 9.9). 
Some genes encode products that are functionally related in a general sense 

but show only very weak sequence homology over a large segment, without very 
significant conserved amino acid motifs. Nevertheless, there may be some evi
dence for common general structural features. Such genes can be grouped into 
an evolutionarily ancient gene superfamily with very many gene members. 
Because multiple different gene duplication events have occurred periodically 
during the long evolution of a gene superfamily, some of the gene members make 
proteins that are very divergent in sequence from those of some other family 
members, but genes resulting from more recent duplications are more readily 
seen to be related in seq uence. 

TABLE 9.7 EXAMPLES OF HUMAN GENES WITH SEQUENCE MOTIFS THAT ENCODE HIGHLY CONSERVED DOMAINS 

Gene family Number of genes Sequence motif/do main 

Homeobox genes 38 HOX genes plus 197 homeobox spe<ifies a homeodomain of -60 amino acids; a wide variety of different 
orphan homeobox genes subclasses have been defined 

PAX genes 9 paired box encodes a pa ired domain of - 124 amino aCids; PAX genes often also have a 
type of homeodomain known as a paired-type homeodomain 

sox genes 19 SRY-like HMG box which encodes a domain of 70-80 amino aci ds 

TBX genes 14 T-Box encodes a domain of - 170 amino acids 

Forkhead domain genes 50 theforkhead domain is  110 amino acids long 

POU domain genes 16 the POU domain is - 150aminoaclds long 
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Two important examples of gene superfamilies are the 19 (immunoglobulin) 
and GPCR (G-protein-coupled receptor) superfamilies. Members of the Ig super
family all have globular domains resembling those found in immunoglobulins, 
and in addition to immunoglobulins they include a variety of cell surface pro
teins and soluble proteins involved in the recognition, binding, or adhesion proc
esses of cells (see Figure 4.22 for some examples). The GPCR superfamily is very 
large, with at least 799 unique full-length members distributed throughout the 
human genome. All the GPCR proteins have a common structure of seven a -helix 
transmembrane segments, but they typically have low (less than 40%) sequence 
similari ty to each other. They mediate ligand-induced cell signaling via interac
tion with intracellular G proteins, and most work as rhodopsin receptors. 

Gene duplication events that give rise to multigene families also 
create pseudogenes and gene fragments 
Gene families frequ ently have defective gene copies in addition to functional 
genes. A defective gene copy that contains at least mul tiple exons of a func
tional gene is known as a pseudogene (Box 9.2). Other defective gene copies may 
have only limited parts of the gene sequence, sometimes a single exon, and so are 
sometimes described as gene fragments. 

Clustered gene families often have defective gene copies that have arisen by 
tandem duplication. These are examples of nonprocessed pseudogel1es. Copying 
can be seen to have been performed at the level of genomic DNA because non
processed pseudogenes contain counterparts of both exons and introns and 
sometimes also of upstream promoter regions. However, even if the copy has 
sequences that correspond to the full length of the functional gene, closer exami
nation will identify inappropriate termination co dons in exons, aberrant splice 
junctions, and so on. Classical examples of nonprocessed pseudogenes are found 
in the a-globin and ~-globin gene clusters (see Figure 9.8). Sometimes, smaller 
truncated gene copies and gene fragme nt copies are also evident, as in the class 1 
HLA gene family (Agure 9.10). 

A few gene families that are distributed at different chromosomal locations 
can also have non processed pseudogene copies of a single functional gene. 
Certain types of subchromosomal region, notably pericentromeric and subtelo
meric regions, are comparatively unstable. They are prone to recombination 
events that can result in duplicated gene segments (containing both exons and 
introns) being distributed to other chromosomal locations. The gene copies are 
typ ically defective because they lack some of the functional gene sequence. Two 
illustrative examples are sequences related to the NFl (neurofibromatosis type I) 
and the PKDl (adult polycystic kidney disease) genes. 

The NFl gene is located at 17ql1.2. Because of pericentromeric instability, 
multiple nonprocessed NFl pseudogene/gene fragment copies are distributed 
over seven different chromosomes, nine being located at pericenrromeric regions 
(Figure 9. 1IA). The PKDl gene has over 46 exons spanning 50 kb and is located 
in a subtelomeric region at 16pI3.3. Six nonprocessed PKDl pseudo genes have 
been generated by segmental duplications during primate evolution and have 
inserted into locations within a region that is about 13-16 Mb proximal to the 
PKDl gene, corresponding to part of band 16p13.1 (Figure 9.1lB). The pseudo
genes lack sequences at the 3' end of the PKDl gene but have sequence counter
parts of much of the genomiC sequence spanning exons 1- 32, showing 97.6% to 
97.8% sequence identity to the PKD 1 sequence. 

Processed pseudogenes are defective copies of a gene that contain only exonic 
sequences and lack an intronic sequence or upstream promoter sequences. They 
arise by retrotransposition: cellular reverse transcriptases can use processed gene 

PROTEIN-CODING GENES 

Flgu,. 9.9 Some gene families encode 
functionally related proteins w ith short 
conserved amino acid motifs. {AI DEAD 
box family motifs. This gene family encodes 
produc ts implicated in cellular processes 
involving the alteration of RNA secondary 
structure, such as translation initiation and 
splicing. Eight very highly conserved amino 
acid motifs are evident, including the DEAD 
box (Asp-Glu-Ala-Asp). Numbers refer to 
frequently found size ranges for intervening 
amino acid sequences; X represents any 

amino acid. (8) WD repeat family motifs. 
This gene fa mily encodes products that 
are involved in a variety of regulatory 
functions, such as regulation of cell division, 
transcription, transmembrane signaling, 
and mRNA modification. The gene products 
are characterized by 4-16 tandem WD 
repeats that each contain a core sequence of 
fixed length beginn ing with a GH (Gly-H is) 
dipeptide and terminating in the dipeptide 
WD (Trp·Asp), preceded by a sequence of 
variable length. 
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BOX 9.2 THE ORIGINS, PREVALENCE, AND FUNCTIONALITY OF PSEUOOGENES 

Pseudogenes are usually thought of as defective copies of a functional 
gene to wh ich they show sign ificant sequence homology. They 
typically arise by some kind of gene duplication event that produces 
two gene copies. Selection pressure to conserve gene func tion need 
on ly be imposed on one gene copy; the other copy can be allowed 
to mutate more free ly (genetic drift) and can pick up inactivating 
mutations, producing a pseudogene. However, some sequences are 
referred to as pseudogenes even though they have not originated 
by DNA copying. For example, as we will see in Chapter 10, humans 
have rare solirary pseudogenes that are clearly orthologs offunctional 
genes in the grea t apes and became defective after acqu iring harmful 
mutations in the human lineage. 

Different gene duplica tion mechanisms can give rise to multiple 
functional gene copies and defective pseudogenes. Either the 
genomic DNA sequence is copied, or a cDNA copy is made (after 
reverse transcription of a processed RNA transcript) that integrates 
into genomic DNA. For a protein-cod ing gene, copying at the genomic 
DNA level can result in duplication of the promoter and upstream 
regulatory sequences as well as of all exons and introns. A defective 
gene that derives from a copy of a genomic DNA sequence is known 
as a nonprocessed pseudogene (Flgur.'A). Such pseudogenes 
usually ari se by tandem duplication so that t hey are located close to 
functional gene counterparts (see Figures 9.8 and 9.10B for examples), 
but some are dispersed as a result of recombination (see Figure 9.11 
for exa mples). 

Copying at the cDNA level produces a gene copy that typically 
lacks introns, promoter elements, and upstream regulatory 
elements. Very occas ionally, a processed gene copy can retain some 
function (a retrogene; see Tab le 9.7). However, because they lack 
important seq uences needed for expression, most processed gene 
copies degenerate into processed pseudogenes (sometimes called 
retrotransposed pseudogenes; Figure 1B). 

Prevalence and functionality of pseudogenes 
Eukaryotic genomes typically have many pseudogenes. A long
standing ra tiona le for their abundance is that gene duplication is 
evolutionarily advantageous. New functional gene variants can be 
created by gene duplication, and pseudogenes have long been viewed 
as unsuccessful by-products of the duplication mechanisms. Although 
some prokaryotic genomes seem to have many pseudogenes, 
pseudogenes are generally rare in prokaryotes because their genomes 
are generally designed to be compact. 

The great majority of what are conventionally recogn ized as 
human pseudogenes are copies of protein-coding genes simply 
because it is relatively easy to identify them (by looking for 
frameshifting, splice site mutations, and so on). There are more than 
8000 different processed pseudogene copies of protein-coding 
genes in the human genome, plus more than 4000 nonprocessed 
pseudogenes (see the pseudogene database at 

Flgu.nI! "\ Origins of nonprocessed and processed 
(A) 

pseudogenes. (A) Copying of genomic DNA 
sequence containing gene A can produce duplicate 
copies of gene A. Strong selection pressure needs .! 

A 

http://www.pseudogene.org). Only about 10% of the 21,000 human 
protein-coding genes have at least one processed pseudogene, but 
highly expressed genes tend to have multiple processed pseudogenes. 
For example, the cytoplasmic ribosomal protein contains 95 functional 
genes encoding 79 different proteins (16 genes are duplicated) and 
2090 processed pseudogenes. 

RNA pseudogenes are often difficult to identify as pseudogenes 
(there is no reading frame to inspect, and RNA genes often lack 
introns). Nevertheless, pseudogene copies of many small RNAs are 
common (see the table below), notably if they are transcribed by RNA 
polymerase III (genes transcribed by RNA polymerase III often have 
internal promoters). 

1 Number of relatedRN A family Number of 
human genes pseudogenes 

U6 snRNA 49 - 800 

U7 snRNA 1 85 

- 1000YRNA I 4 

As will be described in Sect ion 12.4, the Alu repeat, the most 
abundant sequence in the human genome, seems to have originated 
by the copying of 7Sl RNA transcripts, and many other highly 
repeated interspersed DNA families in mammals are copies of tRNA_ 
So, in a sense, RNA pseudogenes have come to be the most common 
sequence elements of mammalian genomes. 

All the pseudogenes are loca ted in the nuclea r genome, bu t they 
do include defective copies of genes that reside in the mitochondrial 
genome (mitochondrial pseudogenes) .The mitochondria l genome 
originated from a much larger bacterial genome and over a long 
evolutionary time-scale much of the DNA of the large precursor 
mitochondrial genome migrated in a series of independent integration 
events into what is now the nuclear genome_ mtDNA pseudogenes 
now account for at least 0.016% of nuclear DNA (or about 30 times the 
content of the mitochondrial genome). 

The func ti onalit y of pseudogenes has been an endurin g debate, 
and different pseudogene classes have been envisaged. A significant 
number of pseudogenes (mostly processed pseudogenes) are 
transcribed, and antisense pseudogene transcripts may regu late 
parent genes. Pseudogenes have also been di rectly Implicated in 
the production of endogenous siRNAs that regulate transposons, as 
described in Section 9.3. Fina lly, some pseudogene sequences may be 
co~opted for a different function. Th ey have been described as exapted 
p5eudogenes. An example is provided by the XIST gene. It makes a 
noncoding RNA that regulates X·ch romosome inactivation, and two of 
its six exons are known to have originated from a pseudogene copy of 

to be applied to one of the copies to maintain -e-r:.=:IIr::1::::II:J- -e--==o=ogene fun ction (bold arrow), but the other copy 
can be allowed to mutate (dashed arrow). If it mutational : mutationa l I 
picks up inactivating mutations (red ci rcles), a ~ constraint : flexibility 

Vnon processed pseudogene ('VA) can arise. 
A "A(B) A processed pseudogene arises after cellular - o-t_ _LLi L J-reverse transcriptases convert a transcript of a gene 

into a cDNA that then is ab le to integrate back into 
the genome (see Figure 9.12 for details). The lack o • •of important sequences such as a promo ter usually promoter inactivating non·inactivating 
results in an inact ive gene copy. mutation mutation 

a protein-coding gene. 

A 
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transcripts such as mRNA to make cDNA that can then integrate into chromo
somal DNA (Figure 9.12). Processed pseudogenes are common in interspersed 
gene families (see 'fable 9.5). 

Processed pseudo genes lack a promoter sequence and so are typically not 
expressed. Sometimes, however, the cDNA copy integrates into a chromosomal 
DNA site that happens, by chance, to be adjacent to a promoter that can drive 
expression of the processed gene copy. Selection pressure may ensure that the 
processed gene copy continues to make a functional gene product, in which case 
it is described as a retrogene. Avar iety of intIonless retrogenes are known to have 
testis-specific expression patterns and are typically autosomal homologs of an 
intron-containing X-linked gene (Table 9.8) . 

One rationaJe for retrogenes may be a critical requirement to overcome the 
lack of expression of certain X- linked sequences in the testis during male meiosis. 
During male meiosis, the paired X and Y chromosomes are converted to hetero
chromatin, forming the highly condensed and transcriptionally inactive XYbody. 
Autosomal retrogenes can provide the continued synthesis in testis cells of cer
tain crUCially important products that are no longer synthesized by genes in the 
highly condensed X'{ body. 
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Figure 9 .10 The class I HLA gene family: a 
clustered gene family with nonprocessed 
pseudogenes and gene fragments. 
(Al Structure of a class I HLA heavy·chain 
mRNA. The full -length mRNA contains a 
polypeptide-encoding sequence with a 
leader sequence (L), three extracellular 
domains (aI, 0'2, and a'J), a transmembrane 
sequence (TM), a cytoplasmic tail (CY), and 
a 3' untranslated region (3' UTR). The three 
extracellular domains are each encoded 
essentially by a single exon. The very small 

5' UTR is not shown. (8) The class I HLAheavy 
chain gene cluster Is loca ted at 6p21J and 
comprises about 20 genes. They include six 
expressed genes (filled blue boxes), four 
full -length non processed pseudogenes 
(long red open boxes labeled 0/), and a 
variety of partial gene copies (short open red 
boxes labeled 1-7). Some of the latter are 
truncated at the 5' end (e.g. 1, 3, 5, and 6), 
some are truncated at the 3' end (e.g. 7), and 
some contain single exam (e.g. 2 and 4). 

Fig" '. 9.11 Dispersa l of nonprocessed 
NFl and PKDJ pseudogenes as ~ result 
of pericentromeric or 5ubtelomeric 
instability. (A) The NFl neurofibromatosis 
type I gene is located close to the 
centromere of human chromosome 17. It 
spans 283 kb and has S8 exons. Exons are 
represented by thin vertical boxes; introns 
are shown by connecting chevrons (A). 

Highly homologous defective copies of the 
Nfl gene are found at nine or more other 
genome locations, mostly in pericentromeric 
regions. Each copy has a portion of the full · 
length gene, with both exons and introns. 
Seven examples are shown here, such as 
two copies on 15p that have intact genomic 
sequences spanning exons 13 and 27b. 
Rearrangements have sometimes caused 
the deletion of exons and introns (shown 
by asterisks). (B) The 46 kb PKDl polycystic 
kidney disease gene is located close to the 
telomere of 16p and has over 40 exons. As 
a result of segmental duplication events 
during primate evo lution, large components 
of this gene have been duplicated and Six 
PKDI pseudogenes are located at 16p13.11, 
with large blocks of sequence (shown as blue 
boxes) copied from the PKDl gene (asterisks 
represent the absence of counterparts to 
PKOI sequences) . 

http:16p13.11
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9.3 RNA GENES 
Much of the attention paid to human genes has focused on protein-coding genes 
because they were long considered to be by far the functionally most important 
part of our genome. By comparison, genes whose final products are functional 
noncoding RNA (ncRNA) molecules have been so underappreciated that one of 
the two draft human genome seq uences reported in 2001 contained no analyses 
at all of human RNA genes' RNA was seen to be important in very early evolution 
(Box 9.3) but its functions were imagined (0 have been very largely overtaken by 
DNA and proteins, In recent times, the vast majority of RNA molecules were 
imagined to serve as accessory molecules in the making of proteins, 

The last few years have witnessed a revolution in our understanding of the 
importance of RNA and, although the number of protein· encoding genes has 
been steadily revised downward since draft human genome sequences were 
reported in 2001, the nwnber of RNA genes is constantly being revised upward, 
The tiny mitochondrial genome was always considered to be exceptional because 
65% (24 out of 37) of its genes are RNA genes, Now we are beginning to realize 
that the RNA transcribed from the nucleus is not so uniformly dedicated to pro
tein synthesis as we once thought; instead, it shows great functional diversity, 

What has changed our thinking? First, completely unsuspected classes of 
ncRNA have recently been discovered, including several prolific classes of tiny 
regulatory RNAs, Second, recent whole genome analyses using micro arrays and 
high-throughput transcript sequencing have shown that at least 85% and possi
bly more than 90% of the human genome is transcribed, That is, more than 85% 
of the nucleotide positions in the euchromatic genome are represented in pri
mary transcripts produced from at least one of the two DNA strands, Two other 
major surprises were the extent of multigenic transcription and the pervasive
ness of bidirectional transcription. The recent data chaUenge the distinction 
between genes and intergenic space and have forced a radical rethink of the con
cept of a gene (Box 9.4), 

flgUl'e 9 ,12 Processed pseudogenes 
and retrogenes originate by reverse 
transcription from RNA transcripts_ 
(Al In this example, a protein-codi ng gene 
with three exons (El-E3) is transcribed from 
an upstream promoter (P), and introns are 
excised from the transcript to yield an mRNA. 
The mRNA can then be converted naturally 
into an antisense single-stranded eDNA by 
using cellular reverse transcriptase function 
(provided by lINE·l repeats). (8) Integration 
of the eDNA is envisaged at staggered 
breaks (indicated by curly arrows) in A-rich 
sequences, but could be assisted by the 
lINE· l endonuclease. If the A- rich sequence 
is included in a 5' overhang, it could form 
a hybrid with the distal end of the poly(T) 
of the eDNA, facilitating second-strand 
synthesis. Because of the staggered breaks 
during integration, the inserted sequence 
will be flanked by short direct repeats 
(boxed sequences), 

TABLE 9.8 EXAMPLES OF HUMAN INTRONlESS RETROGENES AND THEIR PARENTAlINTRON-CONTAINING HOMOlOGS 

Retrogene Intron-containing homolog Product 

GK2 at 4q13 GKI at Xp21 glycerol kinase 

PDHA2 at 4q22 PDHA 1at Xp22 pyruvate dehydrogenase 

PGK2 at 6p12 PGKat Xq13 phosphog lycerate kinase 

TAF1L at 9p13 TAFI at Xq13 TATA box binding protein associated factor, 250 kD 

MyeL 1 at 1 p34 MYCL2 at Xq22 homolog of v-Myc oncogene 

GLUD 1 at lOq23 GWD2 at Xq25 glutamate dehydrogenase 

RBMXLat9p13 RBMX at Xq26 RNA-binding protein important in brain development 
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BOX 9.3 THE RNA WORLD HYPOTHESIS 

Proteins cannot self-replicate. and so many evolutionary geneticists consider that auux:aralytic 
nucleic acids must have pre-dated proteins and were able to replicate without the help of 
proteins. The RNA world hyporhesis developed (rom ideas proposed by Alexander Rich and 
Carl Woese in the 19605. It imagines that RNA had a dual role in the earliest stages of life, acting 
as both the genetic material (with the capacity for se lf-replication) and also as effector molecules. 
Both roles are still evident today: some viruses have RNA genomes, and noncoding RNA molecules 
can work as effector molecules with catalytic activity. RNAse P. for example, is a ribozyme that 
can cleave substrate RNA without any requirement for protein, and certain types of intron 
are autocatalytic and able to splice themselves out of RNA transcripts without any help from 
proteins (see text). Another observation consistent with RNA's being the first nucleic acid is that 
deoxyribonucleotides are synthesized from ribonucleotides in cellular pathways. 

As well as storing genetic information, RNA has been imagined to have been used 
subsequently to synthesize proteins from amino acids. Different RNAs, including rRNA and 
tRNA, are central in assisting polypeptide synthesiS. Many ribosomal proteins can be deleted 
Without affecting ribosome function, and the crucial peptidyl transferase activity-the enzyme 
that catalyzes the formation of peptide bonds-is a ribozyme. However, RNA has a rath er rigid 
backbone and so is not very well suited as an effector molecule. Proteins ilre much more fl exible 
and also offer more functional variety because the 20 amino acids can have widely different 
structures and offer more possible sequence combinations (a decapeptide provides 2010 or about 
1013 different possible amino acid sequences, whereas a decanucleotide has 4 10 or about 106 

different possible sequences). 
The rep lacement of RNA with DNA as an information storage molecule provided Significant 


advantages. DNA Is much more stable than RNA, and so is better suited for thiS task. Its sugar 

residues lack the 2' OH group on ribose sugars that makes RNA prone to hydrolyt ic cleavage. 

Greater effici ency could be achieved by separating the storage and transmission of genetic 

information (DNA) from protein synthesis (RNA). All that was needed was the development of a 

reverse transcriptase so that DNA could be synthesized from deoxynucleotides by using an RNA 

template. 


We have known for many decades that various ubiquitous ncRNA classes are 
essential for cell function. Until recently, however, we have largely been accus
tomed to thinking ofncRNA as not much more than a series of accessories that are 
needed to process genes to make proteins. Transfer RNAs are needed at the very 
end of the pathway, serving to decode the codons in mRNA and provide amino 
acids in the order they are needed for insertion into growing polypeptide chains. 
Ribosomal RNAs are essential components of the ribosomes. the complex ribo
nucleoprotein factories of protein synthesis. 

Other ubiquitous ncRNAs were known to function higher up the pathway to 
ensure the correct processing of mRNA, rRNA, and tRNA precursors. Various 
small RNAs are components of complex ribonucleoproteins involved in different 
processing reactions, including splicing, cleavage of rRNA and tRNA precursors, 
and base modifications that are required for RNA maturation. Jypically these 
RNAs work as guide RNAs, by base pairing with complementary sequences in the 
precursor RNA. 

We have also long been aware of a few ncRNAs that have other functions, such 
as RNAs implicated in X-inactivation and imprinting, and the RNA component of 
the telomerase ribonucleoprotein needed for synthesis of the DNA of telomeres 
(see Figure 2.13). But these RNAs seemed to be quirky exceptions. 

In the past decade or so, however, there has been a revolution in how we view 
RNA. Many thousa nds of different ncRNAs have recently been identified in ani
mal cells. Many of them are developmentally regulated and have been shown to 
have crucial roles in a whole variety of different processes that occur in special
ized tissues or specific stages of development. Several ncRNAs have already been 
implicated in cancer and genetic disease. 

Now that the human genome is known to have close to 20,000 protein-coding 
genes. about the same as in the I mm nematode Caenorhahditis eiegans, which 
has only about 1000 cells-the question now is whether RNA-based regulation is 
the key feature in explaining our complexity. Certainly, the complexity of RNA
based gene regulation increases markedly in complex organisms, as is described 
in Chapter 10. Maybe it is time to view the genome as more of an RNA machine 
than just a protein machine. 
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BOX 9.4 REVISING THE CONCEPT OF A GENE IN THE POST·GENOME ERA 

Until genome-wide analyses were performed, a typical human 
protein-coding gene was imagined to be well defined and separated 
from Its neighbors by identifiable intergenic spaces. The gene wou ld 
typically be split into several exons. Directed from an upstream 
promoter, a primary transcript complementary to just one DNA strand 
would undergo splicing. The functionally unimportant (junk) intronic 
sequences would be discarded, allowing fusion of the impor tant 
exonic sequences to make an mRNA. Expression would be regulated 
by nearby regulatory sequences typically located close to the 
promoter. 

This neat and cosy image of a gene has been buffeted by a series 
of complications. It has long been known that some nuclear genes 
partly overlap others or are entirely embedded 
within much larger genes. Different products 
were known to be produced from a single gene 
by using alternative promoters, alternative 
splicing, and RNA editing. Very occasionally, 
sequences from different genes could be 
spliced together at the RNA level, sometimes 
even in the case of genes on different 
chromosomes (trans-splicing). OccaSionally, 
natural antisense transcripts were observed 
that could be seen to regulate the expression 
of the sense transcript of a gene. Some genes 
were known to have regulatory elements 
located many hundreds of kilo bases away, 
sometimes within another gene. 

Despite the above complications, scientists 
were not quite ready to give up on the simple 
idea of a gene described in the first paragraph 
above, unti l whole genome analyses shattered 
previous misconceptions. The significant 
findin gs that forced a reappraisal of gene 
organization were: 

Transcription is pervasive. More than 85% 
of the euchromatic human genome is 

transcribed, and multigenic transcription is 
common, so that the distinction between 
genes and Intergenic space is now much 
less apparent CFlgure 1). About 70% of 
human genes are transcribed from both 
strands. 
Coding DNA accounts for less than one
quarter of the highly conserved (and 

presumably functionally important) fraction 

ofrhe genome. This meant that there must 
be many more functionally important 

Flgure:z Extensive transcriptional 
complexity of human genes. (A) Human 

genes are frequently transcribed on both 
strands, as shown in this hypothetica l gene 
cluster. (8) A single gene can have multiple 
transcri pt ional start sites (right-angled arrows) 
as well as many interleaved coding and 
noncoding transcripts. Exons are shown as 
blue boxes. Known short RNAs such as small 
nucleolar RNAs (snoRNAs) and microRNAs 
(miRNAs) can be processed from intronic 
sequences. and novel species of short RNAs 
that cluster around the beginning and end 
of genes have recently been discovered (see 
the text). (From Gingeras TR (2007) Genome 

Res. 17, 682-690. With permission from Cold 
Spring Harbor laboratory Press.] 

fONlard 
strand 
transcrIpts 

reverse 
strand 
transcrIpts 

noncoding DNA sequences than had been expected. And so it 
proved. An unexpectedly high number of conserved regulatory 
sequences and numerous novel noncoding RNAs (ncRNAs) have 
been, and continue to be, identified, ohen within or spanning 
introns of known protein-coding genes. 
As a result of intensive analyses of mammalian transcriptomes, 

many thousands of transcripts of unknown function have been 
uncovered. Typically, ncRNA and protein-coding transcripts overlap, 
creating complicated patterns of transcription (Figure 2). In some 
cases, such as the imprinted SNURF-SNRPN transcript at 15ql 2, a 
single transcript contains a coding RNA plus a noncoding RNA that are 
separated by RNA cleavage. 

gene 1 gene 2 gene 4 
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III I 
IIllf-IlIl---I----O5· 

Figure 1 Blurring of gene boundaries at the transcript level. In the past, the four genes 
at the top would be expected to behave as d iscrete non-overlapping transcription units. 
As shown by recent analyses, the rea lity is more complicated. A variety of transcripts often 
links exons in neighboring genes. The transcripts frequently include sequences from 
previously unsuspected transcriptionally active regions (TARs). [From Gerstein MS, Bruce C, 
Rozowsky JS et aL (2007) Genome Res. 17,669-681 . With permission from Cold Spring Harbor 
Laboratory Press.] 
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Figur. 9.13 Functional diversity of RNA. Various ubiquitous RNAs func tion in housekeeping roles in cells, and in protein synthesis 
and prOtein export from cells (using 7SL RNA, the RNA component of the signal recog nition particle). RNAs involved in RNA 
maturation include spliceosomal small nuclear RNAs (snRNAs), sma ll nucleolar RNAs (snoRNAs), small Cajal body RNAs (scaRNAs), 
and two ANA ribonuc1eases. Telome re DNA synthesis is performed by a ribonucleoprotein that consists ofTERC (the telomerase RNA 
component) and a reverse transcriptase (see Figure 2.13) .1he Y RNA family are involved In chromosomal DNA replication, and RNase 
MRP has a crucial role in initiating mtDNA replication as well as in cleaving pre -rANA precursors in the nucleolus. Diverse classes of 
RNA serve a regulatory function in gene expression. Although some do have general accessory roles in transcription, regulatory 
RNAs are often restri cted in their expression to certain cell types and/or developmental stages. Three classes of tiny RNA use RNA 
interference (RNAi) pathways to act as regulators: Piwi protein-interacting ANAs (pIRNAs) regulate the activity of transposons in 
germ-line cells; microANAs (miRNAs) regulate the expression of target genes; and endogenous short interfering RNAs (endo-siRNAs) 
act as gene regulators and also regulate some types of transposon. Some members of the snoRNA family, such as H811-85 snoRNA, 
are involved in epigenetic gene regulation. A large number of long RNAs are Involved in regul ating various genes, often at the 
transcriptiona l level. Some are known to be involved in epigenetic gene regulation in imprinting, X-i nactivation, and so on. RNA 
families are shown in black type; individual RNAs are shown in red. 

Figure 9. 13 gives a modern perspective on the functional diversity of RNA. In 
this section we consider the functions and gene organizations of the different 
human RNA classes (Table 9.91. Numerous databases have been developed 
recently to docwnent data on ncRNAs (Table 9.101. 

More than 1000 human genes encode an rRNA or tRNA, mostly 
within large gene clusters 

Ribosomal RNA genes 
In addition to the two mitochondrial rRNA molecules (l2S and 16S rRNA) , there 
are four types of cytoplasmic rRNA, three associated with the large ribosome sub· 
unit (28S, 5.8S, and 5S rRNAs) and one with the small ribosome subunit (18S 
rRNA). The 5S rRNA genes occur in smal l gene clusters, the largest being a cluster 
of 16 genes on chromosome lq42, close to the telomere. Only a few 5S rRNA 
genes have been validated as functional, and there are many dispersed 
pseudogenes. 

The 28S, 5.8S, and 18S rRNAs are encoded by a single muitigenic transcription 
unit (see Figure 1.22) that is tandemly repeated to form megabase·sized 
ribosomal DNA arrays (about 3040 tandem repeats, or roughly 100 rRNA genes) 
on the short arms of each of the acrocentric human chromosomes 13, 14, 15,21, 
and 22. We do not know the precise gene numbers because the ribosomal DNA 
arrays were excluded from the Hwnan Genome Project, as a result of the techni· 
cal difficulties in obtaining unambiguous ordering ofoverlapping DNA clones for 
long regions composed of very similar tandem repeats. 
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TABLE 9.9 MAJOR CLASSES OF HUMAN NONCODING RNA 

RNA class 

Ribosomal 
RNA (,RNA), 
-120-5000 
nucleotides 

Transfer 
RNA ('RNA), 
- 70-80 
nucleotides 

Small nuclear 
RNA (snRNA), 
-60-360 
nucleotides 

Small 
nucleolar RNA 
(snoRNA), 
-60- 300 
nUcleotides 

Subclass or 
evolutionary! 
functional 
subfamily 

125 rRNA, 165 rANA 

55 rRNA, S.8S rRNA, 
185 rRNA, 28S rRNA 

mitochondrial family 

cytoplasmic family 

spliceosomal fami ly 
with subclasses Sm 
and Lsm (Table 9.1 0) 

non-spliceosomal 
snRNAs 

C/O box dass 
(Figu re 9.1 SA) 

H/ACA class 
(Figure 9.156) 

No. of 
different 
types 

) of each 

1 of each 

22 

49 

9 

several 

246 

94 

Function 

components of mitochondrial ribosomes 

components of cytoplasmic ribosomes 

decode mitochondrial mRNA to make 13 
proteins on mitochondria l ribosomes 

decode mRNA produced by nuclear genes 
(Figure 9.13) 

U1, U2, U4, US, and U6 snRNAs process 
standard GU-AG introns (Figure'.1 9); 
U4atac, U6atac, Ul 1, and U12 snRNAs 
process rare AU-AC introns 

U7 snRNA: 3' processing of histone mRNA; 
7SK RNA: general transcription regu lator; 
YRNA family: involved in chromosomal 
DNA replication and regulators of ceil 
proliferation 

maturation of rRNA, mostly nucleotide 
site-specific 2'-O-ribose methylations 

maturation of rRNA by modifying uridines 
at specific positions to give pseudouridine 

Gene organization, biogenesis, etc. 

cleaved from multigenic transcripts produced 
by H strand of mtDNA (Figure 9.3) 

5S rRNA is encoded by multiple genes in 
various gene dusters; 5.85, 18S, and 28S 
rRNA are cleaved from multigenic transcripts 
(Figure 1.22); the multigenic 5.85-185-285 
transcription units are tandemly repeated on 
each of 1 3p,14p, 15p, 21p, and 22p (= rONA 
clusters) 

single-copy genes. tRNAs are cleaved from 
multigenic mtONA transcripts (Figure 9.3) 

700 tRNA genes and pseudogenes dispersed 
at multiple chromosomal locations with some 
large gene clusters 

about 200 spliceosomal snRNA genes are 
found at multiple locations but there are 
moderately large clusters of Ul and U2 snRNA 
genes; most are transcribed by RNA pol (I 

mostly sing le-copy functional genes 

usually within introns of protein-coding 
genes; multiple chromosomal locations, but 
some genes are found in multiple copies in 
gene clusters (such as the H611-52 and HBII-aS 
clusters-Figure 1 , .22) 

Small Cajal 25 maturation of certain snRNA classes in usually within introns of protein-coding 
body RNA Cajal bodies (coiled bodies) in the nucleus genes 
(scaRNA) 

RNA 2 RNase P cleaves pre-tAN A in nucleus + single-copy genes 
ribonucleases, mitochondria; RNase MRP cleaves rRNA 
-260-320 in nucleolus and is involved in initiating 
nucleotides mtDNA replication 

Miscellaneous BOOO neural RNA that regulates dendritic 1gene, BCYRN1 , at 2p16 
small protein biosynthesis; originated from Alu 
cytoplasmic repeat 
RNAs, 
-80-500 75L RNA 3 component of the Signal recognition three closely related genes clustered on 

nucleotides particle (SRP) that mediates insertion of 14q22 
secretory proteins into the lumen of the 
endoplasmic reticulum 

TERC (telomerase component of telomerase, the single-copy gene at 3q26 
RNA component) ribonucleoprotein that synthesizes 

telomeric DNA. using TERC as a template 
(Figute2.13) 

Vault RNA 3 components of cytoplasmiC vault RNPs VAULTRCI , VAULTRC2, and VAULTReJ are 
that have been thought to function in clustered at Sq31 and share -84% sequence 
drug resistance identity 

YRNA 4 components of the 60 kO Ro RNY1, RNY3, RNY4, and RNYS are clustered at 
ribonucleoprotein, an important target of 7q36 
humoral autoimmune responses 
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TABLE 9.9 «ont.) MAJOR CLASSES OF HUMAN NONCODING RNA 

RNA class 

MicroRNA 
(miRNA), 

-22 nucleotides 

Piwi-binding RNA 
(piRNAJ.-24-31 
nucleotides 

Endogenous 
short interfering 
RNA (endo
siRNA), -21 -22 
nucleotides 

long noncoding 
regulatory RNA, 
often> 1 kb 

Subdassor 
evolutionaryl 
functional 
subfamily 

> 70 families of 
related miRNAs 

89 individual 
clusters 

many 

many 

No. of 
different 
types 

-1000 

> 15,000 

probably 
more than 
10,QOoa 

> 3000 

Function 

multiple, important roles in gene 
regulation, notably in development, 
and implicated in some cancers 

often derived from repeats; expressed 
only in germ-line cells, where they 
limit excess transposon activity 

often derived from pseudogenes, 
inverted repeats, etc.; involved in 
gene regulation in somatic cells and 
may also be involved in regulating 
some types of transposon 

involved in regulating gene 
expression; some are involved 
in monoallelic expression 
(X-inactivation, imprinting), and/or as 
antisense regulators (Table 9.1 1) 

aBased on extrapolation of studieS in mouse ce lls. 

Transfer RNA genes 

The 22 different mitochondrial tRNAs are made by 22 tRNA genes in mtDNA. The 
Genomic tRNA Database lists over 500 human tRNA genes that make a cytoplas
mic tRNA with a defined anticodon specificity. The genes can be classified into 49 
families on the basis of anticodon specificity (Box 9.5). There is only a rough cor
relation of human tRNA gene number with amino acid frequency. For example, 
30 tRNA genes specify the comparatively rare amino acid cysteine (which 
accounts for 2.25% of all amino acids in human proteins), but only 21 tRNA genes 
specify the more abundant proline (which has a frequency of 6.10%). 

Although the tRNAgenes seem to be dispersed throughout the human genome, 
more than half of human tRNA genes (273 out of 516) reside on either chromo
some 6 (with many clustered in a 4 Mb region at 6p2) or chromosome 1. In addi
tion, 18 of the 30 Cys tRNAs are found in a 0.5 Mb stretch of chromosome 7. 

TABLE 9.10 MAJOR NONCODlNG RNA DATABASES 

Database Description 

NONCODE integrated database of all ncRNAs except rRNA and tRNA 

Noncoding RNA database sequences and functions of noncoding transcripts 

RNAdb comprehensive mammalian noncoding RNA database 

Rfam noncoding RNA families and sequence alignments 

antiCODE natural antisense transcripts database 

sno/scaRNAbase smail nucleolar RNAs and small Cajal body-specific RNAs 

snoRNA-LBME-db comprehensive human snoRNAs 

Genomic tRNA Database comprehensive tRNA sequences 

Compilation of tRNA sequences just as its name suggests 
and sequences of tRNA genes 

miRBase miRNA sequences and target genes 

p rRNAbank empirically known sequences and other related information 
on piRNAs reported in various organisms, including human, 
mOuse, rat, and Drosophifa 

Gene organization, biogenesis, etc. 

see Figure 9.' 7 for examples of genome 
organization, and Figure 9.16 for how they are 
synthes ized 

89 large clusters distributed across the genome; 
individual dusters span from 10 kb to 75 kb 
with an average of 170 piRNAs per cluster 

clusters at many locations in the genome 

usually individual gene copies; transcripts often 
undergo capping, splicing, and polyadenylation 

but antisense regu latory RNAs are typically long J 
transcripts that do not undergo splicing 

URL 

http://www.noncode.org 

http://biobases.ibch.poznan.pVncRNA/ 

http://researchoimb.uq.ed u.aulrnad bl 

httpjI rfa m .sanger.ac.uk! 

http://www.anticode.org 

http://gene.fudan.sh.cn/snoRNAbase.nsf 

http://www-snorna.biotouIJr/ 

http} /lowelab.ucsc.edu/GtRNAdb,l 

http://www.tRNAun i-bayreuth.de 

http://microrna.sanger.ac.uk! 

http://p irnabank.ibab.ac.inJ 

http://pirnabank.i
http:http://microrna.sanger.ac.uk
http:http://www.tRNAuni-bayreuth.de
http://www-snorna.biotouIJr
http://gene.fudan.sh.cn/snoRNAbase.nsf
http://www.a
http:http://researchoimb.uq.ed
http://biobases.ibch.poznan.pVncRNA
http:http://www.noncode.org
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BOX 9.5 ANTICODON SPECIFICITY OF EUKARYOTIC CYTOPLASMIC IRNA. 

There is no one-te-one correspondence between codons in cytoplasmiC mRNA and the tRNA 

anticodons that recognize them. The 64 possible codons are shown in Figure 1, alongside the 

(unmodified) anticodons. Horizontal lines join codon- anticodon pairs. Alternative codons that 
differ in having a C or a U at the third base pOSition can be recognized by a single anticodon (third
base wobble, shown by chevrons). There are three rules for decoding cytoplasmic mRNA codons: 

Codons in two-codon boxes. Those codons ending with U/ C that encode a different amjno acid 

from those ending with A/G are known as two-codon boxes. Here the UlC wobble position 
is typica lly decoded by a G at the 5' base pos ition in the tRNA anticodon. For example, at the 

top left for Phe, the re is no tRNAwith an AAA anticodon to match the UUU codon, but the 

GAA anticodon can recognize both UUU and UUC codons in the mRNA (see Fi gu re 1). 

Non-glycine codons in four-codon boxes. Four-codon boxes are those in which U, C, A, and G 

in the third, wobble, position all encode the same amino acid. Here the UlC wobble position 

is decoded by a chemically m odified adenosine, known as inosine, at the 5' position in the 
anticodon (blue shaded boxes; see Figure 11.31 for the structure of inosine). Inosine can 

base pair w ith A. C. or U. For example, at the bottom left. the GUU and GUC codons of the 
four-<odon valine box are decoded by a tRNA with an ant icodon of AAC, w hich is no doubt 

modified to lAC. The l AC anticodon can recognize each of GUU, GUC, and GUA . To avoid 

possible tran slational misreading, tRNAs with inosine at the S' base of the anticodon cannot 

be used in two-codon boxes. 

G/ycinecodom. The four-<.odon glycine box provides the one exception to the rule above: 

GGU and GGC codons are decoded by a GeC anticodon, rather than the expected ICC 
anticodon. 

Thus, on ly 16 anticodons are required to decode the 32 codons ending in a We. The m inimum 

set of anticodons is thererore 4S (64 minus 3 stop codons, minus 16). On this basis, one would 
predict a [o tal of 45 different classes of human tRNA. However, despite the generality of th ird-base 

wobble, three pairs of codons ending in U/C are served by two anticodons each (see Figure 1), and 

so there are an extra three tRNA classes. In addition, a specialized tRNA carries an anticodon to 

the codon UGA (which normally functions as a stop codon). At high selen ium concentrations, this 

tRNA will very occasionally decode UGA to insert the 21 st amino acid, selenocysteine, in a select 
group of selenoproteins. Thu s, there are 45 + 3 + 1 :. 49 different classes of human tRNA, encoded 
by several hundred genes (see Figure 1). 

Tyr [UAU ~ AUA 

e UUC GM 12


Ph [auu '" AM . [JCU 7AGA 11 
Cy [UGU '" ACA -

Ser Dec GG.l. UAC GUA 14 s uGC GeA 30 

l eu [UUA - UAA 7 tJCA-UGA 5 stop [OM - UUA - stoP [UGA-UCA - (3) 

VVG-eM 7 lieG - eGJI.. 4 stop [UAG - eUA Trp [UGG - eeA 9 

[cuur'G 12 [CU?,GG 10 H- [eAU~ AUG - [CGU7 ACG 7 

leu cee GAG - P eee GGG - Arg eGC GeGIS CAe GUG 11 
ro 

eUA - VAG 3 CCA - vGG 1 CGA - UCG 6GIn [CM - VUG 11 
CtiG-CAG 10 eeG - CGG 4 G.G - CUG 20 eGG - CCG , 

[AUU7AAU l4 [ACU 7AGU 10 Asn [AAU~ AUU Ser [AGU ~2 ACiJ 

lie Aue GAV 3 
 Thr Ace GGU - AAe GVU 32 AGC Geu 8 

AUA - UAU 5 AeA - 11GU 6 16 6lys !.I\AA - VUU [AGA - UeU 
Met [AUG - CAU 20 AeG - eGU 6 L.l\AG - euu 17 

Arg 
AGG- eev 5 

Asp [GAU ~ Aue[GUU 7AAC 11 [CU7~GC 29 [GGU'" ACC 
I GUC GAe - Ala GCC ",GC - GAC Gue 19 Gly GGC Gce 15


Va 

GUA - vAe 5 GeA - VGe 9 Glu [GAA - uue 13 GG1'. - UCC 9 

GUG - eAe 16 GeG - eGe 5 GAG - cue 13 GGG - eee 7 

Dispersed gene families make various small nuclear RNAs that 
facilitate general gene expression 

Various fa milies of rather small RNA molecules (60-360 nucleotides long) are 
known to have a role in the nucleus in assisting general gene expression, mostly 
at the level of post-transcriptional processing. Initially, such RNAs were simply 
labeled as small nuclear RN).s (snRNAs) to distinguish them from pre·mRNA. 
Many of them were known to be uridine- rich and they were named accordingly 
(U2 snRNA, for example, does not honor a famous Irish rock band but simply 
indicates the second uridine·rich small nuclear RNA to be classified) . Like rRNA, 

Figure l Over 500 different human 
cytoplasmic tRNAs decode the 61 
codons that specify the standard 20 

amino acids. The relationships between 

the 64 possible codons (positioned next 

to amino adds on the left of the four 

major columns) and the corresponding 

anticodons (to the right of the four 

columns) are shown. The number next to 

each anticodon is the number of different 

human tRNAs that are documented in the 

Genomic tRNA Database (see Tab le 9.9) 
as carrying that anticodon. Note that 12 
of the 61 anticodons that could recognize 

the codons that specify the standard 20 
amino acids are not represented in the 

tRNAs (show n by dashes). Th is happens 

because of w obble at the third ba se 

pOSition of most codons w here the th ird 

base is U or C (excepti ons are for codon 

pairs AUU/AU C, AAu/AAC, and UAUI 

UAC). The (3) indicated by an asterisk 

Signifies that there are three different 

selenocysteine tRNAs with an anticodon 
that can recognize the codon UGA, 

w hich normally serves as a stop codon. 

The shaded adenInes are most probably 
a modified form of adenine known 
as inosine, in which the amino group 

attach ed to carbon 6 is replaced by a 
C=O c2lrbonyl group. 
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TABLE 9.11 THE Sm AND Lsm CLASSES OF SPLICEOSOMAL snRNA 

Sm classOll l sm class 

Component of major spliceosome Ut, U2, U4, and U5 snRNAs U6snRNA 

Component of minor spliceosome U11, U12, U4atac, and U5 snANAs U6atac snRNA 

Structure see Figure 9. 14A see Figure 9.148 

Transcribed by RNA polymerase II RNA polymerase III 

Bound core proteins Sm proteins (SmB, SmDl, 5mD2, SmD3, SmE, 5mF, 5mG) seven l sm proteins {lSM2-LSM8} 

l ocation synthesized In the nucleus and then exported to the never leave the nucleus; undergo maturation In 
cytoplasm. where they each associate with seven Sm the nucleolus and then accumulate in speckles to 
proteins and undergo S' and 3' end processing; then perform spliceosomal function 
re·imported into the nucleus to undergo more RNA 
processing in Cajal bodies, before accumulating in 
speckles to perform spJiceosomal function 

Site-specific nucleotide performed by sca RNAs in the Cajal bodies of the nucleus performed by snoRNAs in the nucleolus 
modification 

"A lthough not a spliceosomal snRNA, U7 snRNA has a sim ilar structure to the Sm class of snRNAs and five of its seven core proteins are identical to COre 
proteins bound by the Sm snRN As. 

snRNA molecules bind various proteins and function as ribonucleoproteins 
(snRNPs). 

Subsequently, various snRNAs, induding some of the first to be classified, 
Were fOW1d to be involved in post-transcriptional processing ofrRNA precursors 
in the nucleolus; they were therefore re-classified as small nucleolar RNAs 
(snoRNAs), for example V3 and V8 snoRNAs. More recently, m embership of the 
classes has been based on structural and functional classification. 

A third group of small RNAs have been identified tl1at resemble snoRNAs but 
are confined to Cajal bodies (also called coiled bodies), discrete nuclear struc 
tures in the nucleus that are closely associated with the maturation of snRNPs. 
They have been termed small Cajal body RNAs (scaRNAs). Hundreds of mostly 
dispersed human genes are devoted to making snRNA and snoRNA, and there are 
many hundreds of associated pseudogenes. 

(A) 

Spliceosomal small nuclear RNA (snRNA) genes 
CH3 CH3 

The nine human spliceosomaJ snRNAs vary in length from 106 to 186 nucleotides '-/ 	 3' stemGpppApNp
and bind a ring of seven core proteins. VI, UZ, V4, U5, and U6 snRNAs operate CH / I 

3 OCHwithin the major splice os orne to process conventional GV-AG introns (see Figure 3 

1.19). V4atac, U6atac, UU, and VIZ snRNAs form part of the minor spliceosome 
that excises rare AU-AC introns. Each of the spliceosomal snRNPs contains seven 
core proteins that are identical within a subclass and a unique set of snRNP \ , / 

Sm sitespecific proteins. The Lsm subclass is made up of just U6 and U6atac snRNAs; the 
:;~other spliceosomal snRNAs belong to the Sm subclass (Table 9.11 and Figure 

9. (4). 	 TMG cap I 

More than 70 genes specify snRNAs used in the major spliceosome. They consensus .a,AUt;UUUGG 

include 44 identified genes specifying U6 snRNA and 16 specifying UI snRNA. 
There is some evidence for clustering. Multiple VZ snRNA genes are found at 
17qZI-qZZ but the copy number varies; a cluster of about 30 VI snRNA genes is (B) 

3' stemlocated at Ip36.1. 
Figure 9.1'Structures of Sm-type and Lsm-type spliceosomal snRNAs. 

CH,(A) Sm-type snRNAs contain three important recognition elements: a 
' S'-trimethylguanosine (TMG) cap, an Sm-protein-binding site (Sm site), and ~ppGp 


a 3' stem-loop structure. The Sm site and the 3' stem elements are requi red 

for recognition by the survival motor neuron (SMN) complex for assembly \ , 

into stable core r'lbonucleoproteins (RNPs). The consensus Sm site direc ts the !
\ 
assembly of a ring of the seven Sm core proteins (see Table 9. 10). The TMG cap , 
and the assembled Sm core proteins are required for recogn ition by the nuclear 

import machinery. (B) l sm-type snRNAs contain a S'-monomethylphosphate 


MPG cap 
g uanosine (MPG) cap and a 3' stem, and terminate in a stretch of uridine uuuu·J 
residues (the l sm site) that is bound by the seven lsm core proteins. 

Lsm site 
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Non-spliceosomal small nuclear RNA genes 
Not all snRNAs within the nucleoplasm function as part of spliceosomes. Both 
UI and U2 snRNAs also have non-spliceosomal functions. UI snRNA is required 
to stimulate transcription by RNA polymerase II. U2 snRNA is known to stimulate 
tra nscriptional elongation by RNA polymerase II. Several other small nuclear 
RNAs with a non-spliceosomal function have been well studied. They tend to be 
single-copy genes but there are many associated pseudogenes. Three examples 
are given below. 

• 	 U7 snRNA is a 53-nucleotide snRNA that is dedicated to the specialized 3' 
processing undergone by histone mRNA whicll, exceptionally, is not 
polyadenylated. 

7SK RNA is a 331-nucleotide RNA that functions as a negative regulator of the 
RNA polymerase II elongation factor P-TEFb. 

• 	 The YRNA family consists of three small RNAs (less than 100 nucleotides long) 
that are involved in chromosomal DNA replication and function as regulators 
of cell proliferation. 

Small nucleolar RNA (snoRNA) genes 
SnoRNAs are between 60 and 300 nucleotides long and were initially identified in 
the nucleolus, where they guide nucleotide modifications in rRNA at specific 
positions. They do this by forming short duplexes with a sequence of the rRNA 
that contains the target nucleotide. There are two large subfamilies. HIACA 
snoRNAs guide site-specific pseudouridylations (midine is isomerized to give 
pseudouridine at 95 different positions in the pre-rRNA). C/D box snoRNAs guide 
site -specific 2'-O-ribose methylations (there are 105-107 varieties of this methyl
ation in rRNA). Single snoRNAs specify one, or at most two, such base modifica
tions (Figure 9,15). 

At least 340 human snoRNA genes have been found so far, but there may be 
many more because snoRNAs are surprisingly difficult to identify with the use of 
bioinformatic approaches. The vast majority are fo und within the introns of 
larger genes that are transcribed by RNA polymerase 11. These snoRNAs are pro
duced by processing of the intronic RNA, and so the regulation of their synthesis 
is coupled to that of the host gene. Many snoRNA genes are dispersed single-copy 
genes. Others occur in clusters. For example, the large imprinted SNURF-SNRPN 
transcription unit at ISql2 contains six different types of C/ D box snoRNA gene, 
two of which are present in large gene clusters: one contains about 45 almost 
identical HBII-52 snoRNA genes and the other 29 HBll-85 snoRNA genes (see 
Figure 11.22). 

Most snoRNAs are ubiquitously expressed, but Some are tissue-specific. For 
example, the six types of snoRNA gene within the SNURF- SNRPN transcription 
unit are predominantly expressed in the brain from only the paternal chromo-

IA) 


5' 3' 


box 0 ' 

-

o 

A 

It box C' 
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3' 

box H 
5' cap - P A 

Figur. ' ,1 S Structure and fundion of 
snoRNAs. (A) C/ O box snoRNAs guide 
2'-O-methylation modifications, The box 
C and D motifs and a short 5', 3'-terminal 
stem formed by intrasttand base pairing 
(shown as a series of short horizontal red 
l ines) constitute a kink-turn structu ral motif 
that is specifically recognized by the 
15.5 kO snoRNP protein. The C' and 0' boxes 
represent internal, frequently imperfect 
copies of the C and 0 boxes. C/O box 
snoRNAs and their substrate RN As form a 
10-21 bp double helix in which the target 
residue to be methylated <shown here by 
the letter m in a ci rcle) is positioned exactly 
five nucleotides upstream of the 0 or D' 
box. R represents purine. (B) H/ACA box 
snoRN As guide the conversion of uridines 
to pseudouddine. These RNAs fold into a 
hairpin-hinge-hairpin-tail structure. One 
or both of the hairpinscontains an internal 
loop, ca lled the pseudouridylation pocket, 
that forms two short (3-10 b p) duplexes with 
nucleotides Aanking the unpaired substrate 

uridine ('V) located about 15 nud eotides 
from the H or ACA box of the snoRNA. 
Although each box c/D and H/ACA snoRNA 
could potentially direct two modi ficati on 
reactions, apart from a few exceptions, most 
snoRNAs possess only one functional 
2'-O-methylation or pseudouridylation 
domain. 
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some 15. Nonstandard functions are known or expected for some snoRNA genes 
that do not have sequences complementary to rRNAsequences. For example, the 
HBIl-52 snoRNA has an 18-nucleotide sequence that is perfectly complementary 
to a sequence within the HTR2C (serotonin receptor 2c) gene at Xp24, and 
regulates alternative splicing of this gene. The neighboring HBll-85 snoRNAs 
have recently been implicated in the pathogenesis of Prader-Willi syndrome 
(OMIM 176270). 

Small Cajal body RNA genes 

The scaRNAs resemble snoRNAs and perform a similar role in RNA maturation, 

but their targets are spliceosomal snRNAs and they perform site-specific modifi

cations of spliceosomal snRNA precursors in the Cajal bodies of the nucleus. 

There are at least 25 human genes, each specifying one type of scaRNA. Like 

snoRNA genes, the scaRNA genes are typically located within the ilurons ofgenes 

transcribed by RNA polymerase II. 


Close to 1000 different human microRNAs regulate complex sets 
of target genes by base pairing to the RNA transcripts 

In addition to tRNA, we have known for some time about a variety of other mod
erately small (80-500-nucleotide) cytoplasmic RNAs. For example, the enzyme 
telomerase that synthesizes DNA at telomeres (see Figure 2.13) has both a pro
tein component, TERT (telomerase reverse transcriptase), and also an RNA com 
ponent, TERC, that is synthesized by a single-copy gene at 3q26.2 (see Table 9.8 
for other examples). In the early 2000s it became clear that a novel family of tiny 
regulatory RNAs known as microRNA (miRNA) also operated in the cytoplasm. 

MicroRNAs are only about 21-22 nucleotides long on average, and they were 
initially missed in analyses of the human genome. The first animal miRNAs to be 
reported were identified in model organisms such as the nematode (G. e[egans) 
and the fruit fly (Drosophila melanogaster) by investigators studying phenomena 
relating to RNA interference (Box 9.6), a natural form of gene regulation that 
protects ceUs from harmful propagation of viruses and transposons. 

Because many miRNAs are strongly conserved during evolution, vertebrate 
miRNAs were quickly identified and the first human miRNAs were reported in 
the early 2000s. miRNAs regulate the expression ofselected sets oftarget genes by 
base pairing with their transcripts. Usually, the binding sites are in the 3' untrans
lated region of target mRNA sequences, and the bound miRNA inhibits transla
tion so as to down- regulate expression of the target gene. 

Synthesis of miRNAs involves the cleavage of RNA precursors by nucleus
specific and cytoplasm-specific RNase III ribonucleases, nucleases that specifi
cally bind to and cleave double-stranded RNAs. The primary transcript, the 
pri-miRNA, has closely positioned inverted repeats that base-pair to form a hair
pin RNA that is initially cleaved from the primary transcript by a nuclear RNase 
III (known as Rnasen or Drosha) to make a short double-stranded pre-miRNA 
that is transported out of the nucleus (P1gllrc 9.16). A cytoplasmic RNase III called 
dicer cleaves the pre-miRNA to generate a miRNA duplex with overhanging 
3' dinucleotides. 

A specific RNA-induced silencing complex (RISC) that contains the endoribo
nuclease argonaute binds the miRNA duplex and acts so as to unwind the dou
ble-stranded miRNA. The argonaute protein then degrades one of the RNA 
strands (the passenger strand) to leave the mature single-strandedmiRNA (known 
as the guide strand) bound to argonaute. The mature miRNP associates with RNA 
transcripts that have sequences complementary to the guide strand. The binding 
of miRNA to target transcript normally involves a significant number of base mis
matches. As a result, a typical miRNA can silence the expression of hundreds of 
target genes in much the same way tlIat a tissue-specific protein transcription 
factor can affect the expression of multiple target genes at the same time-see 
the targets section of the miRBase database listed in Table 9.9. 

To identify more miRNA genes, new computational bioinformatics programs 
were developed to screen genome sequences. By mid-2009, more than 700 human 
miRNA genes had been identified and experimentally validated, but comparative 
genomics analyses indicate that the number of such genes is likely to increase. 
Some of the miRNA genes have their own individual promoters; others are part of 
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BOX 9.6 RNA INTERFERENCE AS A CELL OEFENSE MECHANISM 

RNA interference (RNA!) Is an evolutionarily ancient mechanism that is argonaute enzyme will cleave the RNA, causing it to be degraded. Viral 
used in animals, plants, and even single-celled fungi to protect cells and transposon RNA can be inactivated in this way. 

aga inst viruses and transposable elements. Both viruses and active Another class of argonaute complex is the RNA-induced 
transposable elemen ts can produce long double-stranded RNA, at transcriptional Silencing (RITS) complex. Here, the single-stranded RNA 
least transiently during their life cycles. Long double-stranded RNA is guide binds to complementary RNA transcripts as they emerge during 
not normally found in cells and, for many organisms, it triggers an RNA transcription by RNA polymerase II. Thi s allows the RrTS complex 
interference pathway. A cytoplasmic endoribonuclease called dicer to position itself on a specific part of the genome and then attract 
cuts the long RNA into a series of short double-stranded RNA pieces proteins such as histone methyltransferases (HMTs) and sometimes 
known as short Interfering RNA (siRNA). The siRNA produced is on DNA methyltransferases (DNMTs), which covalently modify histones in 
average 21 bp long, but asymmetric cutting produces two-nucleotide the immediate region. Th is process eventually causes heterochromatin 
overhangs at their 3' ends (Figurf: 1). formation and spreading; in some cases, the RITS complex can 

The siRNA duplexes are bound by different complexes that induce DNA methylation. As a result, gene expression can be 
contain an argonaute-type endoribonuclease (Ago) and some other silenced over long periods to limit, for example, the activities 
proteins. Thereafter, the two RNA strands are unwound and one of of transposons. 
the RNA strands is degraded by argonaute, leaving a single-stranded Although mammalian celis have RNA interference pathways, 
RNA bound to the argonaute complex. The argonaute complex is now the presence of double-stranded RNA triggers an interferon response 
activated; the single-stranded RNA will gu ide the argonaute complex that causes nonspeCific gene silencing and cell death. This is 
to its target by base-pairing with complementary RNA sequences in described in Chapter 12 when we consider using RNA interference 

the cells. as an experimental tool to produce the speCific silencing of pre 

One type of argonaute complex Is known as the RNA-induced selected target genes. In such cases, artificially synthesized short 

silencing complex (RiSe). In this case, after the single--stranded guide double-stranded RNA is used to trigger RNAi-based gene 


RNA binds to a complementary long single-stranded RNA, the silencing. 


! dlcer 

"--- cQJc9Ago+ othe~ Ago + other 
RISC prote i~s J-. r RITS proteins 

@ ~ 
activated RiSe act'lvated RITS 

1 I

cap - ------- --poIy(A) 
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degraded RNA 1 
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f1gul.1 RNA interference, Long double-stranded (ds) RNA is cleaved by cytoplasmic 
dicer to give siRNA. siRNA duplexes are bound by argonaute complexes that unwind the 
duplex and degrade one strand to give an activated complex with a single RNA strand. By 
base pairing with complementary RNA sequences, the siRNA guides argonaute complexes 
to recognize target sequences. Activated RiSe complexes cleave any RNA strand that is 
complementary to their bound siRNA. The cleaved RNA is rapidly degraded. Activated 
RITS complexes use their siRNA to bind to any newly synthesized complementary RNA 
and then attract proteins, such as histone methyltransferases (HMT) and sometimes DNA 
methyJtransferases (DNMT), that can modify the chromatin to repress transcription. 

siRNA 

1 

1 
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a miRNA cluster and are cleaved from a common multi-miRNA transcription 
unit (figure 9.17A). Another class of miRNA genes form part of a compound 
transcription unit that is dedicated to making other products in addition to 
miRNA, either anothertype of ncRNA (Figure 9.17B) or a protein (Figure 9.17C). 

Many thousands of different piRNAs and endogenous siRNAs 
suppress transposition and regulate gene expression 

The discovery ofmiRNAs was unexpected, but later it became clear that miRNAs 

represent a small component of what are a huge number of different tiny regula

toryRNAs made in animal cells. In manunals, two additional classes oftiny regu

latory RNA were first reported in 2006, and these are being intensively studied. 

Because huge numbers of different varieties of these RNAs are generated from 

multiple different locations in the genome, large-scale sequencing has been 

required to differentiate them. 


Piwi-protein-interacting RNA 


Piwi-protein-interacting RNAs (piRNAs) have been found in a wide variety of 

eukaryotes. They are expressed in germ-line cells in mammals and are typically 

24-31 nucleotides long; they are thought to have a major role in limiting transpo

sition by retrotransposons in mammalian germ-line cells, but they may also reg

ulate gene expression in some organisms. Control of transposon activity is 

required because by integrating into new locations in the genome, active trans

pasans can interfere with gene function, causing genetic diseases and cancer. 


Figu~ 9 .1' Human miRNA synthesis. (A) General scheme. The primary transc ript. pri-miRNA, has a 5' cap 
(m' GpppG) and a 3' poly(A) tail. miRNA precursors have a prominent double-stranded RNA structure (RNA<AI 
hairp in), and processing occurs through the actions o f a series of ribonuclease complexes. In the nucleus, 

! 

nucleus Anasen, the human homolog of Drosha, cleaves the pri-miANA to release the hairpin RNA (pre-miANA); this 
is then exported to the cytoplasm, where it is <:leaved by the enzyme dicer to produce a miRNA duplex. 
The duplex RN A is bound by an argonaute complex and the helix is unwound, whereupon o ne strand (the 
passenger) is degraded by the argonaute ribonuclease, leaving the mature miRNA (the guide strand) bound 
to argonaute. miA, miRNA gene. (8) A specific example: the synthesis of human miR-26a 1. Inverted repeats 

RNA pol II 	 (shown as highlighted sequences overlined by long arrows) in the pri-miRNA undergo base pairing to form 
a hairpin, usually with a few mismatches. The sequences that will form the mature guide strand are shown in 
red; those of the passenger strand are shown in blue. Cleavage by both the human Drosha and dicer (green 
arrows) is typicalJy asymmetric, leaving an RNA duplex with overhanging 3' dinucleotides. 
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More than 15,000 different human piRNAs have been identified and so the 
piRNA family is among the most diverse RNA family in human cells (see Table 
9.8). The piRNAs map back to 89 genomic intervals of about 10-75 kb long (for 
more information see the piRNAbank database; Table 9.9). They are thought to be 
cleaved from large multigenic transcripts. In humans, the multi-piRNA tran
scripts contaln sequences for up to many hundreds of different piRNAs. 

piRNAs are thought to repress transposition by transposons through an RNA 
interference pathway, by association with piwi proteins, which are evolutionarily 
related to argonaute proteins (Figure 9.18). 

Endogenous siRNAs 
Long double-stranded RNA in mammalian cells triggers nonspecific gene silenc· 
ing through interferon pathways, but transfection of exogenous synthetic siRNA 
duplexes or short hairpin RNAs induces RNAi·mediated silencing of specific 
genes with sequence elements in common with the exogenous RNA. As we will 
see in Chapter 12, this is an extremely important experimental tool that can give 
valuable information on the cellular functions of a gene. Very recently, it has 
become clear that human cells also naturally produce endogenous siRNAs (endo· 
siRNAs). 

[n mammals, the most comprehensive endo·siRNA analyses have been per
formed in mouse oocytes. Like piRNAs, endo·siRNAs are among the most varied 
RNA population in the cell (many tens of thousands of different endo·siRNAs 
have been identified in mouse oocytes). They arise as a result of the production 
of limited amounts of natural double-stranded RNA in the cell. One way in 
which this happens involves the occasional transcription of some pseudogenes 
[Figure 9.19J. 

Figure 9.17 The structure of human pri 

miRNAs. (A) Examples of transcripts that are 

used exclu sively to make miRNAs: miR-2 1 

is produced from a single hairpin within a 

dedicated primary transcript RNA; 

a single multigenic transcript w ith six 

hairpins that will eventually be cleaved to 

give six miRNAs, namely miR-17, miR-1S, 

miR·19a, and so on. (8, C) Examples of 

m iRNAs that are co·transcribed with a gene 

encoding either (8) a long noncoding RNA 

(ncRNA) or (Cl a polypeptide. In each part, 

the upper e)(ample shows single miRNAs 

located w ithin (B) an exon of an ncRNA 

(miR·1SS) and (C) in the 3' untranslated 

region (UTR) within a terminal exon of an 

mRNA (miR-198). The lower examples show 

multip le miRNAs located within intronic 

sequences of (8) an ncRNA (miR-1Sa and 

miR-16-1) and (Cl a pre-mRNA (m iR-106b, 

miR-93, and miR-25). Cap, m7G(S')ppp(5') 

G. (Adapted from Du T& Zamore PD 
(2005) Development 132, 4645-4652. With 

permiSSion from th e Company of Biologists.] 
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(A) detection 

primary piRNAs 

Flgur. 9.1 . piRNA-based transposon 
silencing in animal cells. (A) Primary 
piRNAs (piwi-protein-interacting RNAs) are 
24-31 nucleotides'long and are processed 
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More than 3000 human genes synthesize a wide variety of 
medium-sized to large regulatory RNAs 

Many thousands of different long ncRNAs, often many Idlobases in length, are 
also thought to have regulatory roles in animal cells. They include antisense tran
scripts that usually do not undergo splicing and that can regulate overlapping 
sense transcripts, plus a wide variety of long mRNA-hke ncRNAs that undergo 
capping, splicing, and polyadenylation but do not seem to encode any sizeable 
polypeptide, although some contain internal ncRNAs such as snoRNAs and 
piRNAs. The functions of the great majority of the mRNA-like ncRNAs are 
unknown. Some, however, are known to be tissue-specific and involved in gene 
regulation. Recently, in a systematic effort to identify long ncRNAs, 3300 different 
human long ncRNAs were identified as associating with chromatin-modifying 
complexes, thereby affecting gene expression. 

Some long mRNA-like ncRNAs that are involved in epigenetic regulation have 
been extensively studied. The XIST gene encodes a long ncRNA that regulates 
X-chromosome inactivation, the process by which one ofthe two X chromosomes 
is randomly selected to be condensed in female mammals, with large regions 
becoming transcriptionally inactive. Many other long ncRNAs, such as the H19 
RNA, are implicated in repressing the transcription of either the paternal or 
maternal allele of many autosomal regions (imprinting). These mRNA-like 
ncRNAs are often regulated by genes that produce what can be very long anti
sense ncRNA transcripts that usually do not undergo splicing Crable 9.12 gives 
examples). 

from long RNA precursors transcribed 
from defined loci called piRNA clusters. 
Any transposon inserted in the reverse 
orientation in the piRNA cluster can give rise 
to antisense piRNAs (shown in red), 
(8) Antisense piRNAs are incorporated into 
a piwi protein and direct its slicer activity on 
sense transposon transcripts. The 3' cleavage 

product is bound by another piwi protein 
and trimmed to piRNA size. This sense piRNA 
is, in turn, used to cleave piRNA cluster 
transcripts and to generate more antisense 
piRNAs. (e) Antisense piRNAs target the piwi 

complexes to cDNA for DNA methylation 
(left) and/or histone modification (right). 
DNMT, DNA methyltransferase; HMT, histone 
methyltransferase; HP1, heterochromatin 
protein 1. (From Girard A & Hannon GJ (2007) 
Trends Cell BioI. 18, 136-148. With permission 
from Elsevier.] 

http:an1isar.se
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The pervasive invo,vement of,ong ncRNAs in regu,ating developmental proc
esses is illustrated by a comprehensive (5 bp resolution) analysis of the transcrip
tiona, output at the four human HOX gene clusters. Although there are only 39 
HOX genes, the transcriptional output of the HOX clusters was also found to 
include a total of 231 different long ncRNAs. Many of these are cis-acting regula
tors, but one of them, HOTAlR, was found to be a trans-acting regulator (see Table 
9.12). 

Some of the functional RNAs, such as XIST and AIR, have not been so well 
conserved during evolution. The fastest-evolving functional sequences in the 
human genome include components of primate-specific long ncRNAs that are 
strongly expressed in brain . We consider the evo,utionary imp,ications of such 
genes in Chapter 10. 

Figure 9 .19 Pseudogenes can regulate 
the expression of their parent gene 

by endogenous siRNA plithways. 
Pseudogenes ari se through the copying 
of a parent gene. Some pseudogenes are 
transc ribed and, depending on the genomic 
con text, can produce an RN A that is the 
antisense equiva lent of the mRNA produced 
by the parent gene. An mRNA transcript 
of the parent gene (A) and an antisense 
transcript of a corresponding pseudogene 
('VA) can then form a double-stranded 
RNA that is cleaved by dicer to give siRNA. 
Endogenous siRNAs can also be produced 
from duplicated inverted sequences such 
as the example shown here of an inverted 
duplication of the pseudogene ('VA 'fA) at 
the right. Transcription through both copies 
of the pseudogene results in a long RNA with 
invened repea ts (blue, overlined arrows) 
causing the RNA to fold into a ha irpin that 
is cleaved by dicer to give siRNA. In either 
ca se, the endogenous siRNAs are guided 
by Ri se to interact with, and degrade, the 
parent gene's remain ing mRNA transcripts. 
Green arrows indicate DNA rearrangements. 
[Adapted from Sasidharan R& Gerstein M 
(2008) Nature 453, 729-731. With permission 
from Macmil lan Publishers ltd.) 

TABLE 9.12 EXAMPLES OF LONG REGULATORY HUMAN RNA. 

RNA Size Gene location Gene organization Function 

XI5T 19.3 kb Xq13 6 exons spanning 32 kb regulator of X-chromosome inactivation 

T51X 37.0 kb Xq 13 1 exon antisense regulator of XIST 

H19 2.3 kb llp15 5 exons spanning 2.67 kb involved in imprinting at the II pIS imprinted cluster 
associated with Beckwith-Wiedemann syndrome 

KCNQTOT! (= LIT!) 595 kb llp1 5 1 exon antisense regulator at the imprinted cluster at 11 pI 5 

PEG3 1.8 kba 19q13 variable number of exons but maternally imprinted and known to function in tumor 
up to 9 exons spanning 25 kb suppression by activating p53 

HOTAIR 2.2 kb 12q13 6 exons spanning 6.3 kb trans-acting gene regulator; although part of a 
reg ulatory region 1n the HOX-C cl uster on 12q13, HOTAIR 
RNA re presses transcription of a 40 kb region on the 
HOX-D cluster on chromosome 2q31 

alargest isoforms. 
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9.4 HIGHLY REPETITIVE DNA: HETEROCHROMATIN 
ANDTRANSPOSON REPEATS 
Genes contain some repetitive DNA sequences, including repetitive coding DNA. 
However, the majority of highly repetitive DNA sequences occur outside genes. 
Some of the sequences are present at certain subchromosomal regions as large 
arrays oftandem repeats. This type of DNA, known as heterochromatin, remains 
highly condensed throughout the cell cycle and does not generally contain 
genes. 

Other highly repetitive DNA sequences are interspersed throughout the 
human genome and were derived by duplicative transposition (see Section 9.1). 
Sequences like this are sometimes described as transposon repeats and they 
account for more than 40% of the total DNA sequence in the human genome. In 
addition to residing in extragenic regions, they are often found in introns and 
un translated sequences and sometimes even in coding sequences. 

Constitutive heterochromatin is largely defined by long arrays of 
high-copy-number tandem DNA repeats 
The DNA of constitutive heterochromatin accounts for 200 Mb or 6.5% of the 
hllffian genome (see Table 9.3). It encompasses megabase regions at the centro
meres and comparatively short lengths of DNA at the telomeres of all chromo
somes. Most of the Y chromosome and most of the short arms of the acrocentric 
chromosomes (13, 14, 15, 2[, and 22) consist of heterochromatin. In addition, 
there are very substantial heterochromatic regions close to the centro meres of 
certain chromosomes, notably chromomosomes 1, 9, 16, and 19. 

The DNA of constitutive heterochromatin mostly consists of long arrays of 
high-copy-number tandemly repeated DNA sequences, known as satellite DNA 
(Table 9.1 3). Shorter arrays of tandem repeats are known as minisatellites and 

TABLE 9.13 MAJOR CLASSES OF HIGH·COPY-NUMBER TANDEMLY REPEATED HUMAN DNA 
--------------------------~y----------------------------~
Class ll Total array size Size or sequence of Major chromosomal )ocation(s) 

unit repeat unit 

Satellite DNAb often hund reds of associated with heterochromatin 
kilobases 

a (alphoid DNA) 171 bp centromeric heterochromatin of all chromosomes 

p(Sau3A family) 6Bbp notably the centromeric heterochromatin of 1, 9, 13, , 4, 15, 
21, 22, and Y 

Satellite' 25-48 bp (AT-rich) centromeric heterochromatin of most chromosomes and 
other heterochromatic regions 

Satellite 2 diverged form s of most, possibly all, chromosomes 
ATICC/GGAAT 

Satellite 3 ATICC/GGAAT 13p, 14p, lSp, 21 p, 22p, and heterochromatin on lq, 9q, 
andYq12 ,. 

DYZ19 125 bp -4<10 kb at Yq 11 
~ 

DYZ2 AT-rich Yq12; higher periodicity of - 2470 bp 

Minisatellite DNA O.I- 20kb at or close to telomeres of all chromosomes 

Telomeric mlnisatellite TTAGGG all telomeres 

Hypervariable minisatellites 9-64 bp all chromosomes, associated with euchromatin, notably in 
sub-tel orne ric regions 

Microsatellite DNA < 100 bp often 1-4 bp widely dispersed throughout all chromosomes 

irfhe distinction between satellite, min isatellite, and microsatellite is made on the basis of the total array length, not the size of the repeat unit. 
bSate!lite DNA arrays {hat consi st of simple repeat units often have base compositions that are radically different from the average 41% GTe 
(and so cou ld be isolated by buoyant density gradient cen trifugation, when they would be differentiated from the main DNA and appear as satellire 
bands-hence the name). 
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microsatellites, respectively. Large tracts of heterochromatin are typically com
posed of a mosaic ofdifferent satellite DNA sequences that are occasionally inter
rupted by transposon repeats but are devoid of genes. Transposon repeats are 
also widely distributed in euchromatin and will be described below. 

The vast majority of human heterochromatic DNA has not been sequenced, 
because of technical difficulties in obtaining unambiguous ordering of overlap
ping DNA clones. Thus, for example, only short representative components of 
centromeric DNA have been sequenced so far. However, Y-chromosome hetero
chromatin is an exception and has been well characterized. There are different 
satellite DNA organizations, and the repeated unit may be a very simple sequence 
(less than 10 nucleotides long) or a moderately complex one that can extend to 
over 100 nucleotides long; see Table 9. 13. 

At the sequence level, satellite DNA is often extremely poorly conserved 
between species. Its precise function remains unclear, although some human 
satellite DNAs are implicated in the function of centromeres whose DNA consists 
very largely of various families of satellite DNA. 

The centromere is an epigenetically defined domain. Its function is independ
ent of the underlying DNA sequence; instead, its function depends on its particu
lar chromatin organization, which, once established, has to be stably maintained 
through multiple cell divisions. Of the various satellite DNA families associated 
with human centromeres, only the a-satellite is known to be present at all human 
centTomeres, and its repeat units often contain a binding site for a specifi c cen
tromere protein, CENPB. Cloned a -satellite arrays have been shown to seed de 
l1ovocentromeres in human cells, indicating that a-satellite must have an impor
tant role in centromere function. 

The specialized telomeric DNA consists of medium-sized arrays just a few 
kilobases long and constitutes a form of minisatellite DNA. Unlike satellite DNA, 
telomeric minisatellite DNA has been extraordinarily conserved during verte
brate evolution and has an integral role in telomere function. It consists of arrays 
of tandem repeats of the hexanucleotide TTAGGG that are synthesized by the 
telomerase ribonucleoprotein (see Figure 2.13). 

Transposon-derived repeats make up more than 40% of the 
human genome and arose mostly through RNA intermediates 

Almost all of the interspersed repetitive noncoding DNA in the human genome is 
derived from transposons (also called transposable elements), mobile DNA 
sequences that can migrate to different regions of the genome. Close to 45% of 
the genome can be recognized as belonging to this class, but much of the remain
ing unique DNA must also be derived from ancient transposon cop ies that have 
diverged extensively over long evolutionary time-scales. 

In humans and other mammals there are four major classes of transposon 
repeat, but only a tiny minority of transposon repeats are actively transposing. 
According to the method of transposition, the repeats can be organized into two 
groups: 
• 	 Retrotransposons (also abbrevi ated to retroposons). Here the copying mecha

nism resembles the way in which processed pseudogenes and retrogenes are 
generated (see Figure 9.12): reverse transcriptase converts an RNA transcript 
of the ret rotransposon into a cDNA copy that then integrates into the genomic 
DNAs at a different location. Three major mammalian transposon classes use 
this copy-and-paste mechanism: long interspersed nuclear elements (UNEs), 
short interspersed nuclear elements (SINEs), and retrovirus-like elements 
containing long terminal repeats. 

• 	 DNA transposons. Members of this fourth class of transposon migrate directly 
without any copying of the sequence; the sequence is excised and then re
inserted elsewhere in the genome (a cut-and-paste mechanism) . 
Transposable elements that can transpose independently are described as 

autonomous, those that cannot are known as nonautonomous (FIgure 9.20). Of 
the four classes of transposable element, UNEs and SINEs predominate; we 
describe them more fully below. The other two classes are briefly described 
here. 
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LINEs 
autonomous nonautonomous lINE-1 family -600,000 


LlNE-2 family -370,000 
 ORFl on"". 
LlNE-3 family -44,000 - ~p'--DL~:;~~- 1-- 1AI" ~ 

6~kbSINEs 
__ (A~"

Alu family -1,200 ,000 
MIR -450.000 100-400 bp 
MIR3 -85,000 

retrovirus-like (LTR transposons) LTR LTR 

HERV families -240,000 P &>8 L I ("~/ LTR (l',i! lTR 
OJ ~ MaLR -285,000 I» 6-ll kb a 

1.5-3 kb 

DNA transposon fossils 
~ : 1.rft'I''tX,~,,- 4MERl (Charlie) -213,000 ............ )-------4


MER2 (1igger) -68,000 2-3 kb 80 bp-3 kbothers -60,000 

(includ1ng marine , etc .) 


Human LTR transposons 
LTR transposons include autonomous and nonautonomous retrovirus-like ele
ments that are flanked by long terminal repeats (LTRs) containing necessary 
transcriptional regulatory elements. Endogenous recroviral sequences contain gag 
and pol genes, which encode a protease, reverse transcriptase, RNAse H, and 
integrase. They are thus able to transpose independently. There are three major 
classes of human endogenous retroviral sequence (HERV), with a cumulative 
copy number ofabout 240,000, accounting for a total of about 4.6% of the human 
genome (see Figure 9.20). 

Very many HERVs are defective, and transposition has been extremely rare 
during the last several million years. However, the very small HERV- K group 
shows conservation of intact retroviral genes, and some members of the HERV
KlO subfamily have undergone transposition comparatively recently during evo
lution. Nonautonomous retrovirus-like elements lack the pol gene and often also 
the gag gene (the internal sequence having been lost by homologous recombina 
tion between the flanking LTRs) . The MaLR family of such elements accounts for 
almost 4% or so of the genome. 

Human DNA transposon fossils 
DNA trans po sons have terminal inverted repeats and encode a transposase that 
regulates transposition. They account for close to 3% ofthe human genome and 
can be grouped into different classes Lbat can be subdivided into many families 
with independent origins (see the Repbase database of repeat sequences at 
http://www.girinst.org/repbase/ index.html). There are two major human fami
lies, MERI and MER2, plus a variety ofIess frequent families (see Figure 9.20). 

Virtually all the resident human DNA transposon sequences are no longer 
active; they are Lberefore transposon fossils. DNA transposons tend to have short 
lifespans wiLbin a species, unlike some of Lbe other transposable elements such 
as UNEs. However, quite a few functional human genes seem to have originated 
from DNA transposons, notably genes encoding the RAGI and RAG2 recombi
nases and the major centromere-binding protein CENPB. 

Afew human LlNE- l elements are active transposons and enable 
the transposition of other types of DNA sequence 
LINEs (lon g interspersed nuclear elements) have been very successful trans
posons. They have a comparatively long evolutionary history, occurring in oLber 
mammals, including mice. As autonomous transposons, they can make all the 
products needed for retrotransposition, including the essential reverse tran 
scriptase. Human LINEs consist of three distantly related famili es: LINE-I, 
LlNE-2, and LINE-3, collectively comprising about 20% of the genome (see Figure 
9.20). They are located primarily in euchromatic regions and are located prefer
entially in the dark AT-rich G bands (Giemsa-positive) of metaphase chromo
somes. 

Figure 9.l0 Mammalian transposon 
families. Only a sma ll proportion of 
members of any of the illustrated transposen 
families may be capable of transposing; 
many have lost such a capacity after 
acquiring inactivating mutations, and many 
are short truncated copies. Subclasses of 
the four main families are listed, along with 
sizes in base pairs. ORF, open reading frame. 

[Adapted from International Human Genome 
Sequencing Consortium (2001) Nature 409, 
860-921. With permission from Macmillan 
Publishers Ltd.] 

http://www.girinst.org/repbase/index.html
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Of the three human LINE families, LINE-I (or Ll) is tile oruy family that con
tinues to have actively transposing members. LINE-I is the most important 
human transposable element and accounts for a higher fraction of genomic DNA 
(17%) man any orher class of sequence in me genome. 

Full-length LINE-I elements are more man 6 kb long and encode two pro
teins: an RNA-binding protein and a protein with both endonuclease and reverse 
transcriptase activities (Figure 9.21A). Unusually, an internal promoter is located 
within the 5' untranslated region. Full-length copies mere fore bring with them 
meir own promoter mat can be used after integration in a permissive region of 
me genome. After translation, the LINE-I RNA assembles with its own encoded 
proteins and moves to the nucleus. 

To integrate into genomic DNA, me LINE- I endonuclease cuts a DNA duplex 
on one strand, leaving a free 3' OH group that serves as a primer for reverse tran
scription from the 3' end of the LINE RNA. The endonuclease's preferred cleavage 
site is TTTTJ,A; hence the preference for integrating into AT· rich regions. AT-rich 
DNA is comparatively gene-poor, and so because LINEs tend to integrate into 
AT-rich DNA they impose a lower mutational burden, making it easier for their 
host to accommodate them. During integration, the reverse transcr iption oft.en 
fails to proceed to me 5' end, resruting in truncated, nonfunctional insertions. 
Accordingly, most LINE-derived repeats are short, with an average size of900 bp 
for all LINE·] copies, and oruy about] in 100 copies are full length. 

The LI NE· 1 machinery is responsible for most of the reverse transcription in 
tile genome, allowing retrotransposition of me nonautonomous SINEs and also 
of copies of mRNA, giving rise to processed pseudogenes and retrogenes. Of the 
6000 Or so fuIl·length LINE- l sequences, about 80-100 are still capable of trans
posing, and mey occasionally cause disease by disru pting gene function after 
insertion into an important conserved sequence. 

Alu repeats are the m05t numerous human DNA elements and 
originated as copies of 7SL RNA 

SINEs (short interspersed nuclear elements) are retrotransposons about 
100-400 bp in lengdl. They have been very successful in colonizing mammalian 
genomes, resulting in various interspersed DNA families, so me with extremely 
high copy numbers. Unlike LINEs, SINEs do not encode any proteins and they 
cannot transpose independently. However, SINEs and LINEs share sequences at 
their 3' end, and SINEs have been shown to be mobilized by neighboring LI NEs. 
By parasitizing on the LINE element transposition machinery, SINEs can attain 
very high copy numbers. 

The human AJu family is the most prominent SINE family in terms of copy 
number, and is the most abundant sequence in the human genome, occurring on 
average more than once every 3 kb. The full-length AJu repeat is about 280 bp 
long and consists of two tandem repeats, each about 120 bp in length fOllowed by 
a short An/Tn sequence. The tandem repeats are asymmetric; one contains an 
internal 32 bp sequence that is lacking in the other (Figure 9.21B). Monomers, 

(AI LlNE'l repeat element 

ORFl ORF2 3' UTR 

, A ~(;~ I 

! ! 

hi 
, 40 endonuclease reverse 

transcriptase 

(8) Alu repeat element 

left monomer right monomer 

AAAAAA' 
TTTTTT· ~ I II I ~:> 

A 8 L..J >
32 bp 

Figure 9.11 The human LlNE~' and Alu 
repeat elements. (A) The 6.1 kb UNE·' 
element has two open reading frames: ORF1, 
a 1 kb open reading frame, encodes p40, 
an RNA-binding protein that has a nucleic 
acid chaperone activity; the 4 kb ORF2 
specifies a protein with both endonuclease 
and reverse transcriptase activities. A 
bidirectional internal promOter lies within 
the 5' untranslated region (UTR). At the 
other end, there is an AnfTn sequence, often 
described as the 3' poly(A) tail (pA). The 
UNE-l endonuclease cuts one strand of a 
DNA duplex, preferably w ithin the sequence 
nnJ.A, and the reverse transeri ptase uses 
the released 3' -OH end to prime eDNA 
symhesis. New insertion sites are flanked 
by a small target si te duplication of 

2-20 bp (flanking black arrowheads). 
(B) An Alu dimer. The two monomers have 
similar sequences that terminate in an 
Anrrn sequence but differ in size because of 
the insertion of a 32 bp element within the 
larger repeat. Alu monomers also exist in 
the human genome, as do variOuS truncated 
copies of both monomers and dimers. 
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containing only one of the two tandem repeats, and various truncated versions 
of dimers and monomers are also common, giving a genomewide average of 
230 bp. 

Whereas SINEs such as the MIR (mammalian-wide interspersed repeat) fami
lies are found in a wide range of mammals, the A1u family is of comparatively 
recent evolutionary origin and is found only in primates. However, A1u sub
families of different evolutionary ages can be identified. In the past 5 million or 
so years since the divergence of humans and African apes, only about 5000 cop
ies oftheAlu repeat have undergone transposition; the most mobileAlu sequences 
are members of the Yand S subfamilies. 

Like other mammalian SINEs, A1u repeats originated from cDNA copies of 
small RNAs transcribed by RNA polymerase III. Genes transcribed by RNA 
polymerase III often have internal promoters, and so cDNA copies of transcripts 
carry with them their own promoter sequences. Both the Alu repeat and, inde
pendently, the mouse Bl repeat originated from cDNA copies of 7SL RNA, the 
short RNA that is a component of the Signal recognition particle, using a retro
transposition mechanism like that shown in Figure 9.12. Other SINEs, such as the 
mouse B2 repeat, are retrotransposed copies of tRNA sequences. 

Alu repeats have a relatively high GC content and, although dispersed mainly 
throughout the euchromatic regions of the genome, are preferentially located in 
the GC- rich and gene-rich R chromosome bands, in striking contrastto the pref
erentiallocation of LINEs in AT-rich DNA. However, when located within genes 
they are, like LINE- 1 elements, confined to introns and the un translated regions. 
Despite the tendency to be located in GC-rich DNA, newly transposing A1u 
repeats show a preference for AT-rich DNA, but progressively older A1u repeats 
show a progressively stronger bias toward GC-rich DNA. 

The bias in the overall distribution of A1u repeats toward GC-rich and, accord
ingly, gene-rich regions must result from strong selection pressure. It suggests 
that A1u repeats are not just genome parasites but are making a useful contribu
tion to cells containing them. Some Alu sequences are known to be actively tran
scribed and may have been recruited to a useful function. The BCYRNl gene, 
which encodes the BC200 neural cytoplasmic RNA, arose from an A1u monomer 
and is one of the few A1u sequences that are transcriptionally active under nor
mal circumstances. In addition, the A1u repeat has recently been shown to act as 
a trans-acting transcriptional repressor during the cellular heat shock response. 

CONCLUSION 
In this chapter, we have looked at the architecture of the human genome. Each 
human cell contains many copies of a small, circular mitochondrial genome and 
just one copy of the much larger nuclear genome. Whereas the mitochondrial 
genome bears some similarities to the compact genomes of prokaryotes, the 
human nuclear genome is much more complex in its organization, wi th only 
l.l% of the genome encoding proteins and 95% comprising nonconserved, and 
often highly repetitive, DNA sequences. 

Sequencing of the human genome has revealed that, contrary to expectation, 
there are comparatively few protein -coding genes-about 20,000- 21 ,000 accord
ing to the most recent estimates. These genes vary widely in size and internal 
organization, wi th the coding exons often separated by large introns, which often 
contain highly repetitive DNA sequences. The distribution of genes across the 
genome is uneven, with some functionally and structmally related genes found 
in clusters, suggesting thatthey arose by duplication of individual genes or larger 
segments of DNA. Pseudo genes can be formed when a gene is duplicated and 
then one of the pair accumulates deleterious mutations, preventing its expres
sion. Other pseudo genes arise when an RNA transcript is reverse transcribed and 
the cDNA is re-inserted into the genome. 

The biggest surprise of the post-genome era is the number and variety of non
protein-coding RNAs transcribed from the human genome. At least 85% of the 
euchromatic genome is now known to be transcribed . The familiar ncRNAs 
known to have a role in protein synthesis have been joined by others that have 
roles in gene regulation, including several prolific classes oftiny regulatory RNAs 
and thousands of different long ncRNAs. Our traditional view of the genome is 
being radically revised. 



294 Chapter 9: Organization of the Human Genome 

In Chapter 10 we describe how the human genome compares with other 
genomes, and how evolution has shaped it. Aspects of human gene expression 
are elaborated in Chapter II. Within Chapter 13 we also consider human genome 
variation . 
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Model Organisms, 
Comparative Genomics, 
and Evolution 

KEY CONCEPTS 

• 	 Mod el organisms have long been used for understanding facets of basic biology and for 
applied research, with important roles in modeling disease and helping evaluate potential 
therapies. Genome sequences for many model organisms are now available. 

• 	 Sequences from different genomes can be aligned. Comparing genome sequences provides 
genomewide information on the relatedness of DNA sequences and inferred protein 
sequences, and gives an insight into the processes shaping genome organization and 
genome evolution. 

• 	 Many functionally important sequences are subject to purifying (negative) selection 
whereby harmful mutations are selectively eliminated; these sequences are said to show 
evolutionary constraint and seem to be strongly conserved. 

• 	 Some mutations in functionally important sequences are subject to positive selection 
because they are beneficial. Such sequences underlie adap tive evolution. 

• 	 Neutral mutations, which are neither harmful nor beneficial, can become fixed in the 
population through random genetic drift. 

• 	 Evolutionary novelty often arises through duplicated genes; after duplication, genes can 
diverge in sequence and ultimately in function. 

• 	 Genes that originated by duplication of a gene within a single genome are known as 
paralogs; orthologs are homologous genes in different species that descended from the 
same gene in a common ancestor. 

• 	 One Or both members of a duplicated gene pair can acquire a new function. Changes in 
gene function can be due to mutations in the cis-regulatory elements that regulate the 
gene's expression. 

• 	 Comparative genomics has contributed to the assessment of evolutionary relationships 
between organisms (phylogenetics). 

Morphological evolution is largely driven by mutations in cis-regulatory elements rather 
than differences in protein sequences. 

• 	 Fragments from transpos able elements can be co-opted to make new functionally 
important sequences (exaptation); they can give rise to newexons (exonization) or to new 
cis-regulatory elements. 

• 	 Closely related species such as humans and chimpanzees have almost identical gene 
repertoires, but there are important differences between them in copy number of some 
gene families, in differential inactivation or modification of some orthologs, and in 
regulation of gene expression. 
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Now that we have the sequence of the human genome, biologists ultimately hope 
to get detailed answers to two big questions. First, at the molecular level, how 
does genome information program the normal functioning of cells and organ
isms? The corollary to this, of course, is: How does genome information become 
altered or misinterpreted to lead to hereditary diseases? Second, what makes 
individuals and species different? Getting detailed answers to these two funda
mental questions will take a long time. 

Obtaining genome sequences seemed to be an extremely arduous enterprise 
in the pre-genome era of the 1990s and early 2000s. In the post-genome era, as 
next-generation sequencing technologies become routine, we will soon be inun
dated with genome sequences from a vast array of organisms and from multiple 
individuals within species. With hindsight, we can now recognize that genome 
sequencing was the easy part, and just the beginning of a fascinating voyage of 
discovery. 

To start to answer the question of how our own genes operate, we need to 
identify all the genes and gene products, all the regulatory elements, and all the 
other functional elements. In Chapter 12, we look at how gene function and gene 
regulation are studied in cells and model organisms. Genome sequences also 
give us the opportunity to compare representative individuals within and between 
species. In Chapter 13, we consider variation between individual humans. In this 
chapter, we address va riation between species. We will consider how humans 
relate to other organisms in the tree of life and the forces that have shaped genome 
evolution. 

Sequence compatisons across whole genomes from different organisms are 
now the mainstay of a new discipline, comparative genomics, and they are begin
ning to provide powerful new insights into our relationship to other organisms. 
We have a major interest in a variety of model organisms from both basic and 
applied research perspectives. 

10.1 MODEL ORGANISMS 
Our planet teems with countless organisms, bu t only a very few have been stud
ied in the laboratory. Certain species that are amenable to experimental investi
gation have been particularly well investigated. A major motivation has been to 
increase our basic knowledge of ceils and organisms as we seek to understand 
facets of biochemistry, ceil biology, genetics, development, physiology, and evo
lution . Often there is strong evolutionary conservation of gene function and so 
we can glean insights from model organisms that help us understand how human 
genes operate. 

In addition to helping us understand diverse aspects of basic biology, model 
organisms are extensively used in applied research-in agriculture, in industry, 
and also in medicine, where they are used to model and understand disease and 
to test new systems of treating disease. 

The range of model organisms is large, extending from microbes to primates. 
Inevitably, if a model organism is evolutionarily distant from us, the amount that 
we can infer about human biological processes is limited to the most highly con
served aspects of cell function and to fundamental cellular processes. 

Unicellular model organisms aid understanding of basic cell 
biology and microbial pathogens 
Although very distantly related to us in evolutionary terms, unicellular organisms 
are useful to study for a variety of scientific and medical reasons. Various microbes 
are particularly suited to genetic and biochemical analyses, and offer important 
advantages such as extremely rapid generation times and easy large-scale cul
ture. Species studied include representatives of the two prokaryotic kingdoms, 
bacteria and archaea, plus yeasts (unicellular fungi), protozoa (unicellular ani
mals), and unicellular algae. 

A variety of normally nonpathogenic bacteria have been long-standing and 
popular model organisms, notably Escherichia coli (Box 10.1 ). Different bacteria 
have also been studied because of their economic importance (for example, 
many are used in the preparation of fermented foods, in waste processing, 
in biological pest control, and in the manufacture ofantibiotics and other chemi
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BOX 10,1 CHARACTERISTICS OF PRINCIPAL UNICELLULAR MODEL ORGANISMS 

I ", , Escherichia coli is a rod -shaped Chlamydomonas reinhordtii is 
--~-, , /,", 

" 
prokaryotic microbe that lives a unicellular green alga aboutl -r'\,. 
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(Courtesy of Yoshifumi Jigami, 
National Institute of Advanced 
Industrial Science and 
Technology.) 

(Courtesy of Nicholas Rhind. 
University of Massachusetts 
Medical School.) 

in the gut of humans (and other 
vertebrates) in a symbiotic 
relationship (they synthesize 
vitamin Kand B·complex vitamins, 

which their hosts gratefullY 
absorb). Through intensive studies 
over decades we have built up 
more knowledge of E. (01/ than 
of any other type of celt, and 
most of our understanding of 
the fundamental mechan isms of 
life. including DNA replicatfon, 
DNA transcription, and protein 
synthesis, has come from studies 
of thiSorganism. 

Saccharomyces cerevisiae is a 
yeast that reproduces asexually 
by budding and has long 
been important in baking and 
brewing. Partly because of a high 
frequency of nonhomologous 
recombination, it has been very 
amenable to genetic analyses. 
It has been used as a model to 
dissect various aspects of cell 
biology. including cell cycle 
control. protein trafficking, and 
transcriptional regulation. 

Schirosaccharomyces pombe 
is ayeast that divides asexually 
by fission and has been well 
studied, primarily as a model of 
cell cycle control. In some aspects 
of chromosome structure and 
RNA processing it more closely 
resembles higher eukaryotes 
than the distantly related yeast 
S. cerevisiae. 
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(Courtesy of Grimson MJ & 
Blanton RL. TexasTech University.) 

(From Robinson R(2006) PLoS 
8io/4: e304 (doi:l 0.1371/journa1. 
pbio.OO40l04).] 

10)lm in diameter. It has one 
large chloroplast and mUltiple 
mitochondria, and uses two 
anterior flagella for propulsion and 
mating. It is amenable to genetic 
analyses, and many mutants have 
been characterized; it has provided 
a useful model for understand ing 
how eukaryotic flagella and basal 
bodies function. Cilia and flagella 
both orig inale from basal bodies, 
so Chlamydomonas has been 
valuable in helping identify and 
study genes involved in human 
ciliary disease. 

Dictyostelium discoideum is 
a social ameba. Itscells can 
grow independently, but when 
challenged by adverse conditions 
such as starvation they can interact 
to form multicellular structures, 
like the slugs and fruiting bodies 
illustrated here.This organism 
is ideally suited for studies of 
cytokinesis, motility. phagocytosis. 
chemotaxiS, signal transduction, 
and aspeds of development such 
as cell sorting. pattern formation, 
and cel l-type determination. Many 
of these cellular behaviors and 
biochemical mechanisms are either 
absent or less accessible in other 
model organisms. 

Tetrahymena thermophila isa 
ciliated protozoan and a well 
established model for cellular and 
developmental biology, especially 
cell motility, developmentally 
programmed DNA rearrangements, 
regulated secretion. phagocytosis. 
and telomere maintenance and 
function. Like other ciliates. 
Tetrahymena has a striking 
variety of highly complex and 
specialized cell structures. It 
possesseshundreds of cilia 
and complicated microtubule 
structures and so is a good 
model with which to investigate 
the diversity and function of 
microtubule organizations. It Is 
unusual in that two structurally 
and functionally differentiated 
types of nucleus coexist in the ceil: 
a diploid micronucleus with five 
pairs of <hromosomes serves as 
the germ line, and a large somatic 
macronucleus is actively expressed 
during vegetative multiplication 
but none of its DNA is transmitted 
to the sexual progeny. 
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cals). Other unicellular organisms have been studied because they are patho
gens, notably diverse bacterial species. 

Archaea are not known to be associated with disease, and the major interest 
in studying them is to know more about how they evolved to be so different. They 
were initially found in unusual, often extreme environments, such as at very high 
temperatures, in waters of extreme pH or salinity, or in oxygen-deficient muds of 
marshes. They are now known to inhabit more familiar envi ronments such as in 
soils and lakes and have been found thriving inside the digestive tracts of cows, 
termites, and marine life, where they produce methane. The metabolic and 
energy conversion systems of archaea resemble those of bacteria but the systems 
used to handle and process genetic information (DNA replication, transcription, 
and translation) are more closely aligned to those of eukaryotes. 

To model eukaryotic cell functions, most reliance has been placed on yeasts 
because they are easy to culture and genetically very amenable, and because cer
tain key molecules are known to have been strongly conserved in eukaryotes, 
from yeasts to mammals. Yeasts are common on plant leaves and flowers, in soil, 
and in salt water, and are also found on the skin surface and in the intestinal 
tracts of warm-blooded animals, where they may live symbiotically or as para
sites. They typically replicate asexually by budding rather than by binary fission: 
the cytoplasm and dividing nucleus from the parent cell are ini tially a continuum 
with the bud, or daughter yeast, before a new cell wall is deposited to separate the 
two. Usually, yeasts are not associated with disease, but some Candida species 
can cause co mmon health problems, including candidiasis (thrush). 

Two genetically amenable yeasts, Saccharomyces cereuisiae and 
Schizosaccharomyces pombe, have been particularly well studied (see Box 10.l ). 
Genetic SCreens have provided a host of valuable mutants that have been partic
ularly valuable in understanding aspects of the cell cycle and DNA repair that are 
very relevant to our understanding of human cells and cancer and birth defects. 

Various protozoan models are studied, including amebae, flagellates, and cili
ates that move using, respectively, pseudopodia, flagella, and cilia. They are of 
interest to biomedical researchers as models of various facets of cell and develop
mental biOlogy. Many are also parasites associated with disease, acting as hosts 
for pathogenic bacteria that cause diseases such as legionnaire's disease, salmo
nellosis, and tuberculosis, or they may cause disease directly as in some trypano
somes and malaria- causing Plasmodium species. As models of cell and develop
mental biology, most interest has been focused on the ameba Dictyostelium 
discoideum and the ciliate Tetrahymena thermophila. 

Algae are plant-like organisms that exist in unicellular and multicellular 
forms. The most relevant uniceUular model is Chlamydomonas (see Box lO.l). 

With the advent of massively parallel DNA sequencing (see Chapter 8, p. 220) , 
unicellular genome sequencing is now routine. As a result, it is now possible to 
conduct a comprehensive investigation of the human microbia me, the collective 
term for the microorganisms that live and interact inside and on humans (resid
ing mostly on the skin and in the digestive tract, and outnumbering human cells 
by a factor of!O or so). As an extension to the Human Genome Project, an inter
national effort oflinked projects called the Human Microbiome Project has been 
set up to sequence diverse genomes within the human microbiome. 

There is also the expectation that synthetic model organisms will be created in 
the near future. The first cellular genome to be completely synthesized-that of 
Mycoplasma genitalium-was reported in early 2008. The 0.53 Mb synthetic 
genome was assembled by a variety of genetic engineering procedures, but ulti
mately derived from approximately 10,000 synthetic oligonucleotides about 50 
nucleotides in length. TWs achievement came one year after another important 
breakthrough: the first successful case of cellular genome transplantation. One 
species, Mycoplasma capricolum, was changed into another, Mycoplasma 
mycoides, by removing the host cluomosome from M. capricolu.m and replacing 
it with an equivalent chromosome isolated from M. mycoides. 

Together with the ability to mutate genes, the above breakthroughS herald the 
start of a new era of synthetic biology that will lead to the production of artificial 
life. Synthetic unicellular organisms llold great promise for biomedical research 
and the possibility of developing novel solutions to environmental problems, 
such as the production of green biofuels and breaking down toxic waste. However, 
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even with inbuilt protection systems, there are important safety issues and the 
threat ofbioterrorism on a large scale. 

Some invertebrate models offer cheap high-throughput genetic 
screening, and can sometimes model disease 

To understand complex cell-cell interactions we need to study multicellular 
organisms. Metazoan (multicellular animal) models include various inverte
brates and vertebrates. Invertebrate models are often easy and inexpensive to 
maintain, and can offer very large numbers of offspring and rapid generation 
times. These characteristics make them ideally suited to high-throughput genetic 
screening. 

Invertebrates, however, are evolutionarily distant to humans, and thus may 
not have a counterpart of some human genes. They also lack some organs and 
functional adaptation found in vertebrates, such as a cenual nervous system, an 
adaptive immune system, and skeletal muscle. They are thus less suited to mod
eling disease. Nevertheless, many human diseases are caused by mutations in 
very highly conserved genes, and invertebrates have often been used to model 
disease processes and understand gene function at the cellular level. 

The roundworm Caenorhabditis elegans and the fruit fly Drosophila melano 
gaster are the two most widely studied invertebrates, and they are particularly 
amenable to experimentation and high-throughput genetic screening. They have 
been studied largely as developmental and behavioral models. Because many 
human genes have homologs in D. melanogaster andlor C. elegans, these models 
have provided valuable insights into how human genes function. They have been 
useful in modeling cellular aspects of various human disorders, and they have 
also been used more recently as in vivo systems for high-throughput drug 
screening. 

Roundworms (as opposed to flatworms and segmented worms) outnumber 
all other complex creatures on the planet and are found almost everywhere in the 
temperate world, flourishing in soil. C. elegans is a free-living fDlm but others are 
symbiotic or parasitic. They devour crops and infect a billion humans, spreading 
diseases including river blindness and elephantiasis. 

In a quest to understand a simple metazoan, Sydney Brenner initiated the 
study of C. e/egans in the 1970s. Like other nematodes, it possesses very simple 
digestive, nervous, excretory, and reproductive systems but lacks a discrete circu
latOlY or respiratory system. Its small size and short life cycle make it easy to cul
ture in the laboratory, and its transparent body facilitates the study of cell lineage 
and its nervous system. These and other features make it a useful model organ
ism (Box 10.2). 

Although considerably more complex than a nematode, the fruit fly D. mela
nogaster also has a short life cycle and is panicularly amenable to sophisticated 
genetic analyses (see Box 10.2). Studies over many decades have generated and 
systematically analyzed a large number of mutants, including many develop
mental mutants. As a result, we know more about how the fruit fly develops than 
for any other multicellular organism. It is also a principal model for studying 
behavior and neuroscience. 

A variety of other invertebrate animal models are also being studied to under
stand aspects of evolution and invenebrate development, or to understand dis
ease, either because they are human parasites or because they transmit patho
genic protozoan parasites or viruses (Table 10. 1). 

Various fish, frog, and bird models offer accessible routes to the 
study of vertebrate development 

Mammalian development is not easy to analyze. First, egg cells are very small and 
difficul t to manipulate. Second, developing embryos implant into the uterine 
epithelium; development then proceeds inside the mother, making it difficult to 
a.ccess material for study. Fish, frogs, and birds produce eggs that can be large 
and easy to manipulate, and the subsequent development proceeds externally to 
the mother. For these reasons, various non-mammalian vertebrate models are 
routinely studied to illuminate our understanding of vertebrate development. 
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BOX 10.2 CHARACTERISTICS OF THE TWO PRINCIPAL INVERTEBRATE ANIMAL MODELS 

Caenorhabditis e/egans is a roundworm 1 mm long. It ca n be 
cultured easily in the laboratory, on agar plates (feeding on bacteria) 
or in liquid culture, and is very amenable to genetic anal yses. The 
predominant sex is hermaphrodite (XX), a modified female. By 
producing both sperm and eggs it can self-fertilize, resulting in 
increased homozygosity. Rarely, a male (XO) form develops through 
occasional loss o f one of the two hermaphrodite Xchromosomes, and 
hermaphrodites will mate preferentially with males when available. 
Several areas of study take advantage of the unique featu res of 
C. elegons: 

(Courtesy of Bob Goldstein 
under the Creative 
Commons Attribution 
ShareAlike 3.0 license.) 

Lineage studies. C e/egans is transparent throughout its life cycle, 
and so every cell can be seen and followed during development. 
As a resu lt, it is the on ly multicellular organism for which we know 
all the cells-there are precisely 959 somatic cells in the adult 
hermaphrodite and 1031 in the adult male-and the exact lineage 
of every cell. 
Nervous system. The transparency of C e/egans has allowed the 
observation of the connections between th e cells (neurons) that 
comprise its nervous system. By the 19805, a complete wiring 
diagram of th e C. e/egons nervous system was established, 
identifying all 302 neu ro ns and all the interneural connections. 
There are significant similarities to vertebrate nervous systems. 
For example, the neurotransmitters are largely the same as in 
venebrates, and C. elegans also possesses genes for most of the 
known molecular components of vertebrate brains. 
Apoptosis. Apoptosis forms a key part of C. e/egans development 
1090 cells develop initially in the hermaphrodite, but 131 cells are 
programmed to die. Genes involved in apoptosis are ohen highly 
conserved. 
Aging. Because C. elegans develops from one cell into the fully 
grown form within 3 days and survives for only 2 weeks, the aging 
process is read ily studied. 
Gene expression and functional studies. The transparency of 
C. elegans allows protein expression patterns to be followed by 
linking the green fluorescent prolein gene to any C elegans gene 
or cDNA. Transient inactivation of expression can be achieved for 
specific genes by RNA interference (RNAI), and various large-scale 
RNAi screens have been performed to understand gene function. 

The fru it fly Drosophila melanogaster has been studied extensively for 
decades, during which a va st amount of information has been built 
up about gene function. Some of the major features and approaches 
that have assisted genetic mapping and functional analyses are listed 
below. 

(Courtesy of Andre 
Karwath under the Creative 
Commons Attribution 
ShareAlike 2.5 license.) 

Polytene chromosomes. Present in the salivary gland ce lls in the 
larval stages, these interphase chromosomes arise through 
repeated DNA replication without separation into daughter 
nuclei. Eventually, 1024 copies of a normally single DNA duplex 
are arranged side by side, Hke drinking straws in a box. As a result, 
these exceptional in terphase ch romosomes are visible under the 
light microscope, and so chromosome breakpoints and hybridized 
DNA clones can be mapped on chromosomes at high resolution_ 

[From Beckingham KM, 
Armstrong JO, Texada MJ 
et at (2005) Gravitational 
Space8iol. 18, 17-29. 
With permission from 
the American Society for 
Gravitational and Space 
Biology.] 

Spatially and temporally restricted expression oftransgenes 
is possible with the GAL4-UAS system of conditional gene 
expression. Large-scale mutagenesis screens are possible. In many 
cases, loss of function does not result in a mutant phenotype, 
but transgene misexpression often gives clues to gene function 
by producing dominant/dominant-negative phenotypes. One
generation screens fo r suppressors/ enhancers of dominant 
mutant phenotypes can identify interacting genes. The yeast 
Flp-FRT recombinase system (described in Chapter 20) can be 
used to induce mitotic clones and so form homozygous patches, 
permitting the observation of phenotypes of lethal recessive 
mutations at late stages of development. Mitotic recombination 
can also be used In a one-generation screen to score mutant 
phenotypes in clones and recover lethal mutations that affect late 
development. 
The Pelement. This Drosophifa transposable element permits 
several types of experimental manipulation, including 
mutagenesis and transgenesis. Unequal recombination between 
adjacent P-element inserts can also produce precise deletions. 

Two types of small freshwater fish have been popular developmental models: 
the zebrafish, which originated in India, and more recently the medalea (Japanese 
killifish- Box 10.3). In addition, the genomes of puffer fish are remarkably free of 
repetitive DNA. and two such species-Takijugu rubripes and Tetraodon nigro· 
uiridis-have been useful in aiding the discovery of genes and regulatory ele
ments by comparative genomics. 

Frogs of the genus Xenopus (African clawed frog) have been particularly 
important models for investigating both embryonic development and cell bioi· 
ogy. The name Xenopus means strange foo t and originates from the sharp claws 
on the toes of the large, strong, webbed hind feet. Xenopus has been an important 
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TABLE 10.1 PRINCIPAL REASONS FOR STUDYING MAJOR INVERTEBRATE MODEL ORGANISMS 

Organism class Principal models Major rea sons why studied 

Cnidarians Hydra models of regeneration in a diploblast (having two germ layers) 

Plana ria (flatworm s) Lineus ruber model of regeneration in a triploblast 

Molluscs Aplysia californica (sea-slug) model of cell behavior and development 

Nematodes nonparasitic Caenorhabditis e/egans model of development, behavior, and aging 

parasitic Wuchereria bancrofti (causes elephantiasis) to understand pathogenesis and for economic reasons (some 
Onchocerca volvulus (causes river blindness) nematodes attack (rops) 

Arthropods nonpathogenic Drosophila mefanogoster (fruit fly) model of development behavior, and neuroscience; also for 
gaining insights into gene function, modeling some human 
diseases at the cell ular level, and rapid drug screening 

Danaus pfexippus (monarch butterfly) to study the cell ular and molecular mechanisms underlying a 
sophisticated circadian clock 

Apis melliferQ (honeybee) model of learning, memory, and social behavior 

pathogenic Anopheles gambiae (tra nsmitsPlasmodium these mosquitoes can transmit a variety of different parasites 
(aleiporum, which causes malaria) and viruses 
Aedes aegypti (transmits yellow fever and 
Dengue fever viruses) 

Echinoderm s sea urchins, notably Strongylocentrotus models of development, and as basic deuterostomes 
purpurotus 

Ascidians Ciona intestina lis (sea squirt) (Figu re 10.7B) model of development, and as a primitive chordate 

Cephalochordates Amphioxm (Figu re 10.7A) model of development, and because evolutionarily closely 
related to vertebrates 

model for establishing the mechanisms for early fate decisions, patterning of the 
basic body plan. and organogenesis. There has also been seminal work on chro
mosome replication, chromatin and nuclear assembly. cell cycle components, 
cytoskeletal elements. and signaling pathways. 

Birds have amniotic membranes, and avian development closely resembles 
that of mammals. However. where as a mammalian embryo depends on the 
mother for its nutrition (with exchange occurring across the placenta). avian 
embryos do not have a placenta and so are self-developing systems. Because a 
bird embryo develops outside the body. it is accessible at all stages in develop
ment. The chick is a good model largely because its embryo is easily obtained 
(see Box 10.3). 

Mammalian models are disadvantaged by practical limitations 
and ethical concerns 

If the aim is to model some human characteristic, the most representative mod
els are ourselves, followed by other mammals. which are very closely related to us 
at the biochemical, developmental, and physiological levels. Almost all human 
genes have an easily identifiable counterpart in other mammals. Nonhuman pri
mates. and especially the great apes-chimpanzee, bonobo. gorilla, and orangu
tan-are the most closely related to us. and theoretically should be the best 
models. 

Mammalian models are, however. disadvantaged by various practical consid
erations. Accommodating and breeding mammals is expensive, especially when 
they are large. Mammalian generation times are often long and there are usually 
few offspring. making genetic studies difficult. Rodents. however, have relatively 
short generation times and large numbers of offspring and so are more suited to 
genetic studies. 

There are also ethical concerns. Some people are opposed to all animal exper
imentation. For those who feel that it is justified, there is often an understandable 
reluctance to accept the need for experimen tation on our closest evolutionary 
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BOX 10.3 CHARACTERISTICS OF PRINCIPAL MODEL VERTEBRATES 

The zebrafish (Danio rerio) 

~- - has a sh ort generation 

-~- time, and large numbers 
...r -

of eggs are produced at 
each mating. Fertilization is 
external, so that all aspe<:ts o( 

development are accessible; the embryo Is transparent, facilitating 
the identification of developmenta l mutants. The high conservation 
of genes that are important in vertebrate development means that 
human developmental control genes normally have easi ly identifiable 
orthologs in zebrafish. Large-scale mutagenesis screens have 
produced many valuable developmenta l mutants, and some of 
these have been used to model human disorders. Antisense 
technology and/or protein-based translation blocking are also widely 
used to inactiva te specific genes. 

The medaka (Oryzias /aripes) 
is a distant relative of the 
zebrafi.sh (the two most likely 
separated from a common 
ancestor more than 
11 0 million years ago) and is 
also well suited to genetic and 
embryological analyses, with 

(Courtesy of Seataro under the a short generation time 
Creative Commons Attribution (2-3 months). inbred strains, 
ShareAlike 3.0 license.) genetic maps, transgenesis. 

enhancer t rapping, and 
availability of stem cells. 

Xenopus is a genus of African 
clawed frogs of which two 
species- K/aevis (pictured 
on the left) and the much 
smaller X. tropicalis (right)
have been wide ly used in 
studying development. 
All developmenta l stages 
are accessible, and the 
comparatively large size of 

[From Amaya E, Offield MF & Xenopus eggs and embryos 
Grainger RM (1998) Trends Genet. facilitates micromanipulation, 
14,253- 255. With permission from including microinjections 
Elsevier.] (of mRNA, antibodies, and 

antisense oligonucleotides), 
ce ll grafting, and labeling experiments. Each cel l of an amphibian 
embryo contains its own yolk supply, and so the ce ll s are well able to 
cope with being transplanted and to continue to differentiate in an 
explant (where they can be incubated with selected protein factors) 
or as an individual cell in simple salt so lu tions. Powerful methods fo r 
generating transgenic embryos were developed in the mid-1990s. 
X.laevis has a longish generation time of 1-2 yea rs, and can be 
induced to produce 300- 1 000 large (1.0-1.3 mm) eggs at a time. 
X. tfopicaJis has a comparatively short generat ion time (less than 
5 months) and can be induced to produce 1000-3000 eggs at a time. 
0.6-0.7 mm in size. Because of a recent genome duplication. X.laevis 
has a pseudotetraploid genome and is not suited to genetic analyses. 
X. cropica/is has a diplOid genome, however, and is increaSing ly being 
used as a model. 

The chick (Gallus gallus) 
embryo is easily obta ined 
and also has the advantage of 
being very large and relatively 
translucent, making delicate 
microsurgical manipulations 
easy. it thus offers an excellent 
system in which molecular 
studies can be combined with 
classical embryology. Popu lar 
experimental manipulations 
of chick embryos include 
surgical manipulations and 
tissue grafting, retrovirus
mediated gene transfer, 
electroporation of developing 

2.0 Generic license.) embryos. and embryo culture. 
Rapid advances are being 
made in chicken transgenics, 

embryonic stem (ES) cell technology, and cryopreservation of sperm, 
blastod isc cells, primordial germ celJs. and ES cells. 

The mouse (Mus musculus) 

is particularly well suited 
to genetic studies and is an 
extensively used model of 
mammalian development. 
Its small size and short 
generation time have allowed 
large-scale mutagenesis 
programs and extensive 

«(ourtesy of Rana under the genetic crosses. and various 

Creative Commons Attribution features aid in mapping 
ShareAJike 2.0 France.) genes and phenotypes. The 

ability [ 0 construct mice with 
predetermined genetic modifications to the germ line (by transgenic 
technology and gene targeting in embryonic stem cells) has been a 
powerful tool in studying gene function and in creating models of 
human disease, as will be detai led in Chapter 20. 

The rat, being considerab ly 
larger than the mouse, has for 
many years been the mammal 
of choice for physiological, 
neurological, pharmacological, 
and biochemical analyses. 
Rat models have helped 
advance medical research 
in cardiovascular diseases 

(hypertension), psych iatric disorders (stud ies of behavioral 
intervention and addiction), neural regeneration. diabetes, surgery. 
t ransplantation. autoimmune disorders (rheumatoid arthritis), 
cancer, wound and bone healing, and space motion sickness. In 
drug development, the rat is routinely employed to demonstrate 
therapeutic efficacy and assess the toxicity of drug compounds in 
advance of human clinical trials. Genetic analysis in laboratory rats, 
however, is much less advanced than in mice. partly because of 
the relatively high cost of rat breed ing programs and because until 
recently it has been much more difficult to modify the rat germ line by 

gene targeting. 

cousins. Livestock animals, such as sheep and pig~, have some useful applica
tions, but rodents are by a long way the most studied mammalian models, partly 
because of their greater amenability to genetic studies and partly because of 
financial and ethical considerations. Of these, the mouse is the premier model for 
a variety of reasons, although an increasing number of studies involve rat models 

http:zebrafi.sh
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(see Box 10.3). We consider mouse and rat models, largely in the context of genetic 
models of disease, in Chapter 20. 

Rodents are not good models for understanding some human systems, nota
bly how our brain functions. Nonhuman primates resemble humans in physiol
ogy, cognitive capabilities, detailed brain organization, social complexity, repro
duction, and development, and have been particularly important in neuroscience 
research. Being large and normally living in complex social groups, great apes are 
expensive to maintain and their use in animal experimentation has been conten
tious. As a result, most primate studies have been conducted on smaller primates 
with shorter generation times, notably the rhesus macaque and marmoset (Table 
10.2). 

Humans are the ultimate model organism and will probably be a 
principal one some time soon 
Although animal models can provide valuable clues to how human systems work, 
they inevitably have limitations. Such is the pace of change, too, that the incre
mental gain in knowledge of some microbial models might soon reach a plateau. 
Stanley Fields and MarkJohnston, for example, estimate that we will know essen
tial ly all that is worth knowing about S. cerevisiae somewhere around the years 
2025-2035. 

As the value of studying some of the more simple model organisms declines, 
humans are set to become much more thoroughly investigated. Human pheno
types are already the most intensively studied on the planet-a continuous and 
global screen of abnormal function and disease is maintained by individuals, 
families, and health professionals. As we move further into the age of personal 
genome sequencing, the number of individual human genome sequences will 
rapidly escalate-some predictions suggest that by 2020 personal genome 
sequencing will be so routine that most individuals in many regions of the planet 
will have had their genomes decoded. 

TABLE 10.2 PRINCIPAL REASONS FOR STUDYING MAJOR MA~MALIAN MODEL ORGANISMS 	 ~ 

Organism 	 Major reasons why studied 

NON-PRIMATE MODELS 

Cat 	 interactions between host gene and infectious pathogens, notably involving feline immunodefiCiency virus; as a model of 
genetic disease, and testing treatment regimens; model of reproductive physiology, endocrinology, and behavior 

Cow, sheep, pig 	 as models of human endocrinology and physiology; host-pathogen interactions in relation to food safety. Transgenic 
sheep have also been used to produce valued human proteins in their milk 

Dog 	 as a model of genetic diseases (a long history of selective breeding means that many types of dog are prone to genetic 
diseases such as cancer, heart disease, deafness, blindness, and autoimmune disorders); an important model for the 
genetics of behavior, and used extensively in pharmaceutical research 

Mouse 	 principal model for understanding gene function and mammalian development, and for modeling human disease and 
testing treatment regimens; as detailed in Chapter 20, sophisticated genetic tools and large numbers of mutants have 
long been available 

Rat 	 large size compared with mouse makes it more suited to physiological, neurological, pharmacological, and biochemical 
analyses. Has provided useful models for various complex human disorders, but genetics not as well developed as mouse 
genetics; routinely used in testing drug toxicity and therapeutic efficiency 

NONHUMAN PRIMATE MODELS 

Chimpanzee 	 fOT evolutionary reasons, being the species most closely related to humans; to identify the basis of its resistance to 
developing Plasmodium falciporum-induced malaria and its comparative resistance to the HIV progression to AIDS 

Marmoset 	 used in studying brain function, drug sensitivity, immunity, and autoimmune disease. Also used for studying cognitive and 
behavioral disorders 

Rhesus macaque 	 the most widely used primate model. The preferred model for vaccine development. Important model in neuroanatomy 
and neurophysiology, and beneT SUi ted than marmosets for studying higher brain function 

A series of white paper discussion documents on individual model organisms and proposed genome projects can be accessed after dicking 
on individual genome sequencing projects listed on the US National Human Genome Research Institute's list of approved sequencing targets 
(http:.!lwww.genome.gov/ lOOO2154). 

http:.!lwww.genome.gov/lOOO2154
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Healthcare systems perform many different types of test on individual humans 
throughout the world, but the documentation of the resulting phenotype data is 
currently haphazard. Increasing use of computerized records and electronic net
works will mean easier access to and integration of human phenotype analyses. 
Eventually, we will be able to comprehensively correlate genome data with 
detailed personal phenotypes and lifestyle information. When this happens, we 
will have arrived at a stage when animal models of human disease begin to 
become marginalized. However, various animal models will continue to be 
important for understanding diverse aspects of our biology such as development 
and brain function, and for reasons of food safety, animal disease, and so on. 

, 0.2 COMPARATIVE GENOMICS 
Obtaining a complete genome sequence is a starting point for compiling a cata
log of genes and fun ctionally important sequences for that organism. When the 
first metazoan genome sequences were obtained, the gene catalogs included 
many previously studied genes as well as large numbers of novel genes that were 
predicted by bioinformatic analyses and required experimental validation. 
However, to begin to understand how a genome functions and the forces that 
have shaped its evolution, comparative studies are needed. Genome sequences 
need to be compared with each other so that we can gain insights into how both 
genomes and genes evolved and to assess the functional significance of genome 
components. 

As part of the Human Genome Project, the genomes of four model organ 
isms-E. coli, S. cerevisiae, D. melanogaster, and the mouse-were prioritized for 
sequencing. The models were included to assist with the interpretation of the 
human genome sequence as much as to use them as pilots to test developing 
technologies or to drive research on model organisms. It soon became clear that 
to extract the most information for each model organism it was desirable to 
sequence many different genomes from groups of closely related species as well 
as distantly related genomes. As genome-sequencing technologies evolved and 
allowed ever greater sequencing capacities, large-scale genome sequencing came 
to be performed for many different types of prokaryotes, yeasts, Drosophila spe
cies, vertebrates, and mammals. 

The resulting flood of genome data spurred on the development of new 
approaches for comparing genome sequences. Comparative genomics involves 
a comprehensive systematic comparison of genome sequences. It begins with 
powerful computer programs that identify homologous regions within the 
genomes under comparison. Sets of homologous sequences are then grouped 
with their sequences aligned at the base-pair level in an attempt to define whole 
genome sequence alignments. 

An important rationale for comparative genomics has been tl,at identifying 
highly conserved sequences should help us find all the functionally important 
sequences. The other side of the coin is that identifying very rapidly evolving 
sequences might be expected to help us understand why species differ and what 
makes us unique. We are so closely related to the great apes that by any objective 
measure we should be classified in the sarne genus as them. And yet we have 
many distinguishing characteristics, notably our exceptional cognitive abilities. 
As we will see below, the expectations turned out to be more complicated than 
initially foreseen. 

Evolutionary constraint and the preservation of function by 
purifying selection 
In addition to identifying novel, functionally important genome sequences, com
parative genomics can validate previously predicted genes. In the absence of 
experimental validation, confidence in a predicted gene sequence is greatly 
increased if sequence comparisons show that homologs witll clearly related 
sequences are also evident in other species. As a corollary, the absence of related 
homologs in other species suggests that the gene prediction may be wrong. 

If a sequence performs some essenti al or important function, that function is 
maintained by purifying (negative) selection in which alleles containing delete
rious changes at functionally important nucleotides are selected against (Bo~ 
10,4). As a result, genetic diversity is reduced in the population. Sequences thaI
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BOX 10.4 PRINCIPAL MECHANISMS THAT AFFECT THE POPULATION FREQUENCY OF ALLELES 

Individuals within a population differ from each other, mostly as 

a result of inherited genetic variation. Several factors affect the 
frequency of any mutant allele in a population. 

Natural selection 
Natural selection is the process whereby some of the inherited genetic 

variation will resu lt in differences between individua ls in their capacity 
to engage in reproduction (affected by parameters such as mortality, 

health, and mating success) and to produce healthy offspring 
(d ifferences in fertility, fecundity, and viability of the offspringl. The 
fitness of an organism is a measure of the individual's ability to survive 
and to reproduce successfully. In the simplest models, the fitness of an 
individual is determined solely by its genetic makeup, w ith each locus 

contributing independently. As a result, one can also ta lk about the 

fitness of a genotype. 
Many mutations that occur in functionally important sequences 

decrease the fitness of the individuals that carry them (the mutat ion 
could remove or change a functionally important amino acid or 

nucleotide, or alter splicing, or cause premature term ination of an 

encoded protein). Carriers of the mutation w ill be reprod uctively less 

successful and so, to conserve functionally important sequences, 

harmful mutations are selected against and removed from the 

population. Th is type of selection is known as purifying selection (also 
called negative selection), and mutations are said to be evolutionarily 

constrained.Purifying se lection results in a decrease in genetic 
diversity as the population stabilizes on a particu lar trait value, an 

effect known as stabilizing selection. 
Very rarely, a new mutation confers a selective advantage and 

increases the fitness of i ts carrier. Such a mutation will be subjected 

to positive selection (also called Darwinian selection or advantageous 
selection), which would be expected to foster itsspread through a 

population. A reSUlting change in phenotype can be described as 
adaptive evolution. Mutations that do not confer any advantage or 

harm to their carriers are described as neutral muratiom. 

If a locus has two alleles with different fitnesses, the fitness 

of the heterozygote may be intermediate between the two types 

of homozygote. The mode of selection in this case isco-dominant 
and the selection will be directional, resulting in an increase in 

the advantageous allele. In some cases, however, a new mutation 
may be advantageous in heterozygotes but not in homozygotes 

(heterozygote advantage). This situation, in which the heterozygote 

has a higher fitness than both the mutant homozygote and the normal 
homozygote, is a form of balanCing selecrion known as averdominant 
selection (see the example of cystic fibrosis in Box 3.7). 

Random genetic drrrt 
Changes in allele frequency can occur simply by chance, a process 

known as random geneticdr;ft. Even if all the indiv iduals in a 

population had exactly the same fitness so that natural selection could 
not operate, allele frequen cies would nevertheless change because 

of random sampling of gametes. Such sampling occurs because, 

through chOice or circumstances, not all individuals in a population 

will reproduce, and so only a small proportion of the available gametes 

in any generation is ever passed on to the next generation. Even if 
every single individual were to contribute two gametes to the next 

generation, sampling would still occur because heterozygotes can 

produce two types of gamete bearing different alleles but the two 

gametes passed to the next generation may, by chance, carry the 
same allele. 

Random genetic drift has little effect in large popu lations. Even 
though the gametes that are transmitted are a small fraction of the 

total gametes in the population, they are a statistically representative 
sample. However, when population sizes are smail (e.g. as a result of 

geographical isolation), the number of gametes that are transmitted 
to the next generation w ill be proportionately smaller, and random 

genetic drift can cause considerable changes in allele frequencies 
(Figure 1). tn the absence of new mutations and factors such as 

selection that affect allele frequency, alleles subject to random 

genetic drift will eventually become fixed (the point at which the allele 

frequency in the population is 0% or 100%). 

Interlocus sequence exchange 

Frequent sequence exchanges can occur between highly homologous 
gene loci that encode essentially identical products. For example, 

human S.8S rRNA, 18S rRNA, and 28S rRNAare encoded by multiple 

tandemly repeated transcription units (see Figure 1.22) that show 

very high levels of sequence identity. Mechanisms such as unequal 
crossover and gene conversion cause sequence exchanges between 

the different repeats, resulting in sequencehomogenizarion (one 
sequence is replaced by another, so that one type of repeat can 

increase in freq uency). As a result of frequent sequence exchanges, 

the multiple gene loci effectively behave as alleles. The frequency 

of a specific gene repeat (allele) can be determined in part by the 
frequency with which it engages In sequence exchange 
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Flgu.re 1 Random sampling of gametes in small populations can 
lead to considerable changes in allele frequencies. [Adapted from 

Bodmer WF and Cava li i-Sforza LL (1976) Genetics, Evolution And Man. 
With permission from WH Freeman & Company.) 

are subject to purifying selection seem to be highly conserved between species 
when compared with sequences in which no selection of this kind is operating. 
Comparison of three or more aligned sequences will reveal regions that show 
sequence conservation probably as a result of purifying selection rather than just 
by chance (which can occur if just two sequences are aligned). Because regions in 
which purifying selection is operating do not tolerate many mutational changes, 
the sequences are said to be evolutionarily col1strail1ed (figure 10.1). 
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(A) 	 Flga.lt.l0.1 Purifying selection results 
in evolutionarily constrained sequences. 

speciesA ATG eTG GAG A CT GG I>. TGG ATe M LETG WI 
species B ATG eTG GP_ .~ ACC GGG TGG A TT -----+ MLETGtlI (A) In a protein-coding gene, the pattern of 
speciesC ATG CTC GA C ACT AGA TGG ATA MLDTRWI mutation is constrained because of the need 

to conserve functionally important amino 
acids. Base triplets that will specify codons 
at the RN A level are marked by the boxes; 

(6) 	 yellow shading Indica tes the predominant 
base at each posi ti on. Mutations at the third species A GTTGGC - CCAACTGAC GUCGG G c 

species B GTCGGG-CCTTCCGGT , . . . . C base position of codons are less likely to 
UG GCC U U species C GTT GCCA CC A TGTAAC 	 alter the encoded amino acid and so are 

more tolerated. The encoded he pta peptide C;;Yl!o:,;~ C ~' C 
sequence (shown on the right) seems 

CA.AUG U A C 
well conserved, but the fifth amino acid 

(e) 	 position seems to be less constrained and 
may be less critical for the function of the

species A ATGAP.TATT --- TTGGCCAT 
protein (because of the nonconservative G species B A TTA--ATCATCTTGACCAT 

species C ATTct-. 'rt-. t-.AATATT --CC AT to R substitution). (8) In this hypothetical 
RN A gene, the shaded sequences base-
pair at the RNA leve l. forming a stem-loop

By comparing genome sequences, highly conserved functionally important structure, as shown on the right (note that 
sequences can be identified that are not readily apparent from analyzing nucle G can base-pai r with U as well as with C in 

otide sequences in just one organism. Comparative genomics is particularly double-stranded RNA). Bases in the loops 

helpful in identifying functionally important noncoding DNA sequences, includ are less well conserved, but base pairing 
within the 5 bp stem region is conserveding regulatory elements, which are very short and extremely difficult to identify 
and is maintained by compensatory double when a single genomic sequence is analyzed. 
substitutions (as seen in the first base 
positions of the stem, immediately adjacent Rapidly evolving sequences and positive selection 
to the loop). (C) The sequence of the short 

During evolution, new functions can be acquired as a result of positive selection 	 elements (highlighted) that form cis-acting 
regulatory sequences are conserved but(sometimes called Darwinian selection), whereby new mutations that benefit an 
their positions va ry in the aligned sequencesorganism in some way are selectively retained. Positive selection is most readily 
from different species.identified in coding DNA as rapidly evolving codons within a background of evo

lutionarily constrained sequence. The standard way to do this involves calculat
ing the relative frequencies of non-synonymous and synonymous substitutions
see .80" 10.5. Signatures of positive selection may also be found in RNA genes 
(Figure 10.2). 

A variety of computer programs allow automated genome 
sequence alignments 

Underpinning comparative genomics is the need to perform extensive genome 
sequence comparisons. Basic sequence alignment tools such as the standard 
BLAST programs rely on simple queries; using them to compare large genome 

BOX 10.5 ASSAYING THE EVOlUTION OF CODING SEQUENCES BY USING K,IK, RATIOS 

Coding sequences are, by defini tion, functionally important and so that is silent. However, for immune system genes that co-evolve with 
they are subject to selection pressure. Most cod ing sequences are genes of invading microorgan isms in a battle to recognize and kill the 
subject to purifying selection to conserve functionally important invaders, the KalKs ratio may be much greater than 1.0, which is very 

amino acid sequences, and they seem to evolve slowly. However, strong evidence that positive selection is involved. 

some coding sequences are subje<t to positive selection and Working out a KaIK .. ratio overa full -length coding sequence 


diverge rapidly in sequence in a way that is beneficial to the can be misleading because one part of a protein may be subject 


organism. They include many immune system prote ins that need to purifying selection while another domain is subject to positive 


to be able to adapt quickly to be able to recognize rapidly evolving selection. Modern methods can use multiple alignments of 


microbial antigens, many proteins involved in reproductive processes, or tho logous sequences from several species within a phylogeny to 


and many others. work out a KalKs ratio for each codon. 

The standard way of assessing whether a seq uence is subject to Various potential pitfalls may affect the accuracy of the 

positive or purifying selection is to calculate the ratio of the number calculations. One assumption-that synonymous substitutions are 
of non-synonymous (amino acid-changing) substitutions per non neutral substitutions- may not always be true. For example, the silent 
synonymous site (~ or dN) to the number of synonymous (silent) site may be part of a regulatory sequence within an exon, such as 
substitutions per synonymous site (Ksor ds). This ratio is variously an exonic splice enhancer. Also, if the compared sequences are from 
known as the KJKs ratio or the dNlds ratio, or 00. When comparing distantly related organisms, multi ple consecutive substitutions may 
orthologs from different species, the overall KaiKs ratio is often very have taken place at a specific site but go unnoticed. 
much tess than 1.0 because a subs t itution that changes an amino For a Web-based server for calculating KalKs ratios, see Selecton 
acid is much tess likely to be different between two species than one (http://selecton.tau.acj ll). 

http://selecton.tau.acjll
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sequences, such as those of vertebrates, is remarkably inefficient. A significant 
difficulty is the extent of large-scale genome rearrangements (involving regions 
larger than 50 kb) that have occurred during evolution. 

For the comparison oflarge genome sequences, more powerful programs are 
needed. For a collection of extant (currently existing) genomes, the challenge is 
to find the minimum set of subsequence groups so that inside each group the 
sequences to be compared are both homologous and collinear (Fig,,", 10.3). This 
collinearity reconstruction problem seeks answers to two basic questions. First, 
which segments of extant genomes arose from the genome of a common ances
tor? Second, what was the likely evolutionary path of events that generated the 
different segments? Various computer programs have been developed to recon
struct collinearity for use in large-scale alignment rrable 10.3). 

Once collinear relationships between homologous genomic regions have 
been established, computer programs take the unalign ed sequences and deter
mine which bases in each sequence are orthologous. Multiple alignment of very 
large sequences consumes huge computing power and inevitably the programs 
use heuristic methods; that is, they apply workable solutions that are not formally 
correct so as to reduce computational time. Nevertheless, by 2007, megabase 
chunks of the human genome sequence could be aligned with sequences from 27 
other vertebrates (see the TBAIMULTIZ program entry in Table 10.3). Additional 
programs are used to inspect the aligned sequence to identify sequences that are 
evolutionarily constrained, suggesting a conserved function . 

Comparative genomics helps validate predicted genes and 
Identifies novel genes 
When the sequences of metazoan genomes were first reported, large numbers of 
novel genes were predicted for which there was little or no supportive experi
mental evidence. Often gene prediction relied rather heavily on the identification 
of open reading frames (ORFs). However, apparent ORFs can occur by chance 
within noncoding DNA. Confidence that an ORF is functionally significant 
increases according to its length, but smaller ORFs are more ambiguous. Gene 
predictions can also be made by using ESTs (expressed sequence tags), but these 
could reflect occasional artifacts in making cDNA libraries. A more robust way to 
validate a predicted gene is by supportive data from clearly recognizable sequence 
counterparts in related species. 

(A) 
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Figure 10.l Sequence diversification by 
positive selection. (A) Positive selection 
within a coding sequence. In this example, 
[he fihh base triplet is envisaged to be 

a target of positive selection and varies 
in all three species shown, whereas the 

surrounding sequence is constrained 
by purifying selection. (8) Suggestive 

positive selection w ithin an RNA gene. The 
hypothetical sequences shown here have 

inverted repeats that permit base pairing 
to form hairpins with a 5 bp stem. The 

midd le nucleotides in the 5 bp stem are 
highly variable, but compensatory double 
substitutions at the DNA level maintain the 

stem. The middle nucleotides of the stem 

seem to be selected to be diversified within a 
highly conserved RNA structure. 

F1gure 10..3 Aligning whole genome 
sequences begins by reconstructing 
homologous collinearity relationships. 
(Al Homologous genomic sequences (shown 

by similar shading patterns) from three 
organisms are located in nonhomologous 

positions as a result of intrachromosomal 
rea rrangements since they diverged from 

a common ancestor (interchromosomal 

rearrangements are not shown for the 
sake of simplicity). (B) The homologous 

sequences need to be grouped into sets 

that are then arranged in a linear sequence 
so as to simplify subsequent whole genome 

alignments. [From Margulies EH & Birney 

E (2008) Nat. Rev. Genet. 9, 303-313. With 
permission fro m Macmi llan Publishers Ltd.) 
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TABLE 10.3 SOME COMPUTER PROGRAMS USED TO ALIGN COMPLEX GENOME SEQUENCES AND DETECT 
EVOLUTIONARILY CONSTRAINED SEQUENCES 

Task Prog ram Characteri stics URL/ reference 

Reconstructing MERCATOR uses on ly cod ing exons as initial anchoring poi nts http://www.biostat.wisc.ed u/-cdewey I merca torI 
homologou s 
colJi nearity GR IMM ana lyzes rearrangements in pa irs of genomes http://grimm.bioprojects.org/GRIMM/index.html 

MLAGAN multiple globa l alignment of genomic sequences Brudno et al. (2003) Genome Res. 13,72 1-73 1 

PECAN a consistency-based multiple-alignment program http://www.ebi.ac. u k/- bjpipeca n 

Multiple TBAiMULTIZ TBA is designed to be able to alig n ma ny Miller et al. (2007) Genome Res. 17, 1797-1808; the 
alignment megabase-sized regions of multiple mammal ian 28-way vertebrate alignment can be viewed with 

genomes; to perform the dynamic-programming the UCSC genome browser at http://genome.ucsc 
step. TBA runs a stand-alone program called .edu, downloaded in bulk by anonymous FTPfrom 
MULTIZ, which has been used to align much of the http://hgdownload.cse.ucsc.edu/goldenPath/hg18 
human genome sequence with the sequences of I multiz28way, or analyzed with the Galaxy server at 
27 other vertebrate genomes http:// g2. tr ac.bx.psu.edu 

Constraint PHASTCONS identifies evolutionarily conserved elements in a Siepel et aJ. (200S) Genome Res. 15. 1034- 1050; 
detection multiple alignment, given a phylogenetic tree http://compgen .bscb.comel I.ed u/-acs/pha st 

Cons-HOWTO.html 

SCONE gives a sequence conservation score after Asthana et at (2007) PLoS Comp. BioI. 3, 2559-2568 
estimating the rate at which each nucleotide is 
evolving. and then computes the probability of 
neutrality given the estimaled rat~ 

For further information on these and additional programs, see Margulies & Birney (2008) in Further Reading. 

Comparative genomics has been used to great advantage in re-annotating 
genomes. Early examples included genome sequencing of multiple different 
Saccharomyces and Drosophila species to help annotate the previously stucUed 
S. cerevisiae and D. melanogaste,. genomes. Many originally predicted genes in 
the latter two genomes were discounted when equivalent ORFs or similar codon 
substitution frequencies were not consistently found in orthologous sequences 
in the other Saccharomyces or Drosophila species (Figure 10.4). Comparative 
genomics also helps uncover novel genes by identifying sufficient sequence con· 
servation. For example. 1275 novel C. elegam genes were predicted only after 
comparison with the nematode C. briggsae. 

Comparative genomics has also been of great help in identifying novel genes 
that produce fu nctional noncoding RNA. Short RNA genes can easily be over
looked in bioinformatics analyses ofa single genome sequence. but comparative 
genome analyses can identify signatures of purifying selection in noncoding 
sequences as well as protein-coding DNA (see Figure 10.1), and so they can focus 
attention on functionally important noncoding DNA regions that have subse
quently been shown to be genes. Comparative genomics has also helped in the 
prediction of conserved small RNA genes, notably miRNA genes. 

Comparative genomics reveals a surprisingly large amount of 
functional noncoding DNA in mammals 

A driving force in sequencing the human genome was the desire to understand 
functionally important gene sequences. In particular, much of the focus has been 
on protein-cod ing DNA and on the noncocling RNA classes (such as rRNA, tRNA, 
and snRNA) known to be important in guiding the expression of genes that ulti
mately make polypeptides. More recently, various other classes of functional 
noncoding RNA have been identified, including various long noncoding RNA 
species and short RNAs such as miRNA and piRNA (see Table 9.9). In addition to 
RNA genes, cis· acting regulatory elements such as enhancers are an important 
class of functional noncoding DNA. 

We have known for some time that a very small fraction of the hwnan genome 
comprises protein· coding DNA- the most current estimates indicate 1.1%. 
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However, the amount devoted to functionally important noncoding DNA was 
quite unknown until the newly sequenced mouse genome was compared with 
the human genome. A1thoughhumans and mice diverged from a common ances
tor around 80-90 million years ago, about 40% of the sequence in the human 
genome could be aligned with the mouse genome at the nucleotide level. The 
aligned sequences included some with no obvious function, such as many trans
poson repeats that had last been active in the common ancestor to humans and 
mice and that had been expected to be free from any constraints on mutation 
(neutral mutation). 

When the extent of genomewide sequence conservation was compared with 
the neutral rate, about 5% of small segments (50-100 bp long) seemed to be sig
nificantly conserved (as a result of purifying selection). FoUow-up analyses by the 
ENCODE (Encyclopedia of DNA Elements) project arrived at similar conclusions: 
about 3.9% of the genome is functionaUy important noncoding DNA, signifi
cantly more than the 1.1% that is coding DNA. 

The above estimates of functionally important noncoding DNA may be on the 
low side. First, they assume that functionally important sequences are highly 
conserved; however, as we describe later in this chapter, some important 
sequences are evolving rapidly. Second, the figure is based on a neutral mutation 
reference that may be wrong. The relatively non-conserved 95% of our genome 
used to be considered junk DNA, because it seemed to lack any function. More 
recently, the pOSSibility that it may yet be important has gained greater recogni
tion, and it is sometimes even called the dark matter of our genome. 

The new respect for what is the predominant component of our genome is 
founded in part on a reappraisal of its transcriptional activity. Until recently, the 
great bulk of the euchromati c genome had been thought to be transcriptionally 

SC ~CTCTCCTACTTCAAA-AATGTATCAGAGTAGAACTGC-GGAAAGATCCAATATTTA 

SP ACGACTCTCCTACCACAAA~TGCGTCGGAAAAGAACTGctCGGCAAATCCAATGTTTG 

8M TTGATTTCACIAACCCAAAqACTGTATCAAAAAGGAAAAG~CAAACATAATGTTCA 

SB - - -- -------- --- - -G~CTTTTCAACAAACGTAGT~CTTGGTGCCGTCTTAA . .* • * * * .. 

se ACGCTTCT- TCTTCACTCGAAATATTTCTGTCAGTTTTAGAATCTGTTATATAT - CCCTT 

SP ACACTGCC-TCTGGACCTGAAATGTCCCCGTCTATTCCAGAAGCTCTTA!8&C~CCCTT 

8M ATATTTG~TCTGGTATrcACTTGGAT~CCTGTCTTGGAATCTCTTATATCT-~CTC 

S8 GATGTT-- - AAGCCAATCTAATTCTTCCGGTGTGTTTGGTCCTCGAGAATG~ATCG 
• * • • * * 

SC TAAAGGAAACTTGATACTTCTAGATTTTCATCTT - GTC- GATCTTCAAACAACGTGTTA

SP CAAAGGAAATTTCGTATATTCAT~TCTCATCTTVATC-AATGTTCAAACAGCGTGTT~ 

8M CAAAG~ATCTGATGTCACTA~TCTCATTTA~T~~TGAT~CAATGTATTCG 
S8 CATTGCTCAAAACAAAGTCCTATATTTGTACCTA~CTC-AATGGCAGGGCAACAAGTTGT 

* • • .. ..* * * • * * * * ... 

SC -----TCAGAGAAACAGCTCTATGAGAAATCAGCTGATG - TCAGTATTCTGTCAGTCACT 

SP CAGACACAGAGAAACAGCTTCATGAGAAGTCAGCCGGTG-TCAGTGCTCTGACATCCGCT 

8M CAGACAeCAGT!8aCAACAGCAAGATAAATTGAGGGACG-- --GTGCTCTACTGCCTGCT 

8B AAG_t.!CA~GCAGCAGTAGCGAAAGGAACCGCCTGA.AJ\fATAGTACTCGGTAATeTTCA... * • • ** ... * * 

se TCGTGAATTTACAT- TGACTGCTCTTTCGTGCAATTCATACTGTATTATTATAGTTGCAA 

sp CAGTGAACCCATG~TGACTGCTCTTTeGTGCAATTCAATCTGTA ---TTCTAGCCGCAA 

8M CAGATAACTCATCG -TGACTGCTCTTCTGTACGGTCCAACCTGTATTCTCTT~CTTAAA 

8B CATACTTCTTAC.'!:.-CAGCTGTTCTCTCGTGTGGGCCAATCTGTATCTGACTATCATCTA..
• *** *** ** ** ... ** • * 

sc CTAGATGGCAAAAAATT--GATAATGCCCTAAAAATGAeAGGCC~ 
CJ -startSP TTAAACGACAGAAAATTf~ATAATGCCCTAATGATGACAGGTTGATAA 

SM TTAGAAGACGGGAAGTT--GATAATGCCCTATTGACGACAGGGCATAAA c=J 'SIOP 

S8 CTAGCC ~TCAAAGAATT-- GATAATGCCCTAACGGCGACAGGCCACAA~ 'fA . In/del 

** * ••• ***** ...... **** ... ... **** • 
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Figure 10.4 Using comparative genomics 
to test the validity of a predicted gene. 
The s. cerevisiaeYDR l 02e sequence (SC) 
is aligned here with homologs from 
S. pa(adoxvs (SP), S. mikatae (SM), and 
S. bayanvs (59). YDR102C was originall y 
identified as an open reading frame (ORF) 
that was pred icted to encode a , 11 amino 
acid protein. Asterisks indicate nucleotide 
positions where there is identity in the four 
sequences. Trinucleotides underlined in red 
indicate potential premature termination 
codons. Not only is the start codon (green 
box) not conserved but the alignments 
require frequent insertions and deletions 
(arrows). Thus, the homologs in the other 
Saccharomyces species could not make a 
protein like the one that had been predicted 
for (he YDRI 02e ORF, raising doubts about 
whether (he YDR 1 02e sequence is really 
a coding sequence. [From supplementary 
information in Kellis M, Patterson N, Endrizzi 
Met al. (2003) NalVre 423, 241-254. With 
permission from Macmillan Publishers ltd.] 
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inert, but high-throughput sequence sampling now suggests that at least 85% of 
the human genome is transcribed. In addition, as we describe later in this chap
ter, highly repetitive retrotransposons can give rise to fun ctionally important 
sequences including enhancer sequences, exons, and even some genes. 

Comparative genomics has been particularly important in 
identifying regulatory sequences 
After all the intensive analyses of the human genome in recent years, one impor
tant area that is still poorly understood is how our genes are regulated. The bind
ing specificities of various transcription factors have been analyzed over many 
years. In each case these factors consist of very Sh011 DNA sequence elements. 

Because they are very short, novel elements of this type are extremely difficult 
to identify by bioinformatics analyses of a single genome. As a result, most previ 
ous investigations wo uld start by sca nning genomic sequences in the immediate 
vicinity of a gene of interest. Identifying distantly located regulatory elements 
was a challenge, and whole genome analyses were unthinkable at that time. 

Comparative genomics has dramatically changed the landscape. Regulatory 
sequences are often qulte strongly conserved. When genomes of related organ
isms are aligned, therefore, large numbers of conserved noncoding sequence ele
ments can be identified across whole genomes. Depending on the evolutionary 
distance, there is a trade-off between the sensitivity of detection and the specifi
city of detection. The number of conserved noncoding elements detected by 
comparing the relatively evolutionarily distant human and fish genomes is low
many genuine regulatory elements are not detected {Figure lO_5)-but the spe
cificity is very high and so vi rtually all of the sequences detected will be worth 
investigating. Fo r more closely related genomes, such as humans and mice, there 
is a much higher detection rate, but there is also a higher false positive rate. 

Cis-acting regulatory elements are made up of modules containing short 
sequence elements to which tran.s-acting factors bind. The functional short ele
ments are sometimes separated by very poorly constrained sequences (diffuse 
enhancers), making them very clifficult to detect by bioinformatics methods. In 
other cases, there may be very tight packing of binding sites for a range of differ
ent transcription factors, in which case sequence conservation is extended over 
long distances, making their detection easier. 

Inspection ofaligned genome sequences from humans, mice, and rats has led 
to the identification of more than 480 "ltracol1serued elemen.ts (UCEs) , sequences 
longer than 200 bp that show three-way 100% orthologous sequence identity 
over the three genomes. They are also highly conserved in other mammals and 
birds (the average human-dog and human-chicken sequence identities are, 
respectively, 99% and 95%). They are not, however, well conserved over large evo 
lutionary distances-a typical human UCE does not have recognizable inverte
brate homologs. Just over 20% ofUCEs overlap known protein-coding exons, but 
most are nonco ding. Often, they are located within introns or close to genes that 
are involved in regulating transcription and development, and in many cases 
they have been shown to function as enh ancers. 

A variety ofgenome browser lOols are available to access detail s of conserved 
noncoding sequences (Table 10,4). Figure to.6 shows an example in which by 
using the VISTA Genome Browser it is possible to identify highly conserved non
coding DNA sequences that in this case were clearly shown to be tissue
specific enhancers. 

Hgure 10.5 The sensitivity-specificity 
trade-off in detecting conserved 
noncoding elements by comparative 
genomics. (A) Many apparently conserved 
noncoding elements (CNEs) are identified by 
aligning the human and mouse genomes. 
Few functionally important CNEs are missed 
because of the high sensitivity, but many 
apparent CNEs may simply reflect the overall 
h igh human- mouse sequence similarity. 
The human and puffer fish (fugu) genome 
sequences are much more distantly related. 
Few CNEs will be identified, but the great 
majority are very likely to be functionally 
important. (B) Verteb rate conservation of 
12 kn own mouse cis- regulatory elements 
that are important in regulating the 
expression of genes in the heart. Most of the 
elements are minimally conserved beyond 
mammals and would have been missed by 
human- pufferfish comparisons. [Adapted 
from Visel A. Bristow J & Pennacchio LA 
(2007) Semin. CeJ/ Dev. Bioi. 18. 140-152. 
With permission from Elsevier.1 

http:elemen.ts
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TABLE 10.4 PRINCIPAL GENOME BROWSERS FOR IDENTIFYING CONSERVED NONCODING SEQUENCES IN VERTEBRATES 

Genome browser Conserved elements identified with Sequence alignment based on URL 

Dcode ECR Browser Pi P (percentage identity plot) BLASTZ http://ecrbrowser.dcode.org 

UCSC Genome Browser PHASTCONS MULTIZ (multiple. locala) http://genome.ucsc.edu 

VISTA Genome Browser PiP SlAGAN (pairwise, glocala) http://pipel lne.lbl.gov 

GUMBY MLAGAN (pairwise, glocal~) 

VISTA Enhancer Browser GUMBY MLAGAN (multiple, globala) http://enhancer.lbl.gov 

aln global alignment, one sequence string is transformed into the other; in local alignment, all locations of similari ty between the sequence 
strings under comparison are returned. Global alignments are less prone to demonstrating false homology because each letter of one sequence 
is constrained to being aligned with only one letter of the other. However, local alignments can cope with rearrangements between non-syntenic, 
orth ologous sequences by identifying Similar regions in sequences; this, however, comes at the expense of a higher false positive rate. Glocal 
alignment is a combination of global and local alignment that allows the user to create a map that transformsone sequence into another while 
allowing for arrangement events. 

10.3 GENE AND GENOME EVOLUTION 
Comparative genomics has been valuable in illuminating many aspects of 
genome evolution. In this section. we focus very largely on developments that 
have affected how vertebrate and especially mammalian genomes evolved. We 
also consider vertebrate lineages with respect to the lineages of the invertebrates 
that are evolutionarily most closely related to vertebrates.They are grouped along 
with vertebrates within the phylum Chordata (chordates). Other well-studied 
invertebrates such as Drosophila melanogaster and Caenorhabditis elegans are 
more distantly related to us. being members of different phyla. respectively 
Arthropoda and Nematoda. 

Chordates are all animals that go through an embryonic stage in which they 
possess a notochord. nerve cord, and gill slits. They comprise three major 
groups: 

Craniates (all animals with skulls. including vertebrates and also hagfish. 
which lack a backbone); 

• 	 Cephalochordates (also called lancelets. or amphioxus; exclusively marine 
animals that resemble small slender fishes but without eyes or a definite head 
or brain-Figure IO.7A); 

• 	 Urochordates (also called tunicates or ascidians; underwater saclike filter 
feeders such as the sea squirt. Ciona-Figure 10.7B). 
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Figure 10 .6 Using the VISTA Genome 
Browser to identify regions of highly 
<onserved non<oding DNA. (A) The 
query here was a 15 kb region of human 
chromosome 2 (chr2: , 74,688,000
174,703,000 in the hg18 reference sequence) 
that is located within the human OLA J 

gene (al so called PTD004). This region was 
selected to be compared with five other 
vertebrate genomes and the outputs 
for individual genome comparisons are 
shown in the horizontal t racks as graphs 
that display percentage identity from 
50% (bottom) to 100% (top). Tracks show 
comparison with individual genomes thus: 
1, dog; 2, mouse; 3, chicken; 4, frog (X. 
tropicalis); 5, Fugu (pufferfish). Pale blue 
signifies exons; pink signifies noncoding 
DNA. Two highly conserved OLA I coding 
exons are shown near the center of the 
graphs. Note that most of the noncoding 
DNA is poorly conserved, but two regions 
of highly conserved noncoding DNA can be 
identified, spanning the regions shown by 
lines with double arrowheads. (8) The VISTA 
Enhancer Browser stores experimental data 
for conserved noncoding DNA sequences 
identified as enhancers. The enhancer assay 
involves cloning the test DNA into a reporter 
vector with a lacZ gene driven by a minimal 
promoter.The construct is injected into 
a one-cell mouse embryo and after 11.5 
days of development the mouse embryo 
is analyzed to see where the lacZ gene is 
expressed (blue signal). Here, we see that 
the con served noncoding DNA regions 
identified in panel (A) are tissue-specific 
enhancers: enhancer 243 regulates limb bud 
expression (left image), w hereas enhancer 
244 regulates forebrain expression (right 
image). See Table 10.4 for Web addresses for 
the VISTA browsers. 

http:17.c.696.1k
http:174,694.1k
http:174,690.1k
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Gene complexity is increased by exon duplication and exon 
shuffling 

The discovery in the mid- to late 1970s that most eukaryotic genes are split by 
introns was a surprise. Such introns are knovm as spliceosomal introns because 
the splicing reaction requires dedicated spliceosomes, unlike autocatalytic (self
splicing) introns. The latter are found in both bacteria and eukaryotes, but their 
distribution is very restricted, being primarily found in rRNA and tRNA genes, 
and in a few protein-coding genes found in some types of mitochondria and 
chloroplasts. 

Spliceosomal introns are believed to have originated from a subclass of auto
catalytic introns known as group 11 introns that subsequently lost their capacity 
for self-splicing. They are thought to have arisen in eukaryotes and were probably 
inserted into genes at an early stage in eukaryote evolution, but there is evidence 
for some later integrations too. However, the great majority of introns pre-dated 
chordate evolution. Although humans and the primitive chordate, Amphioxus, 
diverged from a common ancestor approximately 550 million years ago, com
parison of the human and Amphioxus genomes reveals that 85% of the introns 
are conserved at precisely analogous locations. 

During the evolution of complex genomes, spliceosomal introns expanded in 
size by the insertion of different types of DNA sequence, notably repetitive DNA 
sequences originating by retrotransposition. As a result, exons came to be well 
separated in genomic DNA. Splitting functionally important sequences as exons 
in genomic DNA introns facilitated the copying of exons in evolutionarily advan
tageous ways, allowing duplication and new combinations of important 
sequences. 

Exon duplication 
Tandem duplication of exons is evident in about 10% of genes in humans, D. mel
anogaster, and C. e[egans, and is often responsible for generating repeated pro
tein domains (FIgure 10.8). Unequal crossover (or unequal sister chromatid 
exchange) can result in intragenic duplication so that a segment of genomic DNA 
spanning one or more exons is duplicated. 
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nbroneclin ~HI...+t-tHHHOtH[}H D KH-
coding potential fibronectin I nbronectin fibronectin Dno known 
for exons type I domain type II domain type III domain domain 

Figun:- '0.7 Amphioxus and tunicates 
represent two subphyla of chordates. 

(A) An example of an amphioxus (Iancelet), 

Branchiostoma lanceolata. (8) A tunicate, 

Ciona intestinalis. [(A) courtesy of Hans 

Hillewaert under the Creative Commons 

Attribution ShareAlike 2.5 License. 

(8) courtesy of Clement Lamy under the 

Creative Commons Attribution ShareAlike 
3.0 License.] 

Agun!! 10.8 Exon duplication. (A) The 

human LPA gene encodes apolipoprotein(a) 

and is implicated in coronary heart 

disease and stroke. There is extensive size 

polymorphism, and the N-terminus of the 
protein has a large but variable number 

of repeats of a 114 amino acid kringle IV 

domain. Each kringle repeat is encoded 
by a tandemly repeated pair of exons. The 
first nine kringle domains (spanning amino 
acids 17-1042) are shown here. They have 

identical amino acid sequences and are 

encoded by exons 2-19 of the LPA gene; 

grey arrows represent tandemly repeated 

exon pairs, starting with exons 2 and 3 (E2 

and E3) and ending in exons 18 and 19 (El 8 

and E19). The 18 alanines shown in bold 

red letters are encoded by codons that are 

each interrupted by introns, (8) Fibronectin, 

a large extracellular matrix protein, has 

multiple repeats of three different domains, 
In the fibronectin gene, the type I and II 

domains are encoded by individual exons 
(orange and purple boxes, respectively), but 

type III domains are encoded by a tandemly 

repeated pair of exons (blue boxes). 
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Exon duplication offers several types of advantage. It can result in extension 
of a structural domain, as occurs in collagens. For example, 41 exons of the 
eOLlAl gene encode the part of CLl(l) collagen that forms a triple helix. Each 
exon encodes essentially one to three copies of the 18 amino acid motif, which 
consists of six tandem repeats oftripeptides beginning with glycine, (Gly-X-YI6' 

Alternative splicing can produce different isoforms by selecting one exon 
sequence from a group ofduplicated exons that have diverged in sequence. Many 
human genes undergo this type of splicing, but the Drosophila Dscam gene pro
vides the most celebrated example. . 

Over evolutionarily long time-scales, intragenic repeats often diverge in 
sequence and acquire different, although related, functions. Sometimes exten
sive sequence divergence means that the repeated structure may not be obvious 
at the sequence level, as with the different immunoglobulin domains. 

Exon shuffling 
Protein domains are rarely restricted to one type of protein. For example, the 
protein-binding kringle domains ofJipoprotein(a) shown in Figure 10.8 are widely 
found in blood-clotting factors and fibrinolytic proteins, and the type II domains 
of fibronectin are found in many cell surface receptors and extracellular matrix 
proteins. Different exon shuffling mechanisms can give rise to spreading of pro
tein domains to different proteins. Non-allelic recombination is one possibility, 
but transposons are likely to have been important contributors. In particular, 
retrotransposons offer the possibility of a copy-and-paste mechanism such that 
domains are retained in the donor gene and copied into an acceptor gene (Figure 
10.91. 

Gene duplication can permit increased gene dosage but its major 
value is to permit functional complexity 
Human genes have been duplicated by various duplication mechanisms (see 
Chapter 9, p. 263). Gene families are a major general featu re ofmetazoan genomes, 
and one gene in a hundred is estimated to be duplicated and fixed in the popula
tion every million years. When a gene duplicates within a genome. the two result
ing gene copies are initially identical. In rare cases, the duplicated genes may be 
maintained to produce identical, or essentially identical, gene products because 
increased amounts of gene product are advantageous in some way. The large 
numbers of genes that make essentially identical copies of different ribosomal 
RNA and histone proteins come into this category. 

In response to an altered environment. other genes may undergo dupli cation 
to provide a selective advantage through increased gene dosage, as illustrated in 
the recent adaptation of human populations to starch diets. Starch is digested 
using the enzyme salivary amylase. The chimpanzee has a single sal ivary amylase 
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Flgunl0.9 bon shuffling between 
genes can be mediated by transposable 
elements. Exon shuffling can be performed 
with retrotransposons such as actively 
transposi ng members of the L1NE-1 (L 1) 
sequence family as shown here. LINE· ' 
elements have weak poly(A) signals, and so 
transcription often continues past such a 
Signal until another nearby poly{A) signal 
is reached (e.g. after exon 3 in gene A). The 
resulting RNA copy con tains a transcript 
not just of LlNE-' sequences but also of 
a downstream exon (in this case E3).The 
LINE·' reverse transcriptase machinery can 
Ihen act on the extended poly(A) sequence 
to produce a hybrid eDNA copy that contain s 
both LlNE-' and E3 sequences. Subsequent 
transpoSition into a new chromosomal 
location may lead to the insertion of exon 3 
into a different gene (gene B). 
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gene, but in humans a series of evolutionarily very recent tandem gene duplica
tions has produced multiple copies of such genes at the AMYl gene cluster at 
Ip21. AMYl copy number varies significantly between haplotypes, and AMYl 
copy number positively correlates with the expression of salivary amylase. Human 
populations that historically consume a high-starch diet have significantly more 
AMYl copies than populations that traditionally consume a low-starch diet; 
increased AMYl copy number seems to be an adaptive response to increased 
starch in the diet. 

Gene duplication to provide increased gene dosage is comparatively rare. 
More frequently, after gene duplication the sequences of the two genes diverge 
quite extensively. One of the duplicated gene copies may become a pseudogene 
(see Box 9.2). Alternatively, two divergent functional gene copies are retained. 
The divergent gene copies may acquire different properties and often they come 
to be expressed in different ways that are functionally advantageous. Gene dupli
cation is thus thought to be a major motor that drives increasing functional com
plexity. The two homologous gene copies are described as paralogs (as opposed 
to orthologs, which are present in different species; figure 10,10). 

Retrogenes offer an immediate possibility for functional divergence: because 
the gene copy is made at the cDNA level. it lacks the promoter and both neigh
boring and intronic regulatory elements of the parent gene (see Figure 9.12). 
Continued expression of a retrogene is therefore dependent on regulatory 
sequences in the neighborhood of its integration site that are usually rather dif
ferent from the sequences that regulate the parent gene. As a result, the parent 
gene and retrogene copy can be expressed in different ways, often in different cell 
types. Afrer being exposed to a different cellular (and molecular) environment, 
the retrogene can come to acquire different functions. 

Genes duplicated at the genomic DNA level can also acquire different func
tions (J'lgure 10_11). One possibility is that one of the duplicate genes acquires a 
distinctive new function (neo[unctionalization). Pure neofunctionalization is 
rare, however. Usually both genes undergo expression changes over evolutionary 
time. Sometimes the duplicated genes acquire complementary mutations in dif
ferent Cis-regulatory regions so that they diverge in expression while between 
them initially maintaining the expression domains of the ancestral gene_ As a 
result , different subsets of the functions of the ancestral gene can be partitioned 

(A) 

- ---+ 
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figure 10.10 Orthologs and paralogs. 
Homologs, genes that have significant 
sequence identity suggesting a close 
evolutionaryrelationship. can be one of 
two types. Paralogs are closely related 
genes present in a single genome as a result 
of gene duplication. Paralogsare often 
identical in sequence immediately after gene 
duplication. Orthologs are genes present 
in the genomes of different species that 
are dire< t/y related through descent from a 
common ancestor. 

Figure 10.11 Functional divergence of 
duplicated genes. (A) Neofuncrionalization. 
Here, one of the duplicated genes retains 
the function of the ancestral gene. The 
other paralog undergoes mutations (green 
arrow) that result in itshaving altered 
characteristics (green box, but could be in 
regulatory sequencesunlike as shown here), 
leading it to acquire a new function. 
(6) Subfunctionafization.The duplicated gene 
copies undergo complementary deleterious 
mutations, often at the level of regulatory 
elements. In this example, the ancestral 
gene is imagined to be regulated by two 
sets of upstream control elements (b lue and 
red symbols) so that it is express ed in two 
different cell types, or different tissue types, 
or at different developmental stages (blue 
and red arrows). Mutations (jagged arrows) 
inactivate one set of control elementsin 
one paralog and the other set in the second 
para log so that the express ion patterns 
and functions of the ancestral gene are 
partitioned between the two daughter 
genes. 
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between the duplicated daughter genes (subfunctionalization). As we describe 
below, studies of whole genome duplication indicate that many duplicated genes 
can be retained over long time-scales. 

The globin superfamily illustrates divergence in gene regulation 
and function after gene duplication 

Vertebrate globin genes originated by a series of gene duplications from an ances
tral globin gene, perhaps as much as 800 million years ago. At least some were 
tandem gene duplications, producing gene clusters on human chromosomes 11 
and 16 (Figure 10.12). Some of the duplications have been unproductive, giving 
rise to pseudogenes, but the overall value has been to enable globins to adapt to 
various cellular and tissue environments. 

The hemoglobins and myoglobin have long been known to transport both 0, 
and CO, in blood and muscle, respectively. Recently, myoglobin has also been 
shovm to have a crucial role as an intrinsic nitrite reductase that regulates 
responses to cellular hypoxia and reoxygenation, and other globins may have 
similar functions. Whereas hemoglobins work as tetramers with two identical 
polypeptide chains encoded by a member of the a-globin gene family and two 
other identical polypeptides encoded by a member of the ~-globin family, other 
glob ins work as monomers. Neuroglobin works in the nervous system, and cyto
globin is widely distributed in different tissue types, but their exact functions are 
unknown. 

By partitioning regulatory control sequences, subfunctionalization could 
have resulted in some globins being restricted to specialized tissues with the pos
sibility of acquiring modified functions, maybe even additional or divergent 
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Figurl! 1 D.12 Evolution of the vertebrate globin superfamily. Human globin genes are located on five chromosomes (bottom). 
Those reSUlting from evolutionarily ancient gene duplications have subsequently been separated by chromosomal rearrangements. 
The more recent duplications have resulted in gene clusters on chromosomes 11 and 16. Globins encoded within a gene cluster 
show a greater degree of sequence identity (64.1-99.3%) than globins on different chromosomes (e.g. 43.2% between a- and 
P-globin; sequence identities of the a- and P-globin genes to globins on the other chromosomes are significantly less than 30%). 
Some of the duplications have been recent: the HBA 7 and HBA2 genes encode identical a-globins, and the HBG1 and HBG2 genes 
encode y-globins that differ by a single amino acid. Other vertebrates show some differences. Sometimes there are copy number 
differences (for example, mice have a single a-globin and two P-globin genes, goats have a triplicated p-globin gene cluster, 
and many fish have two cytoglobin genes). In addition, there are qualitative differences, such as a globin gene that is expressed 

specifically in the eye of birds. MYA, million years ago. 
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functions in the case of neuroglobin. Fish have two cytoglobin genes that are 
expressed widely but have diverged in gene expression: the cygb-2 gene is 
expressed very strongly in neuronal tissues, unlike the cygb-l gene. 

The blood globins have subsequently undergone further specialization, but 
this time differences in gene regulation result in differences in developmental 
timing. Thus, in early development, r;-globin is expressed instead of e<-globin, 
which will take its place at later stages, and £-globin (embryonic period) and 
y-globins (fetal period) are used instead of ~-globin, which begins to be synthe
sized at three months' gestation and gradually accumulates as y-globin produc
tion declines. One rationale is that the glob ins used in hemoglobin during embry
onic and fetal periods are better suited to the more hypoxic environment at these 
stages. 

As we shall see later on in this chapter, different metazoan species can have 
very different copy numbers for a specific gene family and, in some cases, the dif
ferences can clearly be seen to be evolutionarily advantageous. 

Two or three major whole genome duplication events have 
occurred in vertebrate lineages since the split from tunicates 
Whole genome duplication (WGD) offers a powerful way of increasing genetic 
complexity. At a snoke, the number of genes is doubled. However, in most gene 
pairs, one of the genes is eventually lost from the genorue, so that WGD is fol
lowed by a period of dip/oidizatioll. Over time the net result is that the total gene 
content is only slightly increased in comparison with that before WGD. 
Nevertheless, many gene pairs are retained, often because of dosage constraints 
(for example, where gene products work as part of a protein complex in which 
precise ratios of the interacting proteins are important). Over lon g evolutionary 
lime-scales the retained duplicate genes can eventually diverge in functio n 
(Figure 10,13). 

Although a change in polyploidy could be expected to cause prob lems at mei
osis and th uS be dele terious and difficult to establish, WGD seems to have been 
prominent in various evolutionary lineages, especially plants. An evolutionarily 
recent WGD event can be detected by identifying an organism that has twice as 
many chromosomes as in closely related species. An ancient WGD event is more 
difficult to detect because during the ensuing period of diploidization there is not 
only massive gene loss but also major genome rearrangements (such as chromo
some inversions and translocations, which occur naturally over long periods). 

Plants are adept at asexual reproduction, and they have provided the most 
evidence for WGD (most plants belonging to the eudicot clade of angiosperms 
are descended from a hexaploid ancestor). WGD has also been well studied in 
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Figure 10.13 Paralogous genes 
originating from whole genome 
duplication followed by large-scale 
gene loss. This hypothetical genome has 
22 different genes; only one haploid set is 
shown but the genome is diploid. Whole 
genome duplication (WGD) results in a 
complete series of paralogs in identical 
order and, initially, a tet raploid genome. 
In most of the paralogous gene pairs, 
one gene acquires disabling mutations to 
become a pseudogene and is eventually 
lost, restoring diploidy. A subsequent round 
ofWGD followed by gene loss would result 
in paralogous sets of two, three, or very 
occasionally four gene copies. (Adapted from 
Dehal P& Boore JL (2006) PLoS Biof. 3, e314 
(doi:1 0.1371 /journal.pbio.00303 14).] 
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yeasts, in which genome comparisons have confirmed a WGD in the evolution
ary lineage leading to S. cerevisiae. The most convincing example of WGD has 
been documented in species of Paramecium, in which, as a result of recent WGD, 
more than 50% of the genes in the genome of P teu·aurelia are clearly seen to be 
duplicated. The Paramecium studies show that after WGD, gene loss does not 
occur initially on a massive scale but instead occurs over a very long time-scale, 
and that highly expressed genes and genes encoding proteins that function as 
part of complexes are more likely to be retained after WGD. 

Within vertebrates, polyploidy is comparatively common in amphibians and 
reptiles, and some bony fish are polyploid. Constitutional polyploidy in mam
mals is expected to be extremely rare, however, because of gene dosage difficul
ties arising from the X-Y sex chromosome system. 

Comparative genomics has defined time points for some of the major WGD 
events. For most land-dwelling vertebrates, the most recent WGD occurred early 
in chordate evolution after the split of the lineage giving rise to tunicates such as 
Ciona from the vertebrate lineage, when there seems to have been two rounds of 
genome duplication. A major WGD event also occurred in the lineage leading to 
teleost fishes (the bony fi shes, including zebrafish, pufferfish, and medaka), sub
sequent to divergence from mammals (Figure 10,14). 

Major chromosome rearrangements have occurred during 
mammalian genome evolution 

Large-scale chromosome rearrangements have been frequent during mamma
lian genome evolution. Sometimes chromosome evolution can be seen to be 
uncoupled from phenotype evolution. A classic example is provided by the 
Chinese and Indian species of muntjac, a type of small deer. The two species are 
so closely related that they can mate and give birth, although the offspring are 
not viable. The Chinese muntjac has 46 chromosomes, but as a result of various 
chromosome fusion events, the Indian muntjac has far fewer, but much larger, 
chromosomes (Figure 10.15). 
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Figure 10.14 Major whole genome 
duplication events arising in vertebrate 
lineages. The evolutionary lineages leading 
to most of the current vertebrates have 
undergone two major whole genome 
duplication (WGO) events that took place 
after the split from tunicates some time 
within the approximate interval of 525-875 
million years ago. In addition, a major WGD 
event occurred about 340-350 million years 
ago in the lineage leading to bony fishes. 

Figur. 10.15 The Ct1inese and 
Indian muntjacs are very closely 
related phenotypically but have very 
different karyotypes. (A) The Chinese 
muntjac (Muntiacus reevesi) has 2n = 46 
chromosomes. (B) Because of a series of 
chromosome fusions, the Indian muntjac 
(Muntiacus muntjak) has twO pairs of 
very large autosomes plus two large X 
chromosomes in females (2n = 6) or, as 
shown here, an X chromosome and two 
different Y chromosomes in males 
(2n = 7). lKaryotype images adapted from 
Austin CR &Short RV (1976) The Evolution 
Of Reproduction. Wi[h permission from 
Cambridge University Press.) 
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mouse 

1 2 3456 7 89 1011 13 14 15 16 17 18 19 x 

human 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 X 

This example ofkaryotype divergence in closely related muntjacs is an extraor
dinary one, but various types of chromosome rearrangement occur regularly 
during mammalian evolution_Inversions seem to be particularly frequent; trans
locations somewhat less so. Centromeres (which are composed of rapidly evolv
ing DNA sequences) can also change positions. During evolution, new centrom
eres periodically form in euchromatin. Although the underlying mechanisms are 
poorly understood, studies of such constitutional neocentromeres in humans 
suggest that they tend to form at certain chromosomal hotspots and that chro
mosome rearrangements can induce neocentromere formation. 

Comparison of mammalian chromosome sets shows that, in general, conser
vation of gene order (synteny) is limited to small chromosome segments. Human
mouse comparisons show that conservation of synteny extends to somewhat less 
than 10 Mb on average. Genes on one human or mouse chromosome usually 
have orthologs on various different chromosomes in the other species, but the X 
chromosome is a notable exception (FIgure 10_16). 

Large-scale conservation of synteny on mammalian X chromosomes is a 
result of the X-chromosome inactivation that evolved to ensure an effective 2:1 
gene dosage ratio for aUlOsomal:X-linked genes. Even in the X chromosome. 
however. there have been numerous inversions, scrambling gene order betvveen 
humans and mice. Analysis of the lengths and numbers of conserved synteny 
segments on the auto somes fits with a process of random chromosome 
breakage. 

When human chromosomes are compared with those of our nearest living 
relatives. the great apes, there are very strong similarities in chromosome band
ing patterns. The most frequent rearrangements have been inversions, but some 
translocations have also occurred; however, the most obvious difference is that 
the haploid chromosome number is 24 in great apes as opposed to 23 in humans. 
After the human lineage diverged from those of the great apes, two chromosomes 
fus ed to give human chromosome 2. 

In heteromorphic sex chromosomes, the smaller chromosome is 
limited to one sex and is mostly non-recombining with few genes 

Different sex-determining systems have evolved in vertebrates. For some fish 
and reptiles. environmental factors-notably, the temperature at which an egg is 
incubated-are the primary determinants of the sex of the developing organism_ 
However, genetic sex determination is prevalent in mammals, birds, and amphib
ians, and also occurs in some fish, reptiles, and inverte brates (Table 10_5). 

Genetic sex determination involves the development of an unmatched pair of 
chromosomes.]n some cases ofgenetic sex determination, the sex chromosomes 
seem. like autosomal homologs, to be virtually identical at the cytological level 

Figure 10.16 Human-mouse conservation 
of synteny is generally limited to small 
chromosome segments. Segments and 
blocks larger than 300 kb with conserved 
synteny in humans are superimposed 
on the 20 mouse chromosomes. Each 
color corresponds to a particular human 
chromosome. The 342 segments are 
separated from each other by (hin white 
lines within the 217 blocks of consistent 
color. Human Xchromosome segments are 
all found on the mouse X chromosome as 
sing le, reciprocal syntenic blocks. Human 
chromosome 20 corresponds entirely to 
a portion of mouse chromosome 2 and 
human chromosome 17 corresponds to 
mouse chromosome 11 , but with extensive 
rearrangements into at least 16 segments. 
Other chromosomes show evidence of 
much more extensive interchromosomal 
rearrangement. (From Mouse Genome 
Sequencing Consortium (2002) Nature 420, 
520-562. With permiSSion from Macmillan 
Publishers Ltd.] 
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TABLE 10.5 EXAMPLES OF DIFFERENT GENETIC SEX DETERMINATION SYSTEMS 

System 

x-v 

z-w 

X-autosome ratio 

Haplo-diploid 

Sex chromosome constitutions 

XY (male); xx (female) 

zv.t (female); ZZ (male) 

XX (female/hermaphrodite); 
XQJ/XY (male) 

relies on ploidy only 

Oi stributicn/examples 

preva lent in mammals, but also in 
some amphibians and in some fish b 

prevalent in birds and reptiles, but also 
in some amphibians and in some fishb 

in many types of insect and some 
nematodes 

in many types of insect 

Comments 

Y chromosome carries male-determining 
factor; sperm are Xor Yand so determine 
the sex 

eggs are ZorW and so determine the sex 

C. elegans is an example in which 
XX individuals are hermaphrodites; 
D. melanogQster has a Y chromosome but it 
does not confer maleness 

unfertilized eggs produce haploid fertile 
males; fertilized eggs are diploid and give rise 
to females or sterile males 

"The 0 denotes zero, so that XO means a single X. b"fhere can be different systems in the same kind of organism. For example, some medaka species 
have the X-Y system and others have the Z-W system. 

(homomorphic) but are presumed to differ at the gene level. In other cases, the 
sex chromosomes can clearly be seen to be structurally different and are said to 
be heteromorphic. 

In heteromorphic sex chromosomes, one sex has tvvo different sex chromo
somes and is said to be heterogametic. being able to produce gametes with eitber 
one of the tvJo sex chromosomes. The other sex is homogametic and produces 
gametes with the same sex chromosome. For some species, the male is hetero
gametic, whereupon tbe sex chromosomes are designated X and Y For other 
species, the female is heterogametic and the sex chromosomes are designated Z 
and W (see Table 10.5). 

In both the X-Y and Z-W sex chromosome systems, the chromosome that is 
exclusively associated with the heterogametic sex (Y and W) is comparatively 
small and poorly conserved with very few genes and with large amounts of repet
itive DNA. For example, the human Xchromosome contains many genes (includ
ing close to 900 protein-coding genes) within 155 Mb of DNA. The Y chromosome 
has just 59 Mb of DNA and much of it is genetically inert constitutive heterochro
matin. There are more than 80 protein-coding genes on the Y chromosome, but 
several genes are repeated and effectively the human Y chromosome encodes 
only close to 30 different types of protein. 

In female meiosis, the two X chromosomes pair up to form bivalents much 
like any pair of autosomal homologs, but X-V pairing in male meiosis is more 
problematic because of major differences betvJeen the X and Y chromosomes in 
size and sequence composition. Recombination betvJeen the human X and Y 
chromosomes occurs exclusively in short terminal regions that, as a result of 
engaging in frequent X-V crossovers, are identical on the X and Y chromosomes. 
Because of recombination these sequences can move betvveen the X and Y chro
mosomes; they are neither X -linked nor Y-linked and are known as pseudoauto
somal regions. 

The remaining regions of the sex chromosomes, containing the great majority 
of their sequences, do not recombine in male meiosis and so are sex-specific 
regions. Because the Y chromosome is exclusively male, the non-recombining 
region on the Y chromosome never engages in recombination and is sometimes 
referred to as the male-specific region. The equivalent region on the X chromo
some does, however, recombine vvith its partner X chromosome in female 
meiosis. 

The Xp/Yp andXq/Yq pseudoautosomal regions are allelic sequences, but the 
X-specific and Y-specific components outside these areas are rather different in 
sequence. Nevertheless, there are multiple regions of X-Y homology in the 
X-specific and Y-specific regions that indicate a common evolutionary origin for 
the X and Ychromosomes. They include 25 gene pairs with functional homologs 
on the X and Y, known as gameto logs (Figure 10.17). 
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FIgure 1O.17The human Xand Y chromosomes show multiple 
regions of homology that indicate a common evolutionary origin. The 
pseudoautosomal regions at the tips of Xp and Yp are identical, as are those 
at the tips of Xq and Yq. The non-recombining male·specific region on the Y 
chromosome (MSY) and the equivalent, X-speCific, region on the X chromosome 
are rather different in sequence but nevertheless show multiple homologous XY 
gene pairs (gamerologs). The latter are generally given the same gene symbols 
followed by an X or a Y such as SMCX on proximal Xp and its equivalent SMCY 
on Yq . In some cases, however. the Y·chromosome homologs have degenerated 
into pseudogenes (with symbols terminati ng in a P; see examples in the gene 
ctusters labeled a, b, and c). As a result of positive selection. the sequence of the 
male-determinant SRY is now rather different from its original gene partner on 
the X chromosome, the SOX3 gene (highlighted in yellow). (Adapted from Lahn 
8T & Page DC (1999) Science 286. 964-967. With permission from the American 
Association for the Advancement of Science,) 

The pseudoautosomal regions have changed rapidly during 
evolution 

Humans have two pseudoautosomal regions. The major one, PARI, extends over 
2.6 Mb at the extreme tips ofXp and Yp. The minor one, PAR2, spans 330 kb at the 
extreme tips of Xq and Yq. PARI is the site of an obligate crossover during male 
meiosis that ensures correct meiotic segregation. As a result, the sex-averaged 
recombination frequency is 28%, about 10 times the normal recombination fre
quency for a region of this size. X-Y crossovers also occur in PARZ, but they are 
not so frequent as in PARt, and they are neither necessary nor sufficient for suc
cessful male meiosis. 

The human PAR2 region has been an evolutionarily very recent addition to 
the sex chromosomes. There is no PAR2 equivalent in mouse or even in some 
primates, and known mouse orthologs of PAR2 genes are either autosomal or 
map close to the centromere of the X. There are also very significant species dif
ferences in PARI. Mice do have a counterpart of PARI butit is much smaller (only 
0.7 Mb long), and in the mouse X chromosome it is located at the tip of the long 
arm. 

The mouse PAR shows very little sequence homology to human PARI. Most of 
the human PARI genes do not have an equivalent mouse ortholog, but some do 
have identifiable autosomal mouse orthologs although the sequence is very 
divergent from the human gene (I'lgure 10.18). Other human PARI genes have 
autosomal orthologs in some other mammals. The PARI region is thought to 
have evolved by repeated addition of autosomal segments onto the pseudo auto
somal region of one of the sex chromosomes before being recombined onto the 
other sex chromosome. 
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Flgu~e 10.18 Organization and evolutionary instability of the major pseudoautosomal region. The 2.6 Mb human PAR1 region is common to the 
ti ps of Xp and Yp and contains multiple genes, of which 13 protein-coding genes are shown here. Adjoining PAR, are the sex-specific parts of the X 
and Y chromosomes, with only the first few genes shown here. The PAR1 boundary occurs within the XG blood group gene, so that the S' end of XG is 
in the pseudoautosomal region whereas the 3' end of XG is X-specific. On the Y chromosome, there is a truncated 5' XG gene homolog containing just 
the promoter and the first few exons. The adjacent Y·specific DNA contains unrelated sequences including SRYand RPS4Y. Genes within PARl and in 
the neighboring sex-specinc regions (which were part of a former pseudoautosomal region) have been poorly conserved during evolution. and mouse 
orthologs are often undetectable (-) or have extremely diverged sequences with low similarity to the human ones. TEL, telomere. 
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PARI and the neighboring regions are thought to be comparatively unstable 
regions. Frequent DNA exchanges result in a high incidence of gene fusions, exon 
duplications, and exon shuffling. Many of the PARI genes and genes in the adja
cent part ofthe sex-specific regions (which were pseudoautosomal regions in the 
recent evolutionary past) do not seem to have detectable orthologs in the mouse. 
Those that do have orthologs are often rapidly diverging in sequence, as in the 
case of the major male determinant, SRY(located just 5 kb from tbe PARI bound
ary) and tbe neigbboring steroid sulfatase gene, STS. 

Human sex chromosomes evolved after a sex-determining locus 
developed on one autosome, causing it to diverge from its 
homolog 
The X cbromosome is highly conserved in mammals, as is tbe Z chromosome in 
birds. But the X-Y pair of sex chromosomes is not homologous to tbe Z-W sex 
chromosomes of birds. Mammalian X-linked genes have autosomal orthologs in 
birds; avian Z-linked genes have autosomal counterparts in mammals. In each 
case, the different sex chromosomes ex and Y; Z and W) are believed to bave 
evolved from a pair of autosomal bomologs tbat diverged after one ofthem hap
pened to evolve a major sex-determining locus, such as a testis-determining 
factor. 

The major pseudoautosomal region is known to be of very recent autosomal 
origin (see above) and, in addition, mucb of buman Xp is also known to be of 
recent autosomal origin. Many X-linked genes in placental mammals are found 
to be also X-linked in marsupials, but genes mapping distal to Xpl1.3 bave 
orthologs on autosomes of both marsupials and monotremes. The simplest 
explanation is that at least one large autosomal region was translocated to the X 
chromosome early in the eutherian lineage that led to placental mammals. 

The emergence of a sex-determining locus happens by modification of a pre
existing gene. For example, the male determinant gene SRY(Sox-related gene on 
the Y chromosome) and the X-linked SOX3 gene are thought to be an X-Y gene 
pair that evolved from a common autosomal gene. SRYis found in both placental 
mammals and marsupials such as the kangaroo, but it is absent in monotremes 
(egg-laying mammals, such as the plarypus), and the monotreme SOX3 gene is 
autosomal. It is likely that SRY developed from a modification of what was an 
autosomal SOX3 gene some time after monotremes split off from the main mam
malian lineage but before the divergence of marsupials and placental mammals 
[FIgure I 0. l9J. SRYhas been subject to positive selection and so over millions of 
years its sequence has diverged very significantly from the SOX3 sequence. 

Once a sex-determining locus has been established, recombination needs to 
be suppressed in the region containing it to ensure that the sex-determining 
locus remains on just the one chromosome. This can be achieved through chro
mosomal inversions, which are knovvn to be able to suppress recombination over 
broad regions in mammals, and which seem to have occurred on the Y chromo
some. For example, a Y-specific inversion would explain why the PARI boundary 
crosses a gene tllat is intact on the X chromosome but disrupted on the Y (see 
Figure 10.18). 

In the X-Y system, natural selection will favor the emergence of other alleles 
on the Ythat confer an advantage on males; as we will see below, many genes on 
the Y are involved in testis functions. As more alleles are selected with a male 
advantage, the area in which recombination is suppressed is extended 
(Figure 10.20) . 
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Figure 10.19 Divergence of the three 
major mammalian subclasses and the 
emergence of SRY. SRY, the major male 
determinant, and SOX3 are an evolutionarily 
related X-V gene pair in placental mammals 
and marsupials, but monotremes lack 
SRY and have autosomal SOX3 genes. 
SRY probably developed from an autosomal 
SOX3-like gene on the main therian lineage 
leading to both placental mammals and 
marsupials, shortly after the split from 
prototherian lineages. MYA, million 
years ago. 

iFlgu,.. 1 O.lO The X and Y chromosomes 
evolved from a pair of autosomes. The 
progression from a homomorphic pair of 
ancestral autosomes to heteromorphic 
sex chromosomes is shown here in three 
steps. (1) The ancestral autosomes diverge 
into proto-X and proto-Y after a gene on 
the proto-Y chromosome is modified so 
as to become a sex-determining locus, 
such as a testis-determining factor (TDF). 
(2) Recombination is suppressed in the 
neighborhood of the male sex-determining 

locus to ensure that it remains on just the 
one chromosome, and natural selection 
promotes the acquisition of additional 
male-specific alleles, causing further 
suppression of recombination. The regions 
where recombination is suppressed become 
sex-specific. (3) The X-specific region can 
engage in recombination with its partner 
X chromosome in female meiosis, but the 
Y-specific region can never recombine with 
another chromosome, It will gradually pick 
up harmful mutations, causing genes to 
become inactive pseudogenes that are 
eventually lost by deletions because there is 
no selective constraint to maintain inactive 
genes. As a result, there is progressive loss 
of genes so that only a few remain, mostly 
ones that confer a male advantage, and the 
Y chromosome will contract. Eventually, 
recombination between the X chromosome 
and the small Y chromosome is limited to a 
small pseudoautosomal region (PAR), shown 
in white. [Adapted from Graves JA (2006) Cell 
124,901 -91 4. With permission from Elsevier.] 
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Unlike the humanXchromosome, which can recombine throughout its length 
with a partner X chromosome in female meiosis, the human Y chromosome can 
be viewed as a mostly asexual (non-recombiningl chromosome. Population 
genetics predicts that a non-recombining chromosome will acq uire harmful 
mutations. This happens because natural selection acts through recombination 
to eliminate deleterious mutations. 

Imagine a deleterious mutation arising in some gene on a chromosome that 
has another gene with a beneficial allele. Natural selection can act tlu-ough 
recombination to uncouple the beneficial and harmful mutations, retaining the 
beneficial mutation and eliminating the harmful one. But if they cannot be 
uncoupled- because recombination between them is not possible-deleterious 
Illutations can hitchhike along with strongly beneficial ones, or if strongly delete
rious mutations are eliminated by selection, linked beneficial mutations will also 
be discarded. 

Once harmful mutations accumul ate in the non-recombining Y and cause 
loss of gene function, inactive pseudogenes are formed. There is no selective 
pressure to retain the relevant DNA segment, and genes will be progressively lost. 
Normal DNA turnover mechanisms will ensure that the chromosome gradually, 
but inexorably, contracts by a series of deletions. 

The X chromosome is thoughtto have much the same DNA and gene co ntent 
as the ancestral autosome. By contrast, the human Y chromosome has lost the 
great majority of its genes and much of the DNA content and has been envisaged 
to be heading for extinction. On the basis that the Y chromosome had the same 
number of genes as the X several hundred million years ago but is now reduced 
to a very small number, one calculation has suggested that the Y chromosome 
would be driven to extinction within only 10 million years from now. As we will 
see in the following section, that calculat ion did not foresee that gene conversion, 
a mechanism involving non-reciprocal sequence transfer, can occur in parts of 
the Y chromosome. 

Abundant testis-expressed genes on the Y chromosome are 
mostly maintained by intrachromosomal gene conversion 
As described above, during differentiation of the sex chromosomes the Y chro
mosome has lost numerous genes and much of the original DNA sequence. The 
euchromatic region of the male-specific region on the Y chromosome reveals 
about 80 protein-coding genes, the great majority of which are predominantly 
expressed in the testis, plus more than 200 pseudogenes. The Y chromosome 
seems to be a mosaic of three major sequence classes (FIgure 10.21). 

The sequences in the X-transposed class account for a total of3.4 Mb in distal 
Yp and exhibit 99% sequence identity to sequences in Xq21. They originated from 
a massive X-V transposition that occurred only about 3-4 million years ago, after 
the divergence of the human and chimpanzee lineages. Only two protein-coding 
genes have been identified crable 10.6). 

CEN 

---Y---:;ll. • i i .-! 

1m = DO ~= u L.LJ LJ U'---' 
P8 P1P6 P5P4 P3 P2 Pi 

---_----.J~---. ) 

P6 left arm (110 kb) spacer (46 kb) P6 right arm (110 ko) 

key: 9 X.transposed 0 X-degenerate 0 ampliconic ~ heterochromatic 

Flgure 10.21 Sequence classes in the 
male-specific region of the human 

Y chromosome. Only the terminal 

pseudoautosomal regions (PARl and PAR2) 

of the Y ch romosome recombine; the rest of 

the ch romosome is non-recombining and is 

described as the male-specific region (MSY). 

The roughly 23 Mb euchromatic region 

spans Yp and proximal Yq, and consists of 

three major sequence classes: X-transposed 

sequences (transposed from Xq21 only 3-4 

million yea rs ago), X-degenerate sequences 
(surviving relics of ancient autosomes 
from which the Xand Ychromosomes 
co-evolved ), and ampliconic segments 

(sequences that show marked similarity 
to sequences elsewhere on the MSY). 

The ampliconic sequences include eight 

palindromes (Pl to pa) that have arms 

(9 kb-l.45 Mb in length) with essentially 

identical sequences separated by shorter 

(2 -170 kb) unique spacer sequences. The 

structure of the P6 palindrome is shown 

at the bottom as an example. The rest 

of the MSY comprises heterochromatin. 

There is also a 0.4 Mb internal block of 
heterochromatin in the euchromatic 

region. [Adapted (rom 5kaletsky H, Kuroda

Kawaguchi T, Minx PJ et at (2003) Nature 423, 
825-837. With permission from Macmillan 

Publishers ltd.) 
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TABLE 10.6 ABOUT 75% OF PROTEIN-CODING GENES ON THE HUMAN MSY REGION FUNCTION IN THE TESTIS 

MSY sequence Gene Gene(s) Copy number Expression Function 
c1assa number 

X-transposed 2 TGIF2LY j 
testis transcription factor 

PCDHl1Y fetal brain, brain protocadherin 
t 

X-dege nerate 18 SRY testis major male determinant 

RPS4Y1 ,ZFY 1each ubiquitous housekeeping 

AMELY teeth tooth development 

TBLlY, PRKY, USP9Y, DDX3Y, DBY, 1each ubiq uitous housekeeping 
UTY, TMSB4Y 

NLGN4Y fetal brain, brain, neuroligin 
prostate, testis 

CYorf14, CYorf15A, Cforf15B, SMCY, 1 each ubiquitous housekeeping 
EIFlAY, RPS4Y2 

Ampl iconic 60 TSPY 3S testis spermatogenesis factors, etc. 

VCY, XKRY, COY2, CSPG4LY, HSFY 2 each 

RBMY 6 

GOLGA2LY, PRY 2 eac h 

BPY2 3 

OAZ 4 

aSee Figure 10.21 for the location of the different gene classes in the human MSY (mate-speci fic region of the Ychromosome). Data adapted from 
Ska letsky et al. (2003) Nature 423,825- 837. 

A second class of euchromatic Y chromosome sequences is described as 
X-degenerate; it has several protein-coding genes and also many pseudogenes 
that are more distantly related by sequence to X-linked genes, They are thought 
to be surviving relics of the ancient autosomes from which the X and Y chromo
somes evolved. Most of the functional genes are housekeeping genes and make 
proteins that are closely related to those made by partner genes on the 
X-chromosome, which all escape X-inactivation. 

The third sequence class is made up of ampiiconic segments. They are largely 
composed of sequences with pronounced similarity to other sequences in the 
male- specific region of the Y (MSY). These intrachromosomal repeat units can be 
large, and ampliconic sequences contain most of the protein-cod ing genes on 
the Y chromosome. The genes are members of families of testis-expressed genes 
whose copy number shows considerable variation (see Table 10.6). In addition, 
many testis-expressed noncoding transcription units have been identified within 
the ampliconic sequence class. 

The amplicons in this third sequence class include eight very large palin
dromes (sequence elements that have the same 5' ....3' sequence on both DNA 
strands). The palindromes are imperfect because they consist of two paired arms 
with the same sequence separa ted by a short stretch of unique sequence. The 
sequence identity between the paired arms of individual palindromes is extraor
dinarily high. For example, the PI palindrome consists of two arms that are 
1.45 Mb long but show 99.97% sequence identity over their lengths. 

The very high degree of sequence identity does not reflect very recent dupli
cation, because the palindromes mostly originated before the chimpanzee
human split 5 million years ago. Instead, the palindrome arms seem to have 
undergone concerted evolution by a mechanism that resembles gene conversion, 
a recombination-associated mechanism involving non-reciprocal transfer of 
DNA sequence from a donor DNA sequence to a highly homologous acceptor 
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DNA sequence (a copy is made of the donor DNA sequence that is then used to 
replace the original acceptor sequence-see Box 14.1 for the mechanism). In the 
context considered here, the outcome is that one arm of a palindrome acts as a 
gene conversion donor sequence and the other arm as an acceptor so that the 
sequence of one arm is periodically replaced by a perfect copy of the sequence of 
the other arm. Essentially, this is a type of intra chromo somal recombination and 
may act so as to preserve the testis-expressed genes from the extinction that they 
might otherwise have faced in the absence of recombination. 

X-chromosome inactivation developed in response to gene 
depletion from the Y chromosome 
As a result of large-scale destruction of Y chromosome sequences, there is an 
imbalance in the copy number of X-linked genes between the two sexes. Females 
have two gene copies, but males mostly have just one copy of X-linked genes 
because there is almost always no partner gene on the Y chromosome (see 
Figure 10.17 for some exceptions). For many genes, dosage needs to be tightly 
controlled and because X-linked gene products interact with those made by 
autosomal genes, a form of gene dosage compensation evolved whereby a single 
X chromosome was selected to be inactivated in female cells (X-chromosome 
inactivation). 

A small minority of human X-linked genes do have functional homologs on 
the Y chromosome and could be expected to escape X-inactivation. All PARI 
genes tested escape X-inactivation. PAR2 genes are different. The two most telo
meric genes, IL9R and CXY01f1, escape inactivation but the two proximal genes, 
SYBLl and HSPRY3, are subject to X-inactivation in females. The copies of SYBLl 
and HSPRY3 on the Y chromosome are methylated and not expressed, a compen
satDlY form of local Y-chromosome inactivation, so that males and females each 
have one functioning copy for both these genes. 

In addition to the genes in the pseudoautosomal regions, about one-fifth of 
the total genes on the X chromosome escape inactivation. Escaping genes tend to 
be concentrated in clusters mainly on Xp, and many of them seem to derive from 
recent autosomal additions to the sex chromosomes. Genes that do not have a 
functional homolog on tlle Y chromosome but yet escape inactivation may be 
ones for which 2: 1 dosage differences are not a problem. 

The expression pattern of non-pseudoautosomal genes varies between spe
cies. For example, the human non-pseudoautosomal genes ZIT, RPS4X, and 
USEI all escape inactivation, but the murine homologs Zjx, Rps4, and UbelX 
(which, unlike the human USEI gene, has a homolog on the Y chromosome) are 
all subject to X-inactivation . We will explore the mechanism of X-inactivation in 
Chapter 11. 

10.4 OUR PLACE IN THE TREE OF LIFE 
Phylogenetics seeks to assess evolutionary relationships (phylogenies) between 
organisms or populations. Classical phylogenetic approaches have been based 
on anatomical and morphological features of living organisms and on informa
tion gleaned from the fossil record. With such approaches it has been possible to 
classify organisms at different hierarchical levels known as taxonomic units or 
taxa (FIgure 10.22, and Box 10.6 for a glossary). 

More recently, molecular genetics has made a huge contribution to phyloge
netics. Here, we consider the basis of molecular phylogenetics and how molecu
lar genetics is transforming our understanding of the evolutionary relationships 
of metazoans and where we fit in within the tree oflile. Finally, we consider what 
is being uncovered that can help us understand what makes us unique. 

Molecular phylogenetics uses sequence alignments to construct 
evolutionary trees 
Molecular phylogenetics uses nucleic acid or protein comparisons as the basis 
of classifying evolutionary relationships between organisms. Until recently. 
sequences from at most a very few genomic locations were used. However, phyl
ogenies based on very small sequence data sets can be misleading and can give 
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Figur. 10.,12 Eight major taxonomic 
ranks are traditionally used to classify 
living organisms. A taxonomic unit or taxon 
(plural = taxa) is a name that either identities 
a specific type of organism (species) or a 
group of related organisms (genus, family, 

order, etc.). There are eight major taxonomic 
ranks, ranging from domain (the most basic 
division of life, comprising bacteria, archaea, 
and eukarya) to genus. More detailed 
taxonomy information can be accessed at 
the US National Center for Biotechnology 
Information's Taxonomy Browser (http:// 
www.ncbi.nlm.nih.govrraxonomy/ 
CommonTree/wwwcmt.cgi). 
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BOX 10.6 A GLOSSARY OF COMMON METAZOAN PHYLOGENETIC GROUPS ANO TERMS 

Amniotes-vertebrates that develop an amnion. Includes reptiles, 

birds, and mammals but not fishes and amphibians. 

Anthropoids-hominoids and monkeys. 

Ascidians-sea squirts (e.g. Ciona intestinafis), a type of tunicate. 


Bilaterians-bilaterally symmetrical metazoans, including t he 

majority of animal phyla. They mostly have three germ layers and so 

are now almost synonymous with tripfoblasts. 
Catarrhine primates-hominoids and Old World monkeys (see Figure 

10.26). 

Cephalochordates-chordates that do not have a skull or vertebral 

column (e.g.lancelets, Amphioxus). 

Chordates-animals that undergo an embryonic stage in which they 

possess a notochord, a dorsal tubular nerve cord, and pharyngeal 


gill pouches; includes urochordates (tunicates), cephalochordates, and 

craniates. 

Cnidarians (= coelenterates)- eukaryotes that have two germ layers 


and are radially symmetrical (e.g. jellyfish, corals, and sea anemones). 


Coelomates-organisms with a coelom, or fluid-filled internal 


body cavity that is completely lined with mesoderm, as opposed to 


acoelomates (e.g. flatworms) and pseudocoelomates (e.g. nematodes 


that have a fluid-filled body cavity but one that is not completely 

lined with mesoderm). Divided into two groups, protostomes and 


deuterostomes. 

Clade-a group of organisms including all the descendants of a last 


common ancestor. A clade is a monophyletic taxon. 

Craniates-chordates with skulls; that is, vertebrates plus hagfish. 


Deuterostomes-from the Greek, meaning second mouth. Animals in 


which the blastopore (the opening of the primitive digestive cavity to 


the exterior of the embryo) is located to the posterior of the embryo 


and becomes the anus. Later on, the mouth opens opposite the anus. 


Includes chordates and echinoderms. Compare with protostomes. 

Diploblasts-metazoans with only two germ layers: ectoderm 


and endoderm. This group is often classified as radiata, 

because its members are radially symmetrical. It comprises 

cnidarians and ctenophora (comb jellies). 


Echinoderms-radially symmetrica l marine adu lt animals 


that develop from bilaterally symmetrical larvae. They helve three 


germ layers and so are triploblasts. 

Eutherian mammals-placental mammals. 


Gnathostomes-jawed vertebrates. The great majority of vertebrates 


are gnathostomes, but lampreys are jawless vertebrates. 


Hagfish- a type of fish that have skulls but are classed as 


invertebrates because the notochord does not get converted into a 

vertebral column. They are closely related to vertebrates. 


Hominids-humans plus great apes (gorilla, chimpanzee, and 


bonobol plus orangutans (see Figure 10.26). 

Hominins-humans plus great apes (see Figure 10.26). 


Hominoids- humans plus great apes plus orangutans plus gibbons 


(see Figure 10.26). 

Metatherian mammals-marsupials (e.g. ka ngaroo). 


Monotremes-prototherian egg-laying mammals (e.g. platypus). 


NewWorld monkeys (PlatyrrhinO-monkeys that are limited to 


tropical forest environments of southern Mexico, and Central and 


South America. 


Old World monkeys (Cercopithecidae)-monkeys that are found in a 


wide variety of environments in South and East Asia, the Middle East 


and Africa. 


Phylum-a group of species sharing a common body organization. 


Platyrrhine primates- New World monkeys. 

Prototherian mammals- monotremes. 


Protostomes-f rom the Greek meaning first mouth. Organisms in 


which the mouth originates from the blastopore (the open ing of the 


p rimitive digestive cavity to the exterior of the embryo). Later on, the 


anus will open opposite the mouth. Includes molluscs, annelids, and 

arthropods. Compare with deuterostomes. 

Radiata- radially symmetrical an imals with only two germ layers. Also 


known as diploblasts. 

Taxon- a group of organisms recogn ized at any level of the 


classification. 


Teleost fish- bony fish (as opposed to cartilag inous fish), 

characterized by a fu lly moveable upper jaw, rayed fins, and a swim 


bladder (e.g. zebrafish and pufferfish). 


Triploblasts-metazoans with three germ layers; they are bilaterally 


symmetrical and hence can also be described as bilaterians. 

Tunicates-a primitive chordate group (sea squirts, e.g. Ciona 

intestina/is). 

Urochordates-chordates that have a notochord limited to the caudal 


region. There is on ly one major grouping, the tunicates. 


For more information on phylogenetic groupings, see the NCBI 


Taxonomy Browser (httpJlwww.ncbi.nlm.nih.govlTaxonomy/). 


differing results. Modern molecular phylogenetics can take advantage of whole 
genome comparisons as described in Section 10.2, and the discipline is trans
forming into phyiogel1omics. 

To construct an evolutionary tree it is necessary to compare sequences from 
different species; nucleic acid sequences are often used, but if the sequences are 
from distantly related organisms they may be difficult to align; where available, 
protein sequences are used instead. If two or more sequences show a sufficient 
degree of similarity (sequence homology) they can be assumed to be derived from 
a common ancestral sequence. Sequence alignments can then be used to derive 
quantitative scores describing the extent of relationship between the sequences. 

Comparing sequences of equal fixed length is usually straightforward if there 
is a reasonably high sequence homology. Often. however. the nucleic acid 
sequences that are compared vvill have previously undergone deletions or inser
tions, so that rigorous mathematical approaches to sequence alignment are 
needed. 

Once the sequences have been aligned, evolutionary trees can be constructed. 
They are most commonly represented as diagrams that use combinations of lines 
(branches) and nodes. The different organisms (sequences) under comparison 
are placed at external nodes, connected via branches to interior nodes (intersec
tions betvveen the branches) that represent ancestral forms for two or more 
organisms. 
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A rooted tree (or cladogram) infers the existence of a common ancestor (rep
resented as the trunk or motof the tree) and indicates the direction of the evolu
tionary process (Figure 10.238). The root of the tree may be determined by com
paring sequences against an ou.tgroup sequence (one that is clearly but distantly 
related from the sequences under study). An unrooted tree (Figure lO.23A) does 
not infer a common ancestor and shows only the evolutionary relationships 
between the organisms. Note that the number of possible rooted trees is usually 
much higher than the number of unrooted trees. 

Evolutionary trees can be constructed in different ways, and their 
reliability is tested by statistical methods 

Different approaches are used for constructing evolutionary trees, but many 
employ a distance matrix method. The first step calculates the evolutionary dis
tance between all pairs of sequences in the da ta set and arranges them in a table 
(matrix). This may be expressed as th e number of nucleotide/ amino acid differ
ences between the two sequences, or the number of nucleotide/amino acid dif
ferences per nucleotide/amino acid site (fIgure 10.24). 

Having calculated the matrix of pairwise differences, the next step is to link 
the sequences according to the evolutionary distance between them. For exam
ple, in one approach the pair of sequences that have the smallest distance score 
are connected with a root between them. The average of the distances from each 
member of this pairto a third node is used forthe next step ofthe distance matrix 
and the process is repeated until all sequences have been placed in the tree. This 
always results in a rooted tree, but variant methods such as the neighbor relatiol! 
m ethod can create unroo ted trees. 

The methods used to construct evolutionary trees usually make some assum p 
tions that may not always be true. Thus, they usually assume that all changes are 
independent, which can cause false interpretations if a single event led to multi
ple changes. The mutation rate is also usually assumed to be constant in different 
lineages, which may not be correct. However, the neighbor joining method is a 
variant that does not require all lineages to have diverged by equal amounts per 
unit time. It is especially suited for data sets comprising Iiueages with greatly 
varying rates of evolution. 

Alternatives to distance matrix methods include maximum-parsimony and 
maximum-likelihood methods. Maximum-parsimony methods seek to use the 
minimum number of evolutionary steps. They consider all the possible evolu
tionary trees that could explain the observed sequence relationships but then 
select those that require the fewest changes. Maximum-likelihood methods cre
ate all possible trees and then use statistics to evaluate which tree is likely. This 
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Figl,lre 10.n Unrooted and rooted 
evolutionary trees. (A) This unrooted tree 
has five external nodes (A. B. C. 0, and E) 
linked by lines (branches) that intersect 

at three internal nodes. Such a tree 
specifies only the relationships between 
the sequences (or other cha ra cters) under 
study but does not define the evo lutionary 
path. (6) In this rooted tree, from the 

internal node known as the root (R), there 
is a unique evolutiOnary path that leads 
to any other node, such as the path to D 
(dashed red line). With both trees, a close 
evolutionary relationship is indicated when 
the cumulative length of the lines that join 
two external nodes is short. Thus, both trees 
suggest that 0 and E are much more closely 
related to each other than either is to A. 
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FlguN 10.24 Constructing a phylogenetic tree with UPGMA. In this example, the N-terminal 50 amino acids of S-globins from human and six 
other vertebrate species were aligned, and a rooted tree was constructed by using the UPGMA (unweighted pair group method with arithmetic mean) 
hierarchical clustering method, which first calcu lates a distance matrix. (A) The human S-globin sequence is used as a reference for the alignment. 
Sequence identity is shown by a dot. (6) A distance matrix is constructed in which pai rwise comparisons are used to establish the fraction of amino acid 
sites that are different between two sequences. For example, the human and chimp sequences differ at one aminO acid out of 50, and so the fraction is 
0.02. (e) The distance matrix values are used to construct the phylogenetic tree. Note that the lengths of the horizontal branches are proportional to the 
distances between the nodes. Phylogeny softwa re packages such as PHYLIP are available at va rious Web servers (e.g. at the Institut Pa steur in Paris, 
htlp:llbioweb2.pasteur.fr/phylogeny/intro-en.html) and typically offer neighbor joining (unrooted trees) and UPGMA (rooted trees) as alternatives. 
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may be possible for a small number of sequences. For a large number of sequences, 
the number of trees generated becomes extremely large and the computational 
time needed to identify the best evolutionary tree becomes impossibly long. In 
that case, a subset of possible trees is created by using heuristics: methods are 
used that will produce an answer in a computable length of time, even if it may 
not be the optimal one. 

Once an evolutionary tree has been derived, statistical methods can be used 
to gain a measure of its reliability. A popular method is bootstrapping, a form of 
Monte Carlo simulation. Typically, a subsample of the data is removed and 
replaced by a randomly generated equivalent data set; the resulting pseudose
quence is analyzed to see whether the suggested evolutionary pattern is still 
favored. If there is a clear relationship between two sequences, the randomiza
tion introduced by the resampling will not erase it. If, however, a node connect
ing the two sequences in the original tree is spurious, it may disappear on ran
domization because the randomization process changes the frequencies of the 
individual sites. 

Bootstrapping often involves resampling subsets of data 1000 times. The boot
strap value is typically given as a percentage. A value of 100 means that the simu
lations fully support the original interpretation; values of 95-100 indicate a high 
level of confidence in a predicted node; values less than 95 do not mean that the 
original grouping of sequences is wrong, but that the available data do not pro
vide convincing support. 

As a result of a combination of classical and molecular phylogenetic 
approaches, humans have been classified as belonging to a range of different 
groups of organisms. Figure 10.25 shows Simplified phylogenies for eukaryotes 
and metazoans, and Figure 10.26 shows a vertebrate phylogeny. 

The G-value paradox: organism complexity is not simply related to 
the number of (protein-coding) genes 

Whereas the genomes of Single- celled organisms are rather compact, genome 
(and gene) sizes tend to have increased in the lineages leading to metazoans, and 
vertebrate genomes tolerate many large introns and also large amounts of highly 
repetitive DNA. However, there is an inconstant relationship between the com
plexity of an organism and the amount of DNA in its cells (the C-value paradox)' 
and some plants and even some types of ameba are reported to have considera
bly more DNA per cell than humans (see Chapter 4, p. 96). The paradox is partly 
explained by extensive polyploidy in some organisms. 

The relationship between the total number of different genes and organism 
complexity is also complex. Because RNA genes are not easy to identify, the great 
majority of the identified genes in published whole genome sequences are 
protein-coding genes. Bacteria and archaea tend to have smali genomes with 
small numbers of genes (often about 4000-5000 protein-coding genes), whereas 
vertebrate genomes tend to have about 20,000 protein-coding genes. However, 
the 1 mm long C. elegans has only 959 or 1031 cells depending on its sex but has 
virtually the same number of genes as humans. More recently, the genomes of a 
tiny water flea, Daphnia pulex, and an aphid, Acyrthosiphon pisum, have been 
reported to have many thousand more genes than the human genome [fable 
10.7). 

Part of the G-value paradox (where G value denotes gene number) relates to 
recent whole genome duplication-this is clearly evident in Paramecium tetrau
relia for example, which seems to have undergone several recent whole genome 
duplications, with gene loss occurring gradually over time. 

In some species, there seem to be constraints on the amount of genomic DNA 
that can be tolerated. Thus, although the fruit fly D. melanogaster is much more 
complex than C. elegans it has 6000 fewer genes. For some reason, there is a high 
genomewide intrinsic rate of DNA loss in Drosophila that can be imagined to 
constrain the extent of gene duplication. Rampant DNA deletion has been 
thought to explain the comparative lack of repeats (all except 8% of the D. mela
nogaster genome is composed of unique sequences) and pseudogenes (only 
about 100 in the D. melanogaster genome, in contrast with more than 12,000 in 
the human genome). 
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Figure 10.25 Simplified 
eukaryotic and 
metazoan phylogenies. 
(A) Life is divided into 
three domains-bacteria, 
archaea, and eukarya 
and the eukaryotic 
phylogeny is shown here. 
The choanoflagell ates 
(also called collar 
flagellates) are considered 
to be the cl osest living 
protist relatives of the 
sponges, the most 
primitive metazoans. (B) In 
the metazoan phylogeny, 
diploblasts have two germ 
layers whereas triploblas ts 
have three germ layers 
and are bilaterally 
symmetrical. Note th at the 
fundamental protostome
deuterostome split, which 
occurred about 1000 
million years ago (MYA), 
means that C e/egans 
and O. melanogaster are 
more distantly related 
from humans than are 
some other invertebrates 
such as the sea urchin 
Strongylocentrotus 
purpurarus, and notably 

l-. VERTEB RATES (see Figure 10.26) 	 other chordates including 
amphioxus and the 
tunicate Ciona intestinalis. 
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As we will see in the next section, another explanation is lineage-specific 
expansion of the co py number of certain gene fam ilies. 

The inconsistent relationship between gene number and biological complex
ity has been called the G-value paradox. It raises two important questions. First, 
if the total number of genes is not the primary determinant of organism com
plexity, what is? We consider alternative determinants later in this chapter. 
Second, why should such very simple organisms such as a water flea need so 
manygenesl 

One possible explanation for an unexpectedly high gene number in some 
simple organisms is pressure to adapt to a range of rather differe nt environments 
and predators. For example, the water flea, Daphnia, can live in diverse aquatic 
environments that lnay be acidic, salty, or hot; sometilnes it lives in water that is 

TABLE 10.7THE INCONSISTENT RELATIONSHIP BETWEEN GENE NUMBER AND ORGANISMAL COMPLEXITY 

Species Description Genome size (Mb) Number of protein-coding genes 

H. sapiens humans 	 3100 -20,000 

D. melanogaster fruit fly 169 - 14,150 

C elegans nematode 100 -20,200 

T. thermophi/a Tetrahymena, single-celled protozoan 104' >27,000' 
(Box 10.1) 

A.pisum pea aphid 	 517 >34,600 

D. pulex water flea 	 >39,000 

P. retraurelia Paramecium, single-celled protozoan 72' 	 -39,600" 

"This refers to the macro nuclear (somatic) genome. Ci l iated protozoans are unusual because they often have two nuctei- a large macronucteus with a 
genome that has a somatic, non-reproductive function, and a smaller micronucleus that is required for reproduction. 
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so shallow that it is extremely exposed to powerful sunlight. Depending on the 
predator, it can also develop tail spines, helmets, or ridges to protect itself. 
Additional gene duplication may have provided Daphnia with additional genetic 
capacity that helps it adapt to diverse environments. 

Striking lineage-specific gene family expansion often involves 
environmental genes 

The copy number of individual gene families can also vary very significantly 
between organisms and is the most striking difference between closely related 
species. The great majority of human genes have counterparts in mice, but the 
human and mouse genomes have undergone extensive remodeling in the 80-90 
million years since human-mouse divergence. Thus, whereas there are just over 
15,000 human and mouse genes that can be seen to be simply 1:1 orthologs, the 
remaining 5000 or so genes belong to gene families that can show major differ
ences in copy number in humans and mice. 

Comparison of the completed human, chimpanzee, mouse, and rat genomes 
reveals a few gene families that are present in high copy number in rodent 
genomes but absent from primate genomes. Many such gene families have roles 
in reproduction. In mouse, they include more than 100 Speer genes that specify a 
type of spermatogenesis-associated glutamate (E)-rich protein and more than 
200 genes that encode vomeronasal type I or type 2 receptors that produce pher
omones. Similar major differences in copy number are evident in invertebrate 
genomes: different Caenorhabditis species have many hundreds of genes encod
ing nuclear hormone receptors and chemoreceptors of the 7TM class (with seven 
transmembrane domains), whereas Drosophila species have a few tens of each. 

Extended comparative genomics analyses show that the differences in gene 
copy number do not simply indicate rapid gene family expansion on certain lin
eages, but instead a rather complicated process of gene duplication and gene 
loss. Vomeronasal receptors, for example, are found in a range of vertebrates 
(Table 10,8); they are expressed in the vomeronasal organ, an auxiliary olfactory 
sense organ found in many animals but absent in primates, presumably as a 
result of evolutionarily recent gene loss. 

Lineage-specific gene family expansions typically involve what have been 
called environmental genes; that is, genes involved in responding to the external 
environment. Their products may be chemoreceptors that can be involved in 
various functions such as sensing odors or pheromones (see Table 10.8), or they 
may be involved in immunity, in the response to infection, and in degrading tox
ins (such as th e cytochrome P450 family). 

A rational e for some gene family expansions may be straightforward. It is not 
surprising that rodents have many more olfactory receptor genes than we do (see 
Table 10.8). In mammals, olfactory neurons express just one type of olfactory 
receptor. Mice and rats rely much more on the sense of smell than we do, and so 
by having many hundred more olfactory receptor genes than us they are much 
better than we are at discriminating between a multitude of smells. Brain
expressed miRNA genes seem to have undergone significant expansion in pri
mate lineages, which may have contributed to primate brain development. But it 

TABLE 10.8 HIGHLY VARIABLE COPY NUMBER FOR CHEMOSENSORY RECEPTOR GENE FAMILIES IN DIFFERENT 
VERTEBRATES 

Gene Number of functional gene copies 
famtly 

HUman Chimp Mouse Rat Dog Cow Opossum Platypus Chicken Xenopus Zebrafish 

OR 388 399 1063 1259 822 1152 1198 348 300 1024 155 

V1R 187 106 8 40 98 270 21 2 

V2R 121 79 86 15 249 44 

TAAR 6 3 15 17 2 17 22 4 3 6 109 

OR. olfactory receptor; VIR. vomeronasal type 1 receptor; V2R, vomeronasal type 2 receptor; TAAR, trace amine-assoCiated receptor, Data abstracted 
from Nei et al. (2008) Nat. Rev. Genet. 9, 95 1 - 963. 
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is less clear why Kruppel-associated box (KRAB}-zinc finger gene families have 
expanded as they have in various mammalian lineages. 

Although gene family expansions can therefore be an adaptive change. there 
also seems to be a significant random element in the way in which gene family 
copy number can vary between species. a process that has been called genomic 
drift· 

Regulatory DNA sequences and other noncoding DNA have 
significantly expanded in complex metazoans 

If increased gene number does not accowll for organism complexity, what does? 
Alternative splicing has been put forward as a possible explanation to the para
dox. It is comparatively rare in simple metazoans such as C. elegan.s, but the great 
majority of human genes undergo alternative splicing and there are Significant 
human-chimpanzee differences in splicing of orthologous exons. 

Another characteristic that clearly distinguishes between the genomes of 
complex and simple metazoans and may well underlie organism complexity is 
the proportion of noncoding DNA. Simple and complex metazoans can have 
much the same amount of coding DNA (e.g. 25 Mb in C. elegans and 32 Mb in 
humans) but the amount of noncoding DNA increases hugely in complex meta
zoans (75 Mb in C. elegans. but 3070 Mb in humans). 

The increase in noncoding DNA includes a significant expansion in the 
amount of untranslated regions of protein-coding genes. which are known to 
contain a wide variety of regulatory DNA sequences. The amount of highly con
served (and presumably functionally important) noncoding DNA has also 
expanded very significantly during metazoan evolution. The most simple meta
zoans have very little highly conserved noncoding DNA. Thus. when the C. ele
gans genome is compared with that of another nematode. C. briggsae. almost all 
highly conserved sequence elements are found to overlap coding exons. In 
D. melanogaster. however. the amount of conserved noncoding DNA is about the 
same as the amount of cod ing DNA. and in humans the amount of highly con
served noncoding DNA is close to four times that of coding DNA. 

The great majority of the conserved functionally important noncoding DNA 
sequences in the human genome are believed to be involved in gene regulation. 
They include cis-acting regulatory DNA sequences (such as enhancers and splic
ing regulators). and sequences transcribed to give regulatory RNA. As detailed in 
Section 9.3, recent analyses have uncovered a huge number of functional non
coding RNAs in complex genomes whose existence was not even suspected a few 
years ago. 

Gene regulation systems in vertebrate cells are much more complex than in 
the cells of simple metazoans. As described below, there is considerable evidence 
that ever increasing sophistication in gene regulation and lineage-specific inno
vations lie at the heart of organism complexity. 

Mutations in cis-regulatory sequences lead to gene expression 
differences that underlie morphological divergence 

Genomewide comparisons reveal an average 99% identity between otthologous 
human and chimpanzee protein sequences. Phenotype evolution may be more 
attributable to changing gene regulation than changing protein sequences. 
Consistent with this view is the fact that extremely closely related species such as 
sibling species in the D. melanogaster subgroup show divergence in the expres
sion of orthologous genes that is much greater than the corresponding sequence 
divergence. Transcription factor binding sites are also, in general. known to evolve 
rapidly-in the 80-90 million years after human-mouse divergence, more than 
one-third of human transcription factor binding sites are nonfunctional in 
rodents, and vice versa. 

Analyses in various organisms have confirmed the importance of cis-regula
tOly elements (eREs) in dictating morphological evolution. In close to 30 case 
studies, precise changes in CREs that control single genes have been shown to 
underlie morphological differences. In each case, the divergence in traits arose 
between closely related populations or species. and CRE evolution is considered 
sufficient to account for the changes in gene regulation within and between 
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f lgur. 10.27 Humans have a gene that makes flies grow wings. 
(A) Drosophila with a mutation in the apterous gene lack win gs. The normal 
phenotype can be rescued aher inserting the wild-type fly gene (B) or its human 
onholog, LHX2 (C), into the mutant fly embryo. [Adapted from Rinc6n-Umas 
DE, lu CH,Canall et al. (1999) Proc. NotlAcad. Sci. USA 96, 2165- 2170. With 
permission from the National Academy of Sciences.] 

closely related species. The cumulative data led Sean Carroll to propose a new 
genetic theory of morphological evolution in 2008. 

Key developmental regulators typically exhibit mosaic pleiotl'Opism: they 
serve multiple roles (and so are pleiotropic), but they also function independ
ently in different cell types, germ layers, body parts, and developmental stages. 
Because the same protein can shape the development of many different body 
parts, the coding sequences of such regulators are under very considerable evo
lutionary constraint, and so are extremely highly conserved. At the protein level, 
their funct.ions can be extraordinarily conserved; sometimes, their functions can 
be maintai ned after they have been artificially replaced by very distantly related 
orthologs, and sometimes even paralogs. 

As shown in FIgure 10.27, a human ortholog of the Dl'Osophila apterous gene 
can regulate the fo rmation of fly wings. The implication is that it is not just the 
gene regulators that are highly conserved, but also the proteins that they interact 
with to perform their functjons, and that in some cases the conservation has 
been maintained over as much as the billion years of evolution that separate 
humans and flies (Figure 10.25B) . Although there was a rapid expansion in the 
number of fundamentally different genes encoding transcription factors, signal 
ing molecules, and receptors at the beginning of metazoan evolution, there has 
been comparatively little expansion since the period just before the origin ofbila
terians (see Figure 10.25B).l'or example, 11 of the 12 vertebrate Wntgene fami
lies, which encode proteins that regulate cell-cell interactions in embryogenesis, 
have counterparts in cnidarians such as jellyfish and, remarkably, six of the major 
bilaterian signaling pathways are represented in sponges that diverged from 
other metazoans at the very beginning of metazoan evolution (see Figure 
10.25B). 

The Hox genes, which specify the anterior-posterior axis and segment iden
tity in embryogenesis, have also undergone very few changes over many hun
dreds of millions of years. Coelacanths, cartilaginous fi sh that are very distantly 
related to us, have much the same classical Hox genes as we do. More accurately, 
they have four more Hox genes than us because of a loss of Hox genes in verte
brate lineages leading to mammals (Figure 10.28). 

Thus, although many other protein famili es were diversifying over the last 
several hundred million years, there has been comparatively little diversification 
of key developmental regulators, possibly because of constraints imposed by 
gene dosage. Instead, expansion of gene function without gene duplication has 
often been achieved by using the same gene to shape several entirely different 
traits. By appropriately regulating gene expression, the same gene product can be 
sent to different but specific tissues (heterotopy) and at different developmental 
stages (heterochrony) where, according to its environment, it can interact with 
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fJgu.-. 10.28 Gene duplication has not 
occurred over hundreds of millions 
of years of Hox cluster evolution. The 
coelacanth is a cartilaginous fish that 
descended from the earliest diverging 
lineage of jawed vertebrates (see Figure 
, 0.26). Coelacanths, humans, and frogs have 
remarkably similar Hox gene organizations, 
and there does not seem to have been any 
gene duplication in the 410 million years or 
so since they diverged from a last common 
ancestor. Rather, there have been instances 
of occasional Hox gene loss during this time, 
shown by curved arrows. For simpliCity. only 
the classical Hox genes are shown within the 
Hox cluster. MYA, million years ago. [Adapted 
from Hoegg S & Meyer A (200S) Trends Genet. 
21,42 1- 424. With permi ssion from Elsevier.] 
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different sets of molecules. For example, the Drosophila Decapentaplegic signal 
ing protein shapes embryonic dorsoventral axis polariry, epidermal patterning, 
gut morphogenesis, and the patterning of wings, legs, and other appendages. To 
achieve this type of highly specific regulation, pleiotropic gene regulators typi 
cally have several large, modular CREs that independently regulate a specific pat
tern of expression ("'gure 10_291. 

Independent regulation of a developmental regulator by different CREs allows 
multifunctionality, and harmful mutations in one CRE will not affect the func
tions of other CREs that regulate the expression of the same protein or the pro 
tein itself. Each CRE consists of a series of modules with short binding sites (often 
about 6- 12 nucleotides long) for trans-acting regulators, notably transcription 
factors. In some regulatory elements, individual binding sequences recognized 
by different transcription factors may be very tightly packed; in others, such as 
diffuse enhancers, they may be much more spread out along the genomic DNA. 

Lineage-specific exons and cis-regulatory elements can originate 
from transposable elements 

Complex metazoans have complex genetic regulatory networks, in which pleio
tropic transcription factors control hundreds of target genes. Cis-regulatory ele
ments are at the heart of these networks, and although some such sequences 
seem remarkably conserved within a taxon such as a class or an order, the 
sequence conservation often does not extend over broader evolutionary taxa. 
Note, for example, the restricted range of evolutionary conservation of many 
enhancers that bi.nd heart-specific transcription factors (Figure IO.5B). New lin
eage-specific regulatory elements evolve from time to time, and co-evolution 
may result in trans-acting factors that are lineage-specific (Figure 10.30). 

If CRE evolution is central to morphological evolution and phenotype diver
gence, how do CREs evolve? Existing CREs can be modified in different ways. 
Mutations in an existing CRE can result in new binding sites for transcription 
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Flgu.r.1 0.29 Complex cis-regulatory 
regions In pleiotropic developmental 
regulators. (Al In this generalized scheme, a 
gene with four exOns (El to E4) is controlled 
by five ds-regulatory elements (CRE1 to 
CR ES). Each regulatory element consists of 
avariety o f modules that contain binding 
sites for trans-acting proteins. Clustered 
binding sites have extended sequence 
conservation. which makes them easier to 
detect by comparative genomics. (B) The 
Drosophila Pax6 gene. also called eyeless (ey). 

has three exons (black bars) and encodes 
a transcription factor that is expressed 
in specific parts of the developing brain. 
central nervous system (CNS), and eyes. 
Expression is regulated by six CREs (colored 
blocks), most being 1 kb in length or longer. 

The rhodopsin gene at the bottom is one 
of the target genes of Pax6.lt has a single 
fun ction that involves expression in the 
photoreceptor cells of the eye, and it has a 
single CRE. as is commonly found in genes 
that are restricted in expression. [Adapted 
from Carroll SB (2008) Cell 134, 25-36. With 
permission from El sevier.] 

F1gur.l0.30 The DNA-binding domain 
of brinker is highty conserved but 
inse<t-spe<:ific. Brinker is a transcriptional 
repreSSOr that is important in dorsoventral 
patterning in insects. The alignment shows 
the conserved core from a selection of 
insect species. including the pea aphid 
Acyrthosiphon pisum, the silkworm 80mbyx 

mari, the honeybee Apis mellifera. the 
wasp Nasania vitripennis, the head louse 
Pediculus humanus, 10 Drosophila species, 
the flour beetle Tribolium (astaneum, and 
three mosquito species Culex pipiens, Aedes 
aegypti, and Anopheles gambiae. The strong 
sequence Conservation within insects 
supports the functional importance of 
this sequence to insect lineages. However, 
sequences with significant similarity cannot 
be identified in other organisms. [Adapted 
from Copley RR (2008) Phil. Trans. R. Soc. B 

363, 1453-1461 . With permission from the 
Royal Society.] 

http:F1gur.l0.30
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factors, for example, or in the loss or modification of existing binding sites, But 
new CREs may evolve by random mutatio n and also as a result of sequence inser
tion events involving transposable elements. 

Transposable elements have been viewed as genome parasites that owe their 
survival to their ability to replicate faster than the host that carries them; RNA 
interference mechanisms are needed to limit their spread within a genome. 
Transposable element repeats account for aboUl 45% of the DNA in the human 
genome, although only a small percentage is active in transposition (see Chapter 
9). By integrating into new locations in the DNA, they can influence the expres
sion of nearby genes by a variety of possible mechanisms (FIgure 10.31). 

By disrupting the normal patterns of gene expression, transposable elements 
are known to cause disease. [n addition to being a potential threat at the level of 
the genome and the individual, however, transposable elements can also be ben
eficial. Comparative genomic studies have shown that at least 10,000 human 
transposable element fragments have evolved under strong purifying selection, 
indicating that they are functionally important. Many of them are located close 
to genes encoding developmental regulators, and many have been strongly con
served over hundreds of millions of years. 

The functional importance of transposable elements arises from their occa
sional ability to donate sequences that are then used by the host genome for a 
novel function, a process known as exaptallon. Thus, the sequences of a small 
number of genes, sometimes known as neogenes, are thought to have originated 
in large pan fro m transposons. They include TERT (telomerase reverse tran
scriptase), CENPB (encoding a centromere protein), and the recombination acti
vating genes RAGl and RAG2. 

More commonly, transposable element sequences have contributed smaller 
gene components. One way involves donating sequence fragments that have 
appropriate splice sites so they can be included as novel exons (exo nization
Figure 10.31C). Such exons have contributed to both functional noncoding RNA 
(such as the BC200 RNA-see Table 9.9) and various proteins. In addition, trans
posable element sequences that contain binding sites for trans-acting factors 
have been exapted to provide novel CREs. 

As an example, the LF-SINE family of retrotransposons are known to have 
contributed sequences to generate both a novel exon and a novel enhancer. The 
starting point for this discovery was uc.338, a 223 bp ultraconserved element 
located at 12q13 whose sequence is 100% conserved in human, mouse, and rat. 
The uc.338 sequence lies within the PCBP2 gene, which encodes an RNA-binding 
regulatory protein, and spans an alternatively spliced exon that encodes part of 
the PCBP2 protein . Comparative genomics also showed that the sequence of 
uc.338 showed a high degree of sequence identity to members of the LF-SINE 
retrotransposon family in the coelacanth, a fish that has descended from one of 
the most evolutionary ancient lineages of jawed fishes (FIgure 10.3Z). 

FigUfl! 10.]1 Transposable elements 
can influence gene expression in several 
ways. (A) When inserted upstream of a 
gene, a transposable element (red box) may 
provide new regulatory sequences, such 
as an enhancer sequence (green triangle) 
that alters the expression of a downstream 
gene. (B) A transposable element inserted 
within an intron may contain promoter 
elements (yellow oval) that drive antisense 
transcription.The antisense transcript 
may interfere with sense transcription and 
potentially regulate transcription. 
(e) An inserted transposable element may 
carry cryptic splice donor (SD) and splice 
acceptor (SA) sequences that allow it to 
be incorporated as an alternative exon 
(exonization). For various other possibilities, 
see Feschotte e (2008) Nat. Rev. 
Genet. 9,397-405. See Figure 10.32 for 
specific examples of (A) and (e). 

pA, polyadenylation site. 
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There are about 100,000 LF-S1NEs in the coelacanth, but, as in other SlNE 
families, evolutionary conservation of LF- S1NEs is limited. Nevertheless, a few 
diverged non-transposing copies are fou nd in other vertebrates, including 244 
human copies in addition to the sequence within PCBP2. Most have evolved 
more slowly than would be expected if they were neutral sequences, suggesting 
that they could have been exapted into cellular roles that benefited the host and 
then became subject to purifying selection. They also seem to be found preferen
tially near genes involved in transcriptional regulation and neuronal develop
ment, suggesting that they may function as enhancers. Testing of one such can
didate showed that it acted as an enhancer that regulated the ISLJ gene, which 
encodes a transcription factor needed for motor neuron differentiation. A con
served sequence in this enhancer is clearly related to the LF-S1NE consensus 
sequence (see Figure 10.32). 

The LF-S1NE family members had been active in transposition in a common 
ancestor hundreds of millions of years ago and long before the appearance of 
mammals, and so the alternatively spliced PCBP2 exon and the proximal ISLJ 
enhancer sequence were generated by evolutionarily ancient retrotransposition 
events. 

Gene family expan5ion and gene loss/inactivation have occurred 
recently in human lineages, but human-specific genes are very 
rare 
What makes us human? To seek answers to this question, it is unsurprising that 
we should concentrate on comparisons with our closest living relatives, Pan trog
lodytes, the common chimpanzee, and Pan palliscus, the pygmy chimpanzee or 
bonobo. The human and chimpanzee lineages are thought to have diverged 
about 5-7 million years ago, about a million or so years after divergence of the 
lineage leading to present-day gorillas (see Figure 10.26). 

Human-chimpanzee genome comparisons have identified 35 million single 
nucleotide substitutions (just over 1.2% sequence divergence), plus insertions 
and deletions that account for about 90 Mb or about another 3% sequence diver
gence. ln addition, there are structural differences, with more than 1500 inver
sions ranging from cytogenetically invisible segments as small as 23 bp to clear 
chromosomal inversions of up to 62 Mb, 

Several hundred regions show significant differences in copy number between 
the two genomes, often as a result of segmental duplication in one genome, and 
so gene copy number can vary significantly. For example, as described in Section 
10.3, duplication of the salivary amylase gene AMYl has occurred repeatedly in 
human lineages since the human-chimpanzee split, but chimpanzees have a 
single such gene. The copy number of repetitive elements can also show major 
differences. The human Alu family, for example, has three times as many mem
bers as the chimpanzee Alu family. 

Figure 10.32 Extensive sequence 
homology indicates a transposon origin 
for an alternatively spliced PCBP2 exon 
and an ISL 1 enhancer. (A) The COnsensus 
481 bp coelacanth LF -S INE retrotransposon 
has tRNA-like A-box and B-box sequences 
and ends in a poly(A) tail [ptA)]. Remarkably, 
it shows more than 80% sequence identity 
over a 200 bp ultraconserved region on 
human chromosome 12 (the uc.338 element) 
that is located within a longer homology 
regi on in the peBP] gene (the green box 
indicates an alternatively spli ced exon). 
Signifi cant homology is also apparent with 

an enhancer sequence that regu lates the 
ISL 7 gene. (6) In the top panel, vertical bars 
denote r~lons of sequence homology of 
the coelacanth LF-SINE consensus with 
human PCBP] and proximal lSL 1 enhancer 
sequences, corresponding to panel (A). The 
expanded red open box in the lower panel 
shows detailed comparative sequence 
homology. Shaded PCBP] and ISL 1 enhancer 
sequences ind icate sequence identity to 
the consensus coelacanth IF-SINE element; 
dots indicate an absence of corresponding 
nucleotides. [Adapted from Bejerano G, 
l owe CB, Ahituv N et al. (2006) Nature 441, 
87-90. With permission from Macmillan 
Publishe rs Ltd.] 
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TABLE 10.9 EXAMPLES OF PRIMATE-SPECIFIC GENES 

Gene Type of product Comments 

GLUD2 glutamate metabol ism enzyme hominoid-specific retrogene; evolved by retrotransposition from the housekeeping 
gene GLUD7; believed to have undergone positive selection resulting in specific 
targeting to mitochondria with novel, potentially brain-specific functions 

CDCI48retro cell cycle protein hominoid-specific retrogene that evolved by copying from a microtubule-expressed 
isoform of CDC14; believed to have undergone positive selection and now 
preferentially associates With endoplasmic reticulum 

TCP10L likely spermatogenesis factor also expressed in hep'atocytes, where it may be Involved in maintaining the 
differentiation sta te 

U5P6 ubiquitin-specific peptidase and implicated in a variety of cancers 
oncogene 

ZNF674 zinc-finger-containing one of a group of primate-specific genes generated by lineage-specific expansion of 
transcription factor (ZNF) a ZNF gene family; implicated in X-linked mental retardation and may be important in 

cognitive functioning 

snaR gene family - , 17-nucleotide noncoding RNAs hominid-specifi c and rapidly evolving; predominantly expressed in testis 
that bind nuclear factor 90 

Various miRNA genes various microRNAs generated by primate-specific expansions in miRNA gene famil ies; they notably 
include brain-expressed miRNAs, some of which have been claimed to be human
specific 

Various primate-specific genes have been identified, and during the past 60 
million years or so of primate evolution there seems to have been a burst of ret
rogene formation-some estimates suggest that at least one new retrogene has 
formed on average every one million years. Other primate-specific genes have 
originated through the duplication of genomiC DNA sequences, such as by seg
mental duplication. Some of the primate-specific genes are known to have 
evolved recently and may be present in hominoids but not monkeys, and some 
others are restricted to hominids (TubIe 10.9). Truly human-specific genes seem 
to be extremely rare; however, families of genes encoding brain-expressed 
miRNAs have undergone Significant expansion in primate lineages. and some of 
the miRNA genes have been reported to be human-specific. 

Lineage-specific differential expression of a single gene also plays a part. 
Inappropriate ectopiC expression of a gene may have important consequences, 
as strikingly revealed with the FGF4 gene in dogs (Agure 10.33). Human
chimpanzee gene differences resulting from lineage-specific gene inactivation 
are clearly evident. Since the divergence of humans and chimpanzees from a 

(A) 

(8) 

I Dl------ FGF4 

FGF4 retrogene 

Flgur.l0.33 The short-legged phenotype 
of various dog breeds is due to 
duplication and e<toplc expression of a 
single gene. (AI The dachshund, like many 
other breeds of dog such as the Welsh corgi 
and basset hound, has chondrodysplasia, 
w ith disproportionately short legs. (8) The 
chondrodysp lasia in these dogs has resulted 
from the very recent form ation of an FGF4 
retrogene that has inserted into a new 
genomic location. The FGF4 retrogene is 
regulated by a different promoter (PI thar 
causes it to be expressed in chondrocytes 
(mature cartilage cells), unlike the parent 
FGF4 gene. [(Al courtesy of Igor Bredikhin 
under the Creative Commons Anri bution 
3.0 Unported License.) 

http:Flgur.l0.33
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TABLE 10.10 EXAMPLES OF EVOLUTIONARY INACTIVATION OR MODIFICATION OF GENES IN THE HUMAN LINEAGE AFTER 
DIVERGENCE FROM CHIMPA;.;.;;.E ;;.___________~~_~_____________'INZ;.;ES 

Gene Gene product Nature of change Consequence 

CMAH CMP-N-acetyl
neuraminic acid 
hydrolyase 

frameshifting deletion unlike other primates (and mammalsl. human s do not make 
N-glycolylneuraminic acid (Neu5Gc), which is one of the two 
most common sialic acids in mammals and Is known to be 
expressed in a developmentally regulated and tissue-specific 
fashion 

MYHI6 type of myosin heavy 
chaIn 

inactivation loss of this myosin protein in humans has been suggested to 
correlate with the considerably sma ller masticatory muscles 
used to chew food, making larg er brain sizes possible; see text 
and Stedman et al. (2004) Nature 428,373- 374 

SIGlECl1 type of sialic acid 5' end and first five exans repl aced by 
sequence copied from a pseudogene 

new and strong expression in hum an microglia 

common ancestor about 5-7 million years ago. about 80 genes have been 
inactivated on the human lineage and now appear as nonprocessed pseudo
genes. and lineage-specific gene modification is also apparent in some cases 
(Table 10. 10 shows some examples). 

Differential inactivation of MYH16. a gene expressed in the jaw muscles. has 
been considered to be one of the most biologically meaningful differences 
between humans and chimpanzees. Humans cannot make a MYH16 protein 
because MYH16was inactivated by mutation in the human lineage about 2.4 mil
lion years ago. just before the modern hominid cranium evolved. Inactivation of 
MYH16in humans may have led to a decrease in the size of the jaw muscle, allow
ing the necessary room for the hominid cranium to be remodeled to accommo
date a larger brain. 

Comparative genomic and phenotype-led studies seek to identify 
DNA sequences Important in defining humans 
Identifying genes and noncoding DNA sequences that have been important in 
adaptive evolution in the human lineage is a challenging task. DNA sequence 
comparisons can be used to look for conserved but rapidly evolving sequences, 
and evidence can be sought for positive selection. As we will see, however, there 
have been difficulties in both detecting positive selection and correlating puta
tive positive selection on human DNA seq uences with specific changes in 
phenotype. 

To detect very recent positive selection in the human genome, polymorphism
based searches are used; these involve a comparison of orthologous sequences 
from different human populations. To detect earlier positive selection that may 
have contributed to our unique abilities, human DNA sequences can be com
pared with orthologs from nonhuman primates, and also from Homo neander
thalensis by using the recently obtained Neanderthal genome sequence (modern 
humans and Neanderthals diverged from a common ancestor about 600,000 
years ago). Phylogenetic analyses using maximum likelihood are then applied. 
Data on positive selection of human genes, obtained with phylogenetic methods, 
can be accessed at the human PAML browser (see Further Reading). 

Genes that function in reproduction or in the immune system are often among 
the most rapidly evolving human genes and are more likely to be targets of posi
tive selection. Positive selection is not, however. a distinguishing feature of 
human genes-many human genes that have been subject to positive selection 
in the human lineage may also be subject to pOSitive selection in other lineages. 
For example, the HLA genes are celebrated examples ofpositively selected human 
genes, but their equivalents in many other animals are also known targets of pos
itive selection. To understand why we are unique, positive selection acting dif
ferentially in the human lineage could more convincingly explain our most dis
tinguishing characteristics. 
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TABLE 10.11 EXAMPLES OF DNA SEQUENCES THAT HAVE BEEN POSTULATED TO BE SUBJECTTO DIFFERENTIAL POSITIVE 
SELECTION IN THE HUMAN LINEAGE 

DNA Type of Properties References 
sequence sequence 

FOXP2 	 protein-coding encodes a transcription factor that is important in speech; see the Enard et at. (2002) Nature 418, 869- 872; 
gene text Enard et al. (2009) CeJl137, 961-971 

MCPH 	 protein-coding encodes microcephalin, a protein that regulates brain size Evans et al. (2005) Science 309, 
gene 1717-1720 

HARIA (HAR1F) 	 RNA gene expressed specifically in Cajal- Retzius neurons in the developing Pollard et al. (2006) Nature 443, 167-172 
neocortex; co-expressed with it is reelin, a protein that is 
fundamentally important in specifying the six-layer structure of the 
brain 

HACNSI enhancer 	 important in early development; in comparison with orthologous Prabhakar et al. (2008) Science 321, 
sequences in chimpanzee and rhesus macaque it has gained a 1346-1350 
strong expression domain in the developing limb that has been 
postulated to result in altered human limb anatomy, such as 
specia lization of the hand to facilitate using tools or the foot to allow 
walking on two legs 

In several cases of putative positive selection in the human lineage, the great majority of nucleotides altered in the human lineage arose by 
replacement of an AorT with a Gor C. This AT -tGC bias has prompted the suggestion that the nucleotide changes simply renect biased gene 
conversion rather than positive selection; for a recent discussion, see Hurst lD (2009) Nature 457,543-544. 

We show in Table 10.11 some examples of DNA sequences that have been 
believed to be positively seJected in tbe human lineage, and we outline different 
approaches to identify them below. To identify genes that confer human charac
teristics, one major approach starts with phenotypes that relate to our special 
cognitive abilities and brain capacity. Studies of human microcephaly, a neu
rodevelopmental disorder characterized by decreased brain growth, have identi
fied genes that regulate brain growtb such as MCPHI for which there is evidence 
for positive selection in tbe human lineage. However, tbe ongoing adaptive evo
lution of such genes is not explained by increased intelligence. Various language 
and reading disorders with a significant genetic component have also been stud
ied, including developmental dyslexia (reading disability) , speech language dis
order (SLD), and also specific language impairment (SLl), where the heritability 
is particularly high. 

The SLD gene FOXP2 has been extensively studied. lt encodes a transcription 
factor tbat has been very weU conserved during evolution-out of a total of 715 
amino acids, only 3 are changed in the mouse. Of these, two amino acids, N303 
and S325, seem to be human·specific when compared with various nonhuman 
primates and are thought to have been positively selected during recent human 
evolution (Figure 10.34). 

Evidence that tbe apparently human-specific N303 and S325 residues are 
important in 	brain function comes from the Foxp~umJhu.m mouse, which is 
homozygous for a humallizedversion oftbe Foxp2 gene (genetically engineered 
to express tbe human-specific N303 and S325). Foxp2humlh",,, mice have altered 
vo calization and also changes in certain neurons that are expected to enhance 
the efficiency of brain mechanisms that in humans are known to regulate motor 
control, including speech, word recognition, and several other cognitive 
properties. 

303 	 325 

modern human DN GIKHGGLD LTTNNSSSTT 5 SKASPP ITHHS IVN GQ 55V .RRDS SSHEETGASH TLYGHG VCK\i 
Neanderthal DNGIKHGGLD LTTNNSSSTT IT HHSIVNGQ 55V RRDS SSHEETGASH TL YGHGVC KW 

chImp DNGI KHGGLD LTTNNSSSTT S SRASPP ITHHSIVNGQ 55V RR D5 SSHEETG ASH TL YGHGVC KH 
gorilla ONGI KHGGLD LTTN NSSSTT S SRA SPP ITHHSIVNGQ 55 V I RRDS SSH ~ETGASH TLYGHGVCKW 

orangutan ONGIKHGGLD LTT NN SSSTT S SKASPP ITHHSIVNGQ 55V " RRDS SSHEETGASH TLYGHGVCK W 
rhesus DNGI KHGGLD LTTNNSSSTT S S RA SP!? ITHHSIVNGQ 55V RRD 5 SSHEETGASH TLYG HGVC KW 

marmoset DNGI KHGGLD LTT NNSSSTT S SJ( A. SPP ITHHSIVNGQ 55 V RRDS SSHEETGASH TLYG HGVCKWr'"mouse DNGII(HGGLD LTTNNSS STT 5 SKASPP IT HHSIVNGQ SSV RR DS SSHEETGASH TLYGHGVCKW 

Figur.l0.34 Human-specific amino acids in the highly conserved FOXP2 protein. The FOXP2 protein hasbeen extremely highly conserved during 
evolution, showing 99.6% identity to mouse Foxp2. Alignment with nonhuman primate orthologs suggests that amino acids N303 and 5325 result 
from non-synonymous substitutions in the human lineage after human-chimp divergence but before the lineages leading to modern humans and 
Neanderthals diverged about 600,000 years ago. 

http:Figur.l0.34
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Systematic genomewide screens for positive selection operating on protein
coding genes have also sought genes important in recent adaptive evolution in 
humans. However, the top candidate genes typically show a non-random pattern 
of nucleotide changes: the great majority of the altered nucleotides changed from 
A or T and became G or C. This AT....GC bias is typically found not just in non
synonymo us substitutions but also in nearby synonymous substitutions and 
noncoding intron sequence. Rather than resulting from positive selection, nucle
otide changes of this kind may result from a bias in the mechanism of gene con
version (see Box 14.1 forthe normal mechanism of gene conversion). GC-biased 
gene conversion may even promote the fixation of deleterious amino acid 
changes in primates (see the footnote to Table 10.11). 

Conserved noncoding sequences are also being extensively investigated to 
assess possible roles in adaptive evolution. Variation in gene regulation has long 
been viewed as being responsible for many of the phenotype differences between 
species. As a direct test , comparative genomewide gene expression screens have 
been performed on equivalent tissues from humans and nonhuman primates. 
Although the data are not easy to interpret, genes encoding transcription factors 
are particularly likely to show differences in expression between humans and 
chimpanzees. 

Much of the effort to identify positively selected noncoding DNA has focused 
on short regions of the human genome that are known to have been highly con
served over vertebrate evolution but yet show remarkably high sequence diver
gence in the human lineage since human- chimpanzee divergence. The vast 
majority of these human accelerated regions (HAR) consist of noncoding DNA. 
The most remarkable is the HARI sequence at 20ql3. Although the chimpanzee 
and chicken lineages diverged about 300 million years ago, their HAR I sequences 
show more than 98% sequence identity (only 2 differences out of 118 nucle
otides), but the human and chimpanzee HARI sequences differ at 18 out of the 
118 nucleotides. An RNA gene, HARIA, that overlaps the HARI sequence has 
been proposed to have an important role in human brain development (see Table 
10.11) . Another such region, variously known as HACNSl or HAR2, acts as an 
enhancer that seems to have acquired a human-specific gain of function (see 
Table 10.11). However, in the human lineage, nucleotide changes in the HAR 
regions also show emphatic AT....GC biases, raising the question of the contribu
tions of biased gene conversion and positive selection, as above. 

CONCLUSION 
Model organisms have long been useful in research, to understand molecular 
and physiological processes and to study disease and evaluate potential thera
pies for human diseases. Now that we have the genome sequences for many of 
these model organisms as well as humans, the detection of differences and simi
larities between genomes is enabling us to learn more about the processes that 
shape a genome and allow it to evolve. 

Comparative genomics has allowed the construction of molecular phyloge
netic trees of extant species, deepening our understanding of our position in the 
tree of life, and revealing information about how genomes, including our own, 
have evolved. 

As well as helping to identify and validate predicted protein-coding genes, 
comparative genomics has also been helpful in identifying functional noncoding 
DNA. The latter is thoughtto account for about 80% of the highly conserved DNA 
in the human genome, being made up of RNA genes and short regulatory ele
ments that control how genes are expressed. 

Functionally important sequences tend to be strongly conserved and are sub
ject to purifying (negative) selection, with harmful mutations being selectively 
eliminated. Those mutations that are beneficial tend to be positively selected. 
These mutations underlie adaptive evolution. 

Shuffling and duplication of the exons within protein-coding genes increases 
gene complexity. Transposable elements can also be copied and used to make 
coding sequences or to introduce new functionally important sequences, such as 
novel exons and novel regulatory elements. 

Evolutionary novelty can also arise tlu-ough the duplication of genes or even 
whole genomes. Once a gene has been duplicated, the two copies can diverge 
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in sequence and ultimately in function . The mutations can be in the coding 
sequence or in cis-regulatory elements that determine when and where the gene 
is expressed. 

Large-scale chromosomal rearrangements have occurred during mammalian 
genome evolution. Gene order is only conserved over small segments (synteny), 
and syntenic genes are often found on many different chromosomes when spe
cies are compared. The sex chromosomes are the exceptions. Comparative 
genomics has provided insights into how the sex chromosomes developed from 
autosomal ancestral chromosomes, and into the mechanisms that have led to 
the divergence of the X and Y chromosomes, with the loss of sequences on the Y 
chromosome. 

Comparative genomics has also thrown up the G-value paradox, that organ
ism complexity does not correlate with the number of protein-coding genes. 
Whole genome duplication and subsequent DNA loss can partly explain this par
adox. In addition, there are lineage-specific expansions of certain gene families. 

Variation in regulatory sequences and other noncoding DNA may also be 
important. Ever increasing sophistication in gene regulation and lineage-specific 
innovatjons may lie at the heart of the complexity of organisms. 

The differences between the human genome and those of our closest rela
tives, the gorilla and the chimpanzee, are small in percentage terms, and subtle. 
There are some primate-specific genes, including many micro RNA (miRNA) 
genes. There are very few human-specific genes, with only weak evidence for 
accelerated evolution of genes, particularly miRNAs, expressed in the brain. The 
rapidly evolving regions of the human genome are noncoding, including some 
cis-regulatory regions and noncoding RNAs, suggesting that gene regulation may 
have a significant role in distinguishing us from our phylogenetic cousins. 

In Chapter 11 we take a closer look at the regulation of gene expression in 
humans, and in Chapter 12 we consider how gene function and gene regulation 
are studied in cells and model organisms. 
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Chapter 11 

Human Gene Expression 


KEY CONCEPTS 

• 	 The characteristic forms and behaviors of different cell types result from different patterns 
of expression ofthe same set of genes. Expression is regulated at both the transcriptional 
and translational levels. 

• 	 RNA polymerase II transcrib es all protein-coding genes, and many that encode noncoding 
RNAs. A large multiprotein complex must be assembled at the gene promoter before 
transcription can be initiated. 

• 	 A fixed set of general transcription factors forms the basal transcription apparatus, with a 
large cast of gene-specific or tissue-specific transcription factors, co -activators, and 
co-repressors modulating promoter activity. 

• 	 Promoter activity is affected by sequence-specific DNA-binding proteins that bind either 
directly to the promoter or at more distant positions (enhancers, repressors, and locus 
control regions). DNA looping brings distant sites close to the promoter. Co-activators and 
co-repressors do not bind DNA but are recruited to promoters by protein-protein 
interactions. 

• 	 Large-scale studies of human transcripts have shown that the majority of human genomic 
DNA is transcribed. The function (if any) of most of the transcrip ts is unknown. The 
implications of this are currently not clear, but a substantial revision ofthe traditional view 
of discrete genes sparsely scattered along genomic DNA may be required. 

• 	 The local chromatin conformation may be more important than the local DNA sequence in 
defining promoters. It is governed by an interplay between histone-modifying enzymes, 
ATP-driven chromatin remodeling complexes, and DNA methyltransferases that methylate 
cytosine in CpG dinucleotides. RNA molecules may also have a role. 

• 	 Histones in nucleosomes can undergo many different covalent modifications. The pattern 
ofthese constitutes an additional layer of heritable information (a histone code) that has a 
major, but not exclusive, role in determining chromatin conformation. 

• 	 Heritable effects on gene expression that are not caused by a change in the DNA sequence 
are called epigenetic changes. The heritability is due to heritable patterns of methylation of 
CpG sequences. 

• 	 For a few dozen human genes, expression depends on parental origin because of 
imprinting. This is an epigenetic process whereby alleles at a locus carry an imprint of their 
parental origin that governs the pattern of expression. 

• 	 Most protein-coding genes encode multiple polypeptides because of the use of alternative 
promoters and/or alternative splicing. In many cases, the resulting protein isoforms have 
different tissue specificities, biological properties, and functions. 

• 	 Gene expression is also regulated by controlling whether or not an mRNA will be translated. 
This often depends on proteins and microRNAs (miRNAs) that bind to sequences in the 3' 
untranslated region of the mRNA. 

• 	 The role ofthe myriad different miRNAs is still uncertain, but it is thought that they fine
tune the expression of many genes. Major changes in gene expression are more often due to 
controls that affect transcription. 
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All the cells of our body, apart from gametes, are derived by repeated mitosis from 
the original fertilized egg. All those cells, with a few minor exceptions, therefore 
contain exactly the same set of genes. The differences in anatomy, physiology, 
and behavior between cells, described in Chapters 4 and 5, are the result of differ
ingpatterns of gene expression. During normal development, cells follow branch
ing traj ectories in which successively more specialized patterns of gene expres
sion define the transitions from totipotency through pluripotency and onward to 
terminal differentiation. Most of these developmental decisions are irreversible 
in the context of normal human physiology, although there is great interest in 
reversing them by artificial manipulation, to produce induced pluripotent cells 
(see Chapter 21) or to promote the regeneration of damaged tissues or organs. In 
addition to these fixed patterns, cells have a repertoire of short-term flexible 
changes in gene expression that enable them to respond to their fluctuating 
environments. 

Controls on gene expression operate at several levels. On the largest scale, 
megabase regions of chromatin around centromeres and elsewhere form highly 
condensed and genetically inert heterochromatin that can be seen by Giemsa 
(G-band) staining of metaphase chromosomes. The dark G bands do contain 
some expressed sequences, but most expressed genes are located in regions that 
stain pale in a standard G-banded preparation (see Figure 2.14). The location of a 
chromosome within the interphase cell nucleus can also have a profound effect 
on its level of expression. 

This chapter explores how gene expression is controlled at the single gene 
level, from the selection of which genes to transcribe, through processing of the 
transcript, to translat;on to produce the initial protein product. 

As descr ibed in Chapter 8, techniques for studying gene expression have 
evolved rapidly. Early studies used RT-PCR to document the expression or other
wise of single genes of interest in different tissues or at different stages of devel
opment. Gene expression was quantitated by real-time RT-PCR. As with other 
aspects of genetics, the emphasis moved on to genomewide studies, using micro
arrays for expression profiling. Typically, the experiments compare expression 
profiles in two or more tissues or cell states. Now the focus is moving on to direct 
sequencing of cDNA on a massive scale. In some ways, this is just a refinement of 
the large-scale generation of expressed sequence tags (ESTs) by partial sequenc
ing ofcDNA libraries. However, the new massively parallel sequencing machines 
allow an unprecedented depth of sequenci ng, and hence the unbiased quantita
tion of even very rare transcripts and detection ofrare splice isoforms. 

Efforts to understand the factors controlling human gene expression have 
been focused by the ENCODE (Encyclopedia of DNA Elements) project. This is a 
systematic attempt to identjfy all functional sequence elements in human DNA 
(see http://genome.ucsc.edu /ENCODE).Apilotphase,launched in 2003, focused 
on 44 genomic regions, totaling 30 Mb or 1% ofthe human genome. In 2007, the 
project moved into the production phase, studying the whole genome. At the 
same time, parallel efforts (ModEN CODE; http://www.modencode.org) targeted 
two important model organisms, the fruit fly Drosophila melanogasrer and the 
nematode Worm Caenorhabditis elegans. Data from the ENCODE project inform 
much of the discussion in this chapter. 

There is a growing awareness that the way in which our genome works is 
much more complex than it once appeared. Early understanding naturally 
focused on the sparsely scattered protein-coding sequences and was guided by 
the idea that each gene encoded a single polypeptide. It now turns out that most 
protein-coding genes encode multiple polypeptides. Moreover, although less 
than 1.5% of our DNA codes for protein, much of the rest is transcribed, and cells 
are awash with newly recognized RNA molecules, of whose function (if any) we 
still have only a very limited understanding. The genome projects showed that 
we humans have scarcely more protein-coding genes than the I mm long 
Caenorhabditis elegans worm. It seems inevitable that our greater complexity 
must be the result of more complex organization and reguJabon of a broadly sim
ilar set of genes. Some of the new vision was presented in Box 9.5, which dis
cussed reviSing the concept of the gene. We are still at an early stage of unraveling 
the mechanisms that control human gene expression, but this chapter outlines 
current concepts and sets the scene for emerging new data. 

http:http://www.modencode.org
http://genome.ucsc.edu/ENCODE).Apilotphase,launched
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11 .1 PROMOTERS AND THE PRIMARY TRANSCRIPT 
Gene expression depends on trans cription. As noted in Chapter 1, humans have 
th ree nuclear RNA polymerases (and in fact a fourth, used only in ntitochondria). 
The three nuclear RNA polymerases have distinct func tions aud use different 
types of promoter: 
• 	 Polymerase I (pol I) specifically transcribes the ribosomal RNA genes that 

exist as tandem arrays on the short arms of the 10 acrocentric chromosomes 
(see Figure 1.22). 

• 	 Polymerase II (pol Il) transcribes all protein-coding genes and many of the 
genes encoding functional RNAs, including the snoRNAs (small nucleolar 
RNAs) that modify ribosomal RNA and the microRNAs that regulate transla
tion. This chapter is concerned with the expression of genes that are tran
scribed by pol II. 

• 	 Polymerase III (pol JIl) is used to transcribe the genes for transfer RNAand the 
5S ribosomal RNA, together with some other small RNAs (see Figure l.IS). 

• 	 Mitochondria have an entirely different RNA polymerase, encoded by the 
nuclear POLRMTgene. Surprisingly, in the light of the supposed bacterial ori
gin of mitochondria, this is not a bacterial-type polymerase but a single
polypeptide polymerase related to RNA polymerases of bacteriophages. 
The molecular even ts that occur at active promoters are complex in their 

details, but the principle is straightforward enough. We consider these events 
first and then go on to the much more difficult question of why one DNA se
quence rather thau another should be active as a promoter. 

Transcription by RNA polymerase II is a multi-step process 

Although RNA polymerase is the enzyme that synthesizes the transcript, it does 
not act alone. Transcription is a highly regulated process. Decisions on which 
parts of the genome to trauscribe, and how actively to do so, are crucial in allow
ing a cell to respond appropriately to its environment and the demands of the 
whole organism. These decisions are governed by a large cast of regulatory fac
tors acting in a complex, multi -stage process. 

Defining the core promoter and transcription start site 
In terms of DNA sequence, pol II core promoters are highly heterogeneous. 
Several consensus elements have been identified , including the TATA, GC, and 
CCAAT boxes described in Chapter 1 (see Figure 1.14), but none of them is essen
tial and many promoters lack all of them. The spacing of the various elements is 
important (Figure J 1. 1), but much depends on binding of locus-specific activa 
tors, either at the core promoter or at more distant sites. Characteristic histone 
modifications (see below) are better than the DNA sequence at predicting pro
moter activity, but how those modifications are targeted to promoter sequences 
is not well understood. One survey of 1031 human polll core promoters found 
that only 32% of genes carried a TATA box aud that such promo ters are typicaUy 
used by genes with highly tissue-specific expression. By contrast, promoters of 
housekeeping genes, or those with complex patterns of expression, tend to have 
CpG islands (see below) but not TATA boxes. Transcription start sites are tightly 
constrained at TATA box promoters but are distributed broadly over a 50-100-bp 
region at CpG-island-associated promoters. The actual start site is aimost always 
the purine of a pyrimidine-purine dinucleotide. Box 11.1 describes two of the 
main methods used to define the start sites of genes. 

Figure 11 .1 Sequence elements found in 
RNA polymerase II core promoters. The 
boxes show DNA sequence elements that are 
often found in RNA polymerase II promoters, 
togethe r with their consensus sequences 
and positions relative to the transcription 
start site. The TATA box binds the TATA
binding protein subunit of the general 
tran scription factor TFIIO.The initiator (lnr) 

element defines th e transcription start site 
(the highlighted A) w hen located 25-30 
bp from a TATA box. The downstream co re 
promoter (OPE) element is functional 
only when placed precisely at +28 to +32 
bp relative to the highlighted A of an 1m 
element. The general transcription factor 
TFIIB binds to the BRE (TFIIB recognition 

y: 
element). However, none of these elements 
is either necessary or sufficient for promoter 

- 41 to - 35 - 34lo - 28 +28 to +32 activity, and many active polymerase II 
- 2 promoters lack all of them. Py, pyrimidine 

/ \ i (C arT) nucleotide; N. any nucleotide. 

BRE TATA box In' OPE (Adapted from Smale ST & Kadonaga JT 
(2003) Annu. Rev. Biochem. 72. 449-479. WithAG A.C~~g~CGCC TATA*AA~ PyPYAN~P Y PY 

G TTC permission from Annual Reviews.) 
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BOX 11.1 TECHNIQUES FOR IDENTIFYING THE TRANSCRIPTION START SITE 

5' RACE (Rapid amplification of eDNA ends) \s a form of RT-peR that 
allows amplification of the whole mRNA sequence between an internal 
primer and the 5' end of the RNA (FIgure 1). This is a low-throughput 
method but is particu larly useful for identifying unsuspected 
upstream exons o f a gene, the resul t of initiation at a novel promoter. 
In the ENCODE project, 5' RACE was systematica lly used to examine 
transcripts from 399 lod in 12 different t issues. RACE products 
were identified with the use of oligonucleotide microarrays. Novel 
fragments were found for 90% of all loci tested. 

CAGE (Cap analysis of gene exp ress ion) is a high-throughput 
method that sequences j ust the first' 8 nucleotides adjacent to the 5' 
cap of all mRNAs in a sample. The sequence allows the transcription 
sta rt site to be identified, and the number of occurrences of that 
sequence is a d ired count of the number of molecules of that mRNA in 
the original sample. The method depends on three basic steps: 

cDNAs that co rrespond to the capped 5' end of mRNAs are 
selected. This is achieved by a chemical reaction that biotinylates 
the mRNA cap, followed by selection with streptavidin-coa ted 
magnetic beads. 
An adaptor containing the recognition site for the type li s enzyme 
Mmel is ligated to the cDNA. Type lis restriction enzymes recognize 
a specific DNA sequence but cut the DNA elsewhere, a defined 
number of base pairs away. Digestion with Mmel releases an 
, 8-nucleotide fragm ent of the eDNA with a two-ba se overhang (a 
stlckyend). 
The l a-base fragments with their sticky ends are ligated together 
to form long concatemers, which are then sequenced. 

The method is a variant of the SAGE (Serial analysis of gene 
expression) technique that fi rst introduced the use of type li s 
restriction enzymes and sequencing of concatemerized tags. The short 
tags are sufficient to identify the molecule, and the concatemerization 
allows huge numbers of tags to be sequenced, permitting 
unprecedentedly accurate quantification of the relative abundances of 
different mRNAs. The purpose of using the type li senzyme to generate 
short tags Is to reduce the amount of sequencing needed. With the 
introduction of massively parallel sequencing technologies, this may 
no longer be an importan t conside ration, and it may be simp ler just to 
sequence cap-seleded cDNAs on a massive scale. 

3' 

5' 

MAMAA 

AAAAMA...A" 3' 

•" reverse transcription of RNA using an 
Internal primer; extend 3' end of transcript 

5'' rrm3' MM.~ 

1 using terminal transferase and dATP 

3' anneal adaptor contain ing primer•5' sequence A and extend 

1 B 

S'<=MAAA 3' 
3'rIIImTnn---.....S. PCR with primers A and B 

A 

Figu.l'e 1 Principle of 5' RACE_ 

Assembling the basal transcription apparatus 
Given a favo rable local chromatin environment, the basal transcription machin· 
ery will assemble on the DNA at a promoter. This comprises 27 polypeptide sub· 
units: RNA polymerase II and five multisubuni t general transcription factors 
called TFlI B, D, E, F, and H (Table 11 .1). The machinery assembles sequentially 
(Figure 11.2). The fi rst component to bind isTFIID, a multi protein complex com· 
prising the TATA·binding protein (TBP) and about 11 TAFs (TBP·associated fac· 
tors). Promoters that include a TATA box are bound by the TBP component of 
TFIID; some of the other components presumably direct binding to promoters 
that lack a TATA box. Once TFIID has been located on the promoter, the remain· 
ing TFII factors and RNA polymerase II assemble to form the initiation co mplex. 

TABLE 11.1 THE GENERAL TRANSCRIPTION FACTORS NEEDED FOR INITIATION OF 
TRANSCRIPTION BY RNA POLYMERASE II 

----------~----------~ Name No.of Roles in initiation of transcription 
subunits 

TFIID 

TBP subunit recognizes TATA box 

TAF subunits -11 recognize other DNA sequences near the start point; regulate DNA 
bind ing by TBP 

TFIIB recognizes BRE element in promoters; accurately positions RNA 
polymerase at the start site of transcription 

TFII F 3 stabilizes RNA polymerase interaction with TBP and TFIIB; helps 
attract TFIIE and TFIIH 

TFII E 2 attracts and regulates TFIIH 

TFIIH 9 unwinds DNA at the tran scription start point; phosphorylates Ser 5 
of the RNA polymerase C-terminal domain; releases RN A polymerase 
from the promoter 

TBP, TATA-binding protein; TAF,TBP-associated factors; BRE, TFIIB recognition elemem. 
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Figure 11.2 Initiation of transcription at a pal II promoter. Before RN A 
polymerase II can in itiate t ranscription, several general transcription factors
TFIID, TFIIS. TF IIE, TFIIF, and TFIIH- are requ ired to assemble sequentiall y on 
the promoter. The promoter illustrated here includes a TATA box, to which TFIID 
binds. Many promoters lack a TATA box and use other sequence elements to 
assemble the transcription factors and RNA polymerase II. When this basal 
trans<ripti on apparatus has fully assembled, TFlIH opens up the DNA double 
helix at the transcription start site and initiates a con formationa l change in 
the polymerase by phosphorylating its protruding (-terminal domain. Thi s 
allows the polymerase to commence transcription. Ad ditional DNA-binding 
transc ription factors and protein-binding co-activators (not shown) control the 
level of activi ty of a promoter. TSP, TATA-box binding protein; CTD, C-terminal 
domain of RNA pol II. [From Alberts B, Johnson A, LewisJ et al. (2007) Molecular 
Biology of the Cell, 5th ed. Garland SCiencefTaylor & Franc is LLC.] 

Elongation of the transcript 
Unlike DNA polymerases, RNA polymerases do not need a primer to get started, 
but further actions of the TFll facto rs are needed before transcription can start. 
One subunit ofTFIlH is a DNA helicase. This uses energy from the hydrolYSiS of 
ATP to open up the DNA double helix, giving pol II access to the template strand. 
The polymerase then starts RNA synthesis but initially fails to progress away from 
the promoter. Short oligoribonucleotides are produced in a process of abortive 
initiation until a set of conformational changes OCCur that allow the polll to move 
into elongation mode. These changes are triggered by TFIlH-dependent phos
phorylation of serine residues in the C-terminal domain of pol II. Some data sug
gest that this transition is the most critical pan of transcription control. Most 
promoters, whether active or inactive, are said to be occupied by a pre-initiation 
complex, but only those on active genes are able to move into elongation mode. 

The polymerase then moves along the template strand, leaving behind most 
of the general transcription fa ctors but picking up new proteins, the elongation 
factors such as the Elongin complex. The average speed is about 20 nucleotides 
per second, although there are pauses and spurts. At this speed it would take 
more than 24 hours to transcribe the 2.4 Mb dystrophin gene! 

Termination of transcription 
There seem to be no specific sequences that act as stop signals for RNA polymer
ase; th ere are no transcriptional analogs ofthe UGA, UAG, and UAA translational 
stop codons. For many genes, termination occurs at various positions in different 
individual transcripts. It turns out that termination of transcription is linked to 
cleavage of the transcript. A well-known feature ofmRNAs is the poly(A) addition 
site-AAUAAA or a closely similar sequence. As described in Chapter 1 (see Figure 
1.21), the mRNA is cut a few nucleotides downstream of this site. This cleavage 
also initiates the events leading to the termination of transcription. The cut is 
made by a protein complex that is physically tethered to the RNA polymerase. 
The complex includes an exonuclease. Once the cleavage has produced a free 
RNA end, the exonuclease m oves along the RNA that is still emerging from the 
polymerase, degrading it in a 5' ....3' direction. A sort of race ensues between the 
polymerase, continuing along the DNA and elongating the tail of the transcript, 
and the exonuclease coming up behind the polymerase and eating up the tran
script (Figure 11.3). The exonuclease is the faster ofthe two, and when it catches 
up with the polymerase, transcription terminates. 

Many other proteins modulate the activity of the basal 
transcription apparatus 
The efficiency of transcrip tio n initiation is greatly influenced by further proteins 
that bind to the DNA or to the transcription initiation complex. They can be 
divided into two classes according to whetheror not they bind DNA. Transcription 
factors are sequence-specific DNA-binding proteins that bind at or close to the 
core promoter. Many are tissue-specific or developmentally regulated. Promoters 
are often inactive in the absence of appropriate transcription factors. Other DNA
binding proteins bind to specific sequences (enhancers and silencers) located 
some way away from the promoter. Looping of the DNA brings them into close 
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proximity to the promoter. Co-activators and co-repressors, in contrast, do not 
bind DNA: they rely on pro tein-protein interactions to associate with the tran
scription initiation complex and modulate its activity. 

Sequence-specific DNA-binding proteins can bind close to a 
promoter or at more remote locations 
Transcription factors contain a DNA-binding domain th at confers specificity, 
and an activation domain that mediates the functional effect. The main classes of 
DNA-binding protein motifs were described in Chapter 4: helix-loop- helix, helix
turn-helix, leucine zipper, and zinc finger motifs (see Box 4.2). These bind to DNA 
in a sequence-specific manner. Consensus binding sequences can be identified 
by experiments that systematically modify oligonucleotides to find the one that 
is most strongly bound. However, the actual sequences in the genome that are 
bound by a given transcription factor are not readily predictable. Chromatin 
immunoprecipitation (see below) can be used to identify the sequences actually 
bound in vivo, and these do not always correspond to the optimum binding 
sequence identified by the first method. 

Binding of a transcription factor to DNA is not determined simply by the pres
ence of a suitable binding sequence anywhere in the genome_ Binding sites fo r 
most DNA-binding proteins are quite short, typically four to eight nucleotides, 
and some variation in sequence is tolerated. Possible binding sites for anyone 
factor are present in thousands of copies across the genome, but only a tiny 
minority of them are used. Two factors govern the selection of actual sites from 
among the large number of potential sites. First, binding is combinatorial. 
Assembly of the transcription initiation complex depends on co-operative inter
actions between RNA polymerase and a whole set of transcription factors and 
co -activators. A typical promoter has multiple potential binding sites, usually for 
several different proteins. Second, proteins can only bind to the DNA if the rele
vant sequence is accessible. Access to the DNA is strongly restricted when it is 
wrapped around nucleosomes. Active promoters need to have a relaxed, open 
chromatin structure in which the DNA is relatively free of nucleosomes. We con
sider chromatin structure below. 

Figure 11.3 Termination of transcription. 
After Cleavage (dotted arrow) of the 
transcript (red line) downstream of the 
polyadenylation signal (AAUAAA) an 
exonuclease tethered to the RN A polymerase 
works itsway along the tail of the nascent 
transcript. TranscriptiOn ceases when 
the exonuclease reaches the body of the 
polymerase. 
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Binding sites for transcription factors have traditionally been thought of as 
lying upstream of the transcription start site. However, data from the ENCODE 
project show that, in fact, averaged across all the genes studied, binding is sym
metrically distributed about the transcription start site. Transcription factors are 
just as likely to bind downstream of the start site as upstream (Figure 11.41. 

Distal DNA sequences where sequence-specific binding of proteins affects 
transcription are labeled enhancers or silencers, depending on whether they 
activate or repress transcription. They can lie either side of the promoter. The 
chromatin loops round to provide direct physical contact with proteins bound to 
the promoter (Figure II ,5). Developmental genes, in particular, often have com
plex sets ofvery distant enhancers. These have usually been discovered by chance, 
when a chromosomal translocation separates a gene from an enhancer. This pro
duces the phenotype associated with loss-of- function mutations of the gene, 
although the coding sequence is intact. Typical examples include the following: 
• 	 Heterozygous loss-of-function mutations in the PAX6 gene on chromo

some Il pl5 cause aniridia (a bsence of the iris of the eye; OMIM 106210). 
Some patients with aniridia have no mutation in PAX6 but have transloca
tions with breakpoints up to 125 kb downstream of the last PAX6 exon. 
Experiments with transgenic mice located a cluster of essential regulatory 
elements in this region (Pigure 11 .6A). There are several different tissue-spe
cific enhancers in the cluster. 

• 	 The role of the SHH(soni c hedgehog) gene in limb development was described 
in Chapter 5. Another gene, LMBRl, is located 1 Mb away from the SHH gene 
on chromosome 7q36. Several deletions, insertions, or translocation break
points in the LMBRI gene in humans or mice cause various limb abnormal i
ties (Figure 11.6B). It was natural to assume that these were the result of a loss 
of function of LMBRl-but point mutations in LMBRl had no effect on limb 
development. Instead, these changes disrupt a series of enhancers of SHH 
that happen to be I?cated in introns of LMBRl. 

When a chromosomal rearrangement abolishes the expression of an appar
ently intact gene by separating it from a distant eobancer, as in the PAX6 cases 
described above, this is often but incorrectly described as a position effect. 
That term was coined to describe the gene silencing observed in Drosophila 
when a chromosomal rearrangement relocated a gene to a position close to a 
heterochromatic region (see Chapter 16). Position effects reflect the tendency 
of heterochromatinization to spread along a chromosome. The only undoubted 
position effect known in humans is the occasional silencing of autosomal loci 
when an X-autosome translocation relocates them to an inactivated X chromo
some (see below). 

Wh en clusters of distal regulatory elements were firs t discovered that were 
both necessary and sufficient to ensure the correct tissue-specifi c expression of a 
gene, they were called locus control regions (LCRs) . In experimental systems, 
locus control regions can confer strong position-independent expression on 
trans genes, being required if the transgene is to function as a fully independent 
transcriptional unit. The best-known human examples control expression ofthe 
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FlgutellA Transcription factors may 
bind either upstream or downstream of 
the transcription start site. The curves 
show the distribution of locations at which 
the transcripti on factors MYC, E2Fl , and E2F4 
bound to the promoters of a set of different 
actively expressed genes, rel ative to the 
transcription sta rt site (vertical dashed line). 
The curves are roughly symmetrical about 
the transcription start sites, showing that the 
binding si te for one of these tran scription 
factors in a particu lar gene is just as likely to 
be downstream of the transcription start site 
as upstream in rhe conventional promoter 
location. [Adapted from the ENCODE 
Project Consortium (2007) Nature 447, 
799-816. Wi th permission from Macmill an 
Publishers ltd.) 

FigunI 11 .5 DNA looping brings proteins 
bound to enhancers or silencers into 
direct contact with proteins bound to 
the promoter. Regulatory elements such 
as enhancers (red box) may be located 
hundredS of kiloba ses upstream or 
downstream of the gene they control {blue 
box). DNA looping allows direct phys ica l 
interactions between proteins bound to 
th ese distal elements and some of the many 
protei ns bound to the promoter, For cla ri ty, 
only the RNA polymerase is shown at the 
promoter. 
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two clusters of globin genes. In the a-globin cluster on chromosome 16p and the 
f)-globin cluster on lip. distant LCRs allow tissue-specific expression and devel
opmental switching of genes in the cluster (Figure 11.7). The LCRs include 
enhancer and insulator elements-the latter preventing more distal sequences 
from affecting the expression of the genes controlled by the LCR. Deletion of the 
LCR prevents expression of the genes it controls. even though the gene sequences. 
including the promoters. are intact. Many examples are now known of genes in 
which the regulatory sequences are more scattered. and so the idea of discrete 
locus control regions has become less useful. 

Co-activators and co-repressors influence promoters without 
binding to DNA 

The components of transcription mltlallon complexes are held together by 
protein-protein interactions. Many proteins help glue together the complex 
without themselves binding DNA. Thus. some co-activators and co-repressors 
function simply as platforms for the assembly of a complex; others. however. 
have enzymatic activities. The CoREST co-repressor complex illustrates this. 
CoREST itself is recruited to promoters by the DNA-binding protein REST. where 
it forms an assembly platform for the other components of the CoREST co-reo 
pressor complex. These include multiple histone-modifying enzymes that col 
lectively repress transcription. 

The nuclear receptors exemplify the way in which co-activators and co· 
repressors bulld up elaborate regulatory networks. The 48 human nuclear recep· 
tors are transcription factors whose activity is inducible. In Chapter 4. we 
described their role in allowing cells to respond to external signals. In many cases. 
the activity is induced by binding of a steroid. thyroid. retinoid. or other fat · 
soluble hormone that can pass through the outer cell membrane. Alternatively. a 
nuclear receptor may be activated indirectly as a downstream consequence of 
the binding of an extracellular ligand to a cell surface receptor. 

Once activated, the nuclear receptors associate with response elements in the 
promoters of the genes they regulate (see Figure 4.8). However. they do not act 
alone: they recruit a large cast of co-actlvators and co-repressors. These are mul· 
tiprotein complexes incorporating a range of enzymatic activities relevant to the 
control of transcription. These enzymatic activities are in turn regulated by a 
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F-igure11.6 long-range controls on gene 
expression. (A) Translocation breakpoints 
(vertical dashed arrows) up to 125 kb 
downstream of the 3' end of an intact PAX6 
gene cause a loss of PAX6 function in patients 
with aniridia. Regulatory elements essential 
for the expression of PAX6 must lie distal of 
all these breakpoints. DNase hypersensitive 
Sites (red boxes) mark stretches of DNA 
where nucieosomes are absent or unstable, 
which are therefore available for interaction 
with DNA-binding proteins. Two of these 
sites have been identified as retina-specific 
and lens-specific enhancers. The PAX6 
regulatory sequences lie within introns of 
ELP4 (yellow boxes mark exons of this gene), 
an unrelated gene that is transcribed in the 
opposite orientation. (B) Function of the SHH 
(sonic hedgehog) gene in limb development 
depends on enhancers located' Mb away, 
within introns of the LMBRl gene (blue boxes 
show exons of this gene). An additional 
gene, RNF32, ties between SHH and these 
regulatory elements. Positions of a deletion, 
an insert ion, and a translocation breakpoint 
are shown, all of which cause phenotypes 
due to abnormal control of SHH expression. 
Ssq, Sasquatch mouse mutant; PPD, human 
preaxial polydactyly (OMIM 174500); 
acheiropodia, human syndrome of bilateral 
absence of hands and feet (OMIM 200500). 
[F ro m Kleinjan DA & van Heyningen V (2005) 
Am. J. Hum. Genet. 76, 8-32. With permission 
from Eisevier.j 

Flgur.11 .7 locus control regions for the 
a- and P-globin dusters. The locus co ntrol 
regions (LeRs) are marked by one or more 
DNase I-hypersensitive sites (red boxes) 
located upstream ofthe cluster, where 
nucleosomes are absent or unstable, and 

the DNA is therefore available for interaction 
with DNA-binding proteins. These sites are 
hypersensitive in erythroid cells, where the 
globin genes are expressed, but not in cells 
of other lineages. Blue boxes show expressed 
genes, purple boxes pseudogenes. The 
functional status ofthe a-globin gene (green 
box) is uncertain. Arrows mark the direction 
of transcription of expressed genes. 
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series of reversible covalent modifications (phosphorylation, methylation, 
acetylation, and so on) of proteins in the co -activator and co-repressor complex
es-modifications that may themselves be performed by other co-activators or 
co- repressors. These interactions build very extensive networks to control and 
coordinate multiple cellular responses to external signals. 

Between them. transcription factors, co-activators, and co-repressors control 
the activity ofa promoter. They do not, however, explain why one DNA sequence 
rather than another is chosen to function as a promoter. As we mentioned above, 
there are thousands of potential binding sites for transcription factors across the 
genome, but only a limited subset are actual ly used. The choice depends mainly 
on the local chromatin configuration, which is described in the next section. 

11.2 CHROMATIN CONFORMATION: DNA 
METHYLATION AND THE HISTONE CODE 
If fully extended, the DNA in a diploid hwnan cell would stretch for 2 meters. As 
described in Chapter 2, the bare double helix is subject to several levels of pack
aging. The most basic level is the nucleosome, in which 147 bp of DNA are 
wrapped round a complex of eight core histone molecules-normally two each 
of HZA, H2B, H3, and H4. A variable-length stretch of free DNA separates adja
cent nuc1eosomes, and this is stabilized by one molecule ofthe linker histone HI. 
Histones are small (typically 130 amino acids long) highly basic proteins, rich in 
lysine and arginine. The isoelectric point of histones is II or greater, so that at the 
typical intracellular pH they carry a strong positive charge. This gives them an 
affinity for the negatively charged DNA. A histone molecule has a globular body 
as well as N- and C-terminal tails that protrude from the body of the nuc1eosome. 
Covalent modifications of amino acids in the tails govern nuc1eosome behavior. 

Modifications of histones in nucleosomes may comprise 
a histone code 
Histones in nucleosomes are subject to many different modifications that affect 
specifi c amino acid residues in the tails. The nomenclature used to describe them 
is explained in Box 11.2. Common modifications include acetylation and mono
methylation, dimethylation, or trimethylation of Iysines (Figure 11.8), and phos
phorylation of serines. These are effected by large families of enzymes: histone 
acetyltransferases (HATs), histone methyltransferases (HMTs), and histone 
kinases. Histone deacetylases (HDACs), histone demethylases, and histone phos 
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BOX 11.2 NOMENCLATURE FOR 
HISTONE MODIFICATIONS 

Acommon shorthand is used for 
histone modi fications. Specific amino 
acid residues are identified by the type 
of histone, the one-letter amino acid 
code. and the position of the residue. 
counting from the N-terminus. Thus, 
H3K9 is lysine-9 in histone H3. 

Modificationsare then described 
using ac for acetylation. me for 
methylation. ph for phosphorylation, 
ub for ubiquitylation, and su for 
sumoylation. For example, H4K12ac is 
acetylated lysine-12 of histone H4 and 
H3K4me3 is trimethylated Iysine-4 
of histone H3. 

Figure 11.8 Histone modifications. 
(A) The e.-amino group of lysine reS idues 
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can be modified by acetylation or the 
addi tion of one to three methyl groups. The 
standard nomenclature of the modified 
Iysines is shown. (B) The N-terminal ta ilsof 
histones H3 and H4 are the sites of many of 
the modifications that control chromatin 
structure. The amino acid sequence is 
shown in single-letter code, and potential 
modifications are indicated. Ac, acetylation; 
Me, methylation; P, phosphorylation. 
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hypoacetylated, 
methylated H3K9 
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phatases reVerse these effects. Less frequent modifications include monometh
ylation, dimethylation, or trimethylation of arginines, phosphorylation of thre
onines H3T3 and H3Tll, and ubiquitylation of lysines H2AK1l9 and H2BK120. 

Open and closed chromatin 
Packaging ofnucleosomes into higher-order structures is crucial in determining 
the activity of genes. There are two basic variants. Heterochromatin is a closed, 
inactive conformation; euchromatin is open and potentially active (Figure 11.9). 
Heterochromatin may be constitutive-that is, it maintains that structure 
throughout the ceU cycle-or facultative. Facultative heterochromatin forms 
reversibly during the life of the cell as part of the controls on gene expression, as 
illustrated by the status of the X chromosome in females (see below). As men
tioned in Chapter 9, the DNA of constitutive heterochromatin consists mainly of 
repeats and is largely devoid of genes. Specific histone modifications differenti
ate the main types of chromatin (Table 11.2). Several techniques allow chromatin 
conformation to be investigated on a local or genomewide scale (Box 11.3). 

The histone code concept implies that particular combinations of histone 
modifications define the conformation of chromatin and hence the activity of 
the DNA contained therein. Although there is undoubtedly a strong general cor
relation, no single histone modification is completely predictive of chromatin 
state or DNA activity. The various histone modifications influence chromatin 
structure and function by acting as binding sites for a wide range of nonllistone 
effector proteins (chromatin typically contains roughly equal weights of his tones 
and nonhistone proteins). These proteins contain domains that recognize spe
cific histone modifications: bromodomains recognize acetylated lysines, and 
chromodomalns recognize Iysines that are methylated. Particular proteins in 
each class recognize particular specific lysine residues. Other frequent domains 
such as the PHD (plant homeodomain) interact in a more general way with chro
matin. Many chromatin-binding proteins carry several of these domains, ena
bling them to read histone modifications in a combinatorial manner. 

TABLE 11.2 CHARACTERISTIC HISTONE MODIFICATIONS IN DIFFERENT TYPES OF 
CHROMATIN 

Figura 11.9 Euchromatin and 
heterochromatin. In euchromatin, 
nucleosomes are loosely packed, with 
nucleosome-free regions that can bind 
regulatory proteins. In heterochromatin, 
the nucleosomes are densely packed and 
associated with heterochromatin protein 
1 (HPl). Different histone modifications 
mark the two states. In comparison w ith 
euchromatin, heterochromatin is gene-poor, 
contains much repetitious DNA sequence, 
and replicates late during 5 phase of the 
cell cycle. [From Grewal 51 & Elgin 5C (2007) 
Nature 447, 399-406. With permission from 
Macmillan Publishers Ltd.] 
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Within each category of chromatin there are sub-varieties and variant patterns of modification, 
but those shown are the most frequent modifications in each broad category of chromatin. 
5ee Box 11 .2 for nomenclature of amino acids in histones. Blank boxes signify that there is no clear 
pattem. aAt promoters. bAt enhancers. 
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A good example of the importance of histone modifications for gene regula
tion is provided by the methylation of H3K4. Dimethylated and trimethylated 
H3K4 appear in discrete peaks in the genome that overlap precisely with pro
moter regions. This modification is in turn recognized by a PHD domain in the 
TAF3 subunit of the TFllD basal transcription machinery. Thus, H3K4 methyla
tion constitutes a specific chromatin landscape that coincides with promoters, 
and this modification contributes directly to the recruitment of the RNA pol II 
transcription machinery. DNA methyltransferases, which methylate cytosines in 
CpG sites and operate as potent silencing complexes (see below), also sense the 
status of H3K4 in chromatin through a dedicated histone-binding module. In 

BOX 11.3 TECHNIQUES FOR STUDYING CHROMATIN CONFORMATION 

In chromatin immunoprecipitation (ChiP) (F1gur'~ 1), cells are 
treated with formaldehyde to form cova lent bonds between 
the DNA and its associated proteins. The ce lls are lysed, the 
chromatin is fragme nted, and an antibody against some protein 
of interest is used to precipitate the chromatin fragments that 
include that protein. Typical examples would be transcription 
factors or histones that carry some specific modification 
(antibodies are available against many modified histones). 
Incubation at 65°( reverses the protein- DNA crosslin king, and 

protein is removed by digestion with proteinase. The DNA that 

was associated with the protein is then identified. PCA with 
gene-specinc primers can be used to check what proteins are 

bound near a gene of interest. More usually the recovered 
DNA is hybridized t o a microarray to identify genomewide 

associations- the so-called ChiP-chip technique. 

ChiP-chip can give a genomewide overview and has been 

widely used, but it has several limitations. It requires severa l 
micrograms of DNA to get a good signal, so the resu lts are an 

average of the state of millions of cells. Repeated sequences and 

allelic variation are hard to study because of cross-hybridization, 

and the resu lts are only semi -quan titative because of possible 

bias in the extensive PCR amplification needed to obtain enough 

DNA. An alternative approach is large-scale sequencing of the 
recovered DNA w ithout amplification. Occurrences of each 

individual gene in th e immunoprec ipitate are simply counted. 

Sometimes j ust short tags from each end are sequenced 

[Ch iP-PET (paired end tags) or STAGE (sequence tag analysis 
of genomic enrichment)]. Increasingly, the w hole fragm ent is 

sequenced (ChiP-seq). The new generation of massively parallel 

sequencers is making th is an attractive method for obtain ing 
unbiased data to any desired level of reso lution. 

Chromosome conformation capture (3C, 4() (Figure 2. 
o\,/ort••nis used to identify DNA sequences that may be widely 

separated In the genome sequence but lie physically close 
together within the cell nucleus. Living cells or isolated nuclei are 

treated with formaldehyde to crosslink regions of chromatin that 

lie physically close to one another. The crosslinked chromatin 
is solubilized and digested with a restriction enzyme. Distant 

interacting sequences will be represented by crossl inked 

chromatin containing a DNA fragment from each o f the 

interacting sequences. As a result of the restriction digestion, 

the two fragments will have compatible sticky ends. DNA ligase 
is used to try to ligate together the ends from the two different 

reg ions ofONA. The ligated DNA fragments are released from 

the chromatin as before. They can then be identified by any 
of several methods. 

The original3C method used quantitative PCR amplification of 

the ligation product t o test the f requency with which two specified 

DNA sequences associated. One, primer of each pair was specific fo r 
each of the two chosen sequences. 4C extends this idea to produce 

an unbiased l ist of sequences (interactors) w ith which a given bait 

sequence associates. Primers from the bait sequence are used in 
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Figure 1 Chromatin Immunoprecipitation. 

inverse PCR t o amplify interac tor sequences in the circular ligation 

product. These are then identified by hybridization to microarrays 

or, increasingly, by mass sequencing. 3C and 4C are quantitative 
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contrast with TAF3, DNA methyltransferases can bind only to nucleosomes that 
are unmethylated at H3K4. Thus, H3K4 methylation contributes not only to 
recruitment of the transcription machinery but also to the protection of pro
moter regions against undesired silencing. This is particularly important for 
housekeeping genes transcribed from CpG island promoters, the natural targets 
for DNA methyltransferases. 

A web of interactions affects the final outcome, and no one factor is fully 
determinative. The proteins that recognize speCifically modified histones may 
themselves have histone-modifying activity, producing positive feedback loops
for example, some chromodomain proteins have histone deacetylase activity. 
Thus, histone modifications can be interdependent. Certain modifications fol
low on from one another. Phosphorylation of serine at H3S10 promotes acetyla
tionofthe adjacent H3K9 and inhibits its methylation. Ubiquitylation ofH2AK1l9 
is a prerequisite for the dimethylation and trimethylation of H3K4. The protein 
complexes often also include components of ATP-dependent chromatin remod
eling complexes and DNA methyltransferases that methylate DNA, both described 
below. Gene expression depends on a balance of stimulatory and inhibitory 
effects rather than on a simple one-to-one histone code. 

ATP-dependent chromatin remodeling complexes 
The histone-modifying enzymes described above constitute one set of determi 
nants of chromatin function; another set comprises ATP-driven multiprotein 
complexes that mOdify the association of DNA and histones. The components of 
these chromatin remodeling complexes are strongly conserved from yeast to 
humans, and studies in many organisms have demonstrated their invo lvement 
in numerous developmental switches. They can be grouped into families, 
depending on the nature of the ATPase subunit (Table 11_3). Each ATPase associ
ates with a variety of partners to form large mix-and-match complexes with a 
rich and confuSing nomenclature. Table 11.3 is far from being a comprehensive 
list. Some subunits are tissue-specific. The complexes often include proteins that 
interact specifically with modified his tones, for example through bromo domains 
or chromodomains. Other subunits may have histone-modifying activity, so that 
the ATP-dependent and histone-modifying factors can be interdependent. 

Chromatin structure is dynamic. Whereas the histone-modifying enzymes 
affect nucleosome function through covalent changes, the ATP-dependent 
remodeling complexes change the nucleosome occupancy of DNA. They move 
nucleosomes along the DNA or promote nUcleosome assembly Or disassembly. 
Both locally and globally, nucleosome positioning affects gene expression . 
Promoters of active genes and other regulatory sequences are relatively free of 
nucleosomes, with a characteristic dip in nucleosome occupancy coinciding 
exactly with the transcription start site. This is probably necessary to allow RNA 
polymerase and transcription factors to gain access to the DNA. These regions 
therefore appear as DNase-hypersensitive sites (DHSs), which therefore often 
mark promoters and other regulatory sequences. Changes in sensitivity to DNase 
at particular loci can be observed when cells differentiate or change their state; 
these presumably reflect the repositioning of nucleosomes. [n yeast, the Isw2 
remodeling factor has been shown to act as a general repressor of transcription 
by sliding nUcleosomes away from coding sequences onto adjacent regulatory 
sequences. The human counterparts probably act similarly. 

Several variant histones exist, which replace the standard histones in specific 
types of chromatin or in response to specific signals. The best known is CENP-A, 
a variant histone H3 that is found in centromeric heterochromatin. Another 
example is H2A.Z, a variant H2A that is associated with active chromatin regions 
and may be involved in containing the spread of heterochromatin. The relative 
depletion of nucleosomes at active promoters and regulatory sequences, men
tioned above, reflects the fact that nucleosomes at these locations tend to con
tain H2A.Z and another variant histone, H3.3. This makes them unstable, thus 
allowing DNA-binding proteins better access to these sequences. Another vari
ant of H2A, macro-H2A, is characteristic of nucJeosomes on the inactive X chro
mosome. Incorporation ofthese variant histones depends on the ability of some 
chromatin remodeling complexes to loosen the structure of nUcleosomes and 
promote histone exchange. For example, the TIP60 complex (see Table 11.3) has 
a functi on in replacing H2A by H2A.Z. 

BOX 11.3 continued 
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TABLE 11.3 EXAMPLES OF ATp·DEPENDENT CHROMATIN REMODELING 

~MPLEXES 

Family Complex No. of units ATPase subunit Histone-interacting subunit 

SWVSNF BAF 10 BRGl or BRM BAF15S (chromodomain) 

ISWI NuRF 4 SNF2L BPTF (bromodomain) 

(HRAC 3 SNF2H 

AU 2 SNF2H ACFl (bromodomain) 

(HD NuRD 6 CHD3J4 HOAC1 /2 (chromodomain) 

INoso TIP60 15 DOMINO TIP60 (chromodomain) 

BAF, 6rg- or Srm-associated factor; NuAF. nucleosome remodeling factor; CHRAC, chromatin 

accessibility complex; ACF, ATP-dependent chromatin assembly factor; NuRD, nucleosome 

remodeling and histone deacetylase; TIP. TaHnterac tive protein . 


DNA methylation Is an important control in gene expression 
As mentioned in Box 9.1, DNA is sometimes modified by methylation of the 
5'position of cytosine bases. Only cytosines whose downstream neighbor is gua· 
nine-so·called CpG sequences- are subject to methylation. The methyl group 
lies in the major groove on the outside of the DNA double helix; it does not inter· 
fere with base pairing. Thus. 5-methyl cytosine base· pairs with guanine in just 
the same way as unmodified cytosine (Hgure ) 1.10), but the methyl group acts 
as a signal that is recognized by specific meCpG-binding proteins. These have a 
role in regulating chromatin structure and gene expression. MeCpG also has an 
important role in epigenetic memory, which is discussed below. The methylation 
state of individual cytosines can be investigated by examining the result oftreat
ing the DNA with sodium bisulfite (Box 11.4). 

Cytosine methylation is accomplished by DNA methyltransferases (DNMTs). 
Humans have three function al DNMTs [fnble J 1.4); a fomth protein, DNMT3L, 
helps target the methylases to appropriate sequences, while a fifth, DNMT2, 
turned out to be an RNA· methylating enzyme, despite having a structme similar 
to DNA methyltransferases. 

In mammals the large majority (about 70%) of aU CpG sequences are methyl· 
ated. Just as in plants and many invertebrates, CpG methylation is concentrated 
on repetitive sequences, including satellite repeats characteristic of pericentric 
heterochromatin and dispersed transposons. DNA methylation at repeated 
sequences probably serves to repress transcription, illustrating its role as a 
genome defense mechanism. Methylation is also sporadicaUy distributed in the 
body of genes, in both introns and exons, and in intergenic sequences. As dis
cussed in Box 9.1. the CpG dinucleotide is the least frequent dinu cleotide in the 
human genome because of the tendency of methylated cytosines to deaminate 
to thymines. CpG islands, which are found at the promoters of many human 
genes, represent an exception to this rule, as they retain a relatively high propor· 
tion of CpG dinucleotides. 
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BOX 11.4 BISULFITE MODIFICATION OF ONA 

Bisulfite modification is a method for treatment. The status of spec ific CpG 

identifying the methylation status of sequences can be examined by sequencing, 

cytosines in genomic DNA. When single restriction digestion, or peR. A C-)T change 

stranded DNA is treated with sodium bisulfite may create or destroy a restriction site (in 
(Na2S0) or metabisulfite (Na2S20S) under Figure 1, the treatment destroys a Toql TCGA 

carefully controlled conditions, cytosine is site jf the C is unmethylated), Methylation

deaminated to uracil but 5-methylcytasine speci fic peR uses primers that are specific 
remains unchanged. When the treated DNA for either modified (MSP) or unmodified 

is sequenced or PeR-amplified, uracil is read (UMP) cytosines in the primer-binding site. 
as thymine. By comparing the sequence Genomewide methylation profiles can be 
before and after treatment with bisulfi te, it obtained by analyzing the bisulfite-treated 
is possible to identify which cytosines were DNA on specially designed o ligonucleotide 
methylated. microarrays that contain probes to match 

Several methods have been used either each normal sequence or its bisulfite 

to identify any changes induced by the modi fied counterpart. 

unmelhylated (-CH3) DNA sequence meUlyiated ("'CH3) DNA sequence 

~ ~ 
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®®
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PCR 
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(Tal'll) 

~ ~~MLJ 

Fi gura 1 Modific:ation of DNA by sodium bisulfite. MSP, primer specific for the methylated 
sequence; UMp, primer specific for the unmethylated sequence. 

These dense clusters ofCpG sequences tend to be protected from DNA meth· 
ylation regardless of whether the associated gene is active or inactive, and they 
are likely to be under strong selective pressure to retain promoter activity. On 
occaSion, however, CpG islands can acquire DNA methylation, which inevitably 
results in the shutting down oftranscription, as observed on the inactive X duo· 
mosome or at imprinted genes (see below). Aberrant methylation ofCpG islands, 
particularly those associated with tumot suppressor genes, is a general charac· 
teristic of cancer cells (this is discussed further in Chapter 17). A minority of CpG 
islands do show variable methylation that correlates with gene silencing, often as 
part ofa developmental switch. Figure I J.1 I shows examples of the distributions 
of CpG methylation in different tissues and at different loci. 

Methyl-CpG-binding proteins 
The effect of DNA methylation on gene expression can be observed directly, in 
that some transcription factors such as YYj fail to bind to methylated DNA. DNA 
methylation can also be read by proteins that contain a methyl·CpG-binding 
domain (MBD). These can then recruit other proteins associated with repressive 
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TABLE 11.4 HUMAN DNA METHYLTRANSFERASES 

Enzyme OMIMno. Major functions!! Associated proteins 

DNMTl 126375 maintenance methylase PCNA (replication forks); histone methyltransfe~5es: 
histone deacetylases; HPl (heterochromatin); 
methyl-DNA-bindlng proteins 

DNMT2b 602478 methylation of cytosine-38 in tRNAAsp; 
no DNA-methylation acti .... ity 

DNMT3A 602769 de novo methylase histone methyltransferases; histone deacetyla ses 

DNMT3B 602900 de novo methylase histone methyltransferases; histone deacetylases 

DNMT3L 6065B8 binds to chromatin with unmethylated H3K4 and DNMT3 A, DNMHB; histone deacetylases 
stimulates activity of DNMT3N3B 

peNA, proliferating cell nuclear antigen; HP1 , heterochromatin protein 1. aFar the distinction between de novo and maintenance methylases, see 

Sec tion 11.3 on p. 365. bDNMT2 turned out to have RNA rather than DNA as its substrate. but its structure is that of a DNA methylt ransferase, and it is 

included here because it is listed as such in many publications. 


structures, such as HDACs. Humans have five MeCpG·bindingproteins, MBDl - 4 
and MECP2. MECP2 has been closely studied because loss of function causes 
Rett syndrome (OMlM 312750), a strange condition in which heterozygous girls 
develop normally for their first year but then regress in a very characteristic way. 
The gene encoding MECP2 is X-linked, and MECP2 mutations are normally lethal 
in males. DNA methylation proceeds normally in patients with Rett syndrome 
but, as a result of the absence of MECP2 protein from cells that have inactivated 
the normal X chromosome, some signals are not read correctly. MECP2 function 
is particularly needed in mature neurons. Gene expression profiling in the 
hypothalamus of mice that either lacked or overexpressed MECP2 showed that 
the expression of many genes was affected but, unexpectedly, in 85% of affected 
genes MECP2 apparently acted to upregulate rather than repress expression. 

DNA methylation in development 
DNA methylation shows striking changes during embryonic development (figure 
1l.12). Egg cells and, especially, sperm cells have heavily methylated DNA; the 
methylation profiles of germ cells are very different from those of any other 
somatic lineage.The genome of the fertilized oocyte is an aggregate of the sperm 
and egg genomes, with methylation differences at paternal and maternal alleles 
of many genes. Even before the fu sion of the two parental genomes, the paternal 
pronucleus is subject to an active DNA demethyl ation process through an as yet 
uncharacterized enzymatic activity residing in the cytop lasm of the oocyte. Once 

Figu... 11 ~11 Patterns of CpG methylation 
may be person-specific, tissue-specific,A B C D 
or locus-specific. Ea ch square represents...... .""'.. ~ . .......-........
"'pose I' b . ....... _ ••• ... -,- ....".....:! 
 a epG sequence w ithin the major -:.......... .. _. ~.... ;;: :;. ~ :::::::=::::::::::::
..,~~ ~~ , 

_ 
lirSl" 

.._. -"' 
::~:.:.~~~~. .... --

~

.............
~

. 

. 

=-;•• c..• • ~ . .. :::::::::::~:---.....: histocompatibility complex on chromosome 
6, w ith the intervening nucleofides omitted. 
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mu~[;Ie- '.I I !ifti~iiii.mii ;.:.-;:=- I ..... . ~~~~~~~~~~~~~~~ 	 methylation both between different tissues 
and between different samples of the 
same t issue, whereas region B shows more _.... ....-.. !prO:!;lbtt' I ~ ~~~~_~!. - ---- -,H~ I ::::::::::::!':::::::: 	 tissue-specific methylation. Region C is 
largely unmethylated, and region D is almost 
completely methylated. (Data from www 
.sanger.ac.uk/PostGenomics/ epigenome, as 
depicted by Hermann A, Gowher H & Jeltsch 
A (2004) Cell. Mol. Ufe Sci. 61, 2571 -2587. 
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the two pronuclei have fused, the early zygote genome undergoes further 	 Flgure,'.12 Changes in DNA methylation 
during mammalian development. Drasticgenomewide demethylation until the morula and early blastula stages in the pre 
and often tissue-specific changes in overallimplantation embryo. Starting at the blastocyst stage, and concurrently with ini 
methylation accompany gametogenesis andtial differentiation events, the genome undergoes a genomewide wave of de novo 
early embryonic development. Th eir causal DNA methylation. The extent of this methylation varies in different cell lineages: 
role remains uncertain, although mice that

somatic cell lineages are heavily methylated, whereas trophoblast-derived line  are specifically unable to methylate sperm
ages (giving rise to the placenta, yolk sac, and so on) are relatively undermethyl  DNA are infertile. Note the breaks (slashes)
ated. The primordial germ cells ofthe embryo (from which the gametes will ulti  in the developmental lines. PGCs, primordial 
mately be derived-see Chapter 4) undergo a second wave of genomewide germ cells. 
reprogramming, with progressive demethylation first occurring on entry of the 
migrating primordial germ cells to the genital ridge, followed by genomewide 
remethylation as the germ cells begin to develop. 

These changes are very dramatic, but it is debatable how far they are causative 
ofthe events they accompany, rather than being downstream results of the mech 
anisms that cause differentiation. DNA methylation is a feature of vertebrates, 
flowering plants, and some fungi, but it is virtually absent fro m many of the best
studied model organisms, including yeast, C. elegans, and Drosophila- yet the 
mechanisms of differentiation are fundamenta lly similar in all these organisms. 
DNA methylation is certainly required for vertebrate development, because an i
mals defi cient in DNA methyltransferase activity die at various stages of develop 
ment. Similarly, although pluripotent embryonic stem cells derived from 
blastocyst-stage embryos can grow normally even in the complete absence of 
DNA methylation, these cells immediately undergo apoptosis when stimulated 
to differentiate. Extensive epigenetic erasure might be important for rese tting the 
epigenetic information originating from the previous generation to achieve a 
relatively blank and versatile pluripotent state necessary at the onset of 
development. 

Chromatin states are maintained by several interacting 
mechanisms 
As mentioned above, heterochromatin can be constitutive (maintained as such 
throughout the cell cycle) or facultative (subject to change accord ing to the state 
of the cell) . The structure is similar in each case, but the stability of consti tutive 
heterochromatin is due to a stronger involvement of some mutually reinforcing 
processes. The DNA of heterochromatin is heavily methylated but, as with al l 
aspects of chromatin conformation, DNA methylation is not the sole trigger for 
the formation of heterochromatin. Mouse mutants that are unable to methylate 
their DNA still have dearly visible centromeric heterochromatin. In contrast, 

http:Flgure,'.12
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humans with loss-of-function mutations of DNMT3Bhave the autosomal reces
sive ICF syndrome (Immunodeficiency, Centromeric instability, Facial anoma
lies; OMIM 242860), in which the pericentromeric heterochromatic satellites 2 
and 3 of chromosomes I, 9, and 16 are demethylated and unstable. 

DNA methylation and histone modification interact (Figure 1), l3). DNA 
methyltransferases and some proteins that bind methylated DNA (MeCpG
binding proteins) recruit repressive complexes that contain HDACs and/or his
tone methyltransferases. Methylated H3K9 can bind chromodomain proteins 
such as HPI (see below) , which can in turn recruit DNA methyltransferases. 
These mutually reinforcing effects may underlie long-term repressive chromatin 
states. In addition, constitutive, but not facultative, heterochromatin is very rich 
in repetitive DNA. In the fission yeast S. pombe, this invokes the RNA-dependent 
mechanism described belOW, and the same may be true in mammals. 

The role of HPl protein 
HPI (heterochromatin protein I) is a small nonhistone protein, highly conserved 
across evolution, that is typically found in heterochromatin. One feature ofhet
erochromatin is its tendency to spread, and this may be mediated by HPJ. HPI 
contains a chromodomain that enables it to bind to histones modified by the 
methylation of H3K9. Nucleosomes containing H3K9me3 recruit HPJ, which 
then binds H3K9 methyltransferase. This can methylate H3K9 in the neXl-door 
nucleosome, leading to HPI binding, and so mediating a spread of methylation 
and HPI along a series of nucleosomes. Spreading is limited by sites, known as 
boundary elements or insulators, at which the chromatin is especially rich in 
acetylated histones and methylated H3K4, which are markers of active 
transcription. 

More generally, HPI acts as a platform onto which a variety of chromatin
modifying proteins can be assembled. These include both HDACs and rustone 
methyltransferases. The multiplicity of possible partners probably explains why 
HPI is also found in euchromatic regions, where it usually represses but some
times activates gene expression. In Neurospora and maybe elsewhere, HPI can 
recruit a DNA methyltransferase, providing another link between histone meth
ylation and DNA methylation. 

A role for small RNA molecules 
A surprising finding in the fi ssion yeast Schizosaccharomyces pombe was that 
when genes involved in the RNA interference mechanism (described in Box 9.7) 
were inactivated, this affected the assembly of heterochromatin. Heterochromatic 
regions are coated with components of the RNAi-induced transcriptional silenc
ing complex (RlTS). One component of this complex is a chromodomain
containing protein, which may explain how the RITS could be targeted to chro
matin containing methylated H3K9. Paradoxically, silencing of heterochromatin 
requires transcription from repeat elements within the region, and these tran
scripts are processed to small interfering RNAs (siRNAs). In some instances the 
siRNAs can trigger the methylation of histones, providing a mutually reinforcing 
mechanism like the mutually reinforcing methylation of histones and DNA 
described above. In mammals, small RNAs generated from repeat sequences are 
Similarly involved in the nucleation ofheterochromatin. RNA-based mechanisms 
introduce the possibility that sequence-specific hybridization has a role in deci
sions about chromatin conformation-an interesting area for speculation, given 
that promoters are poorly defined by the local DNA sequence. 

A role for nuclear localization 
The interphase cell nucleus is highly structured. Ribosomal RNA synthesis is 
confined to the nucleolus; most transcription takes place in a limited number of 
transcription factories, and RNA splicing occurs mainly in structures called 
nuclear speckles. Individual chromosomes occupy distinct territories that are 
characteristic of a particular cell type (see Figure 2.9). Active genes tend to be 
located on the outside of their chromosome territory, and to lie toward the center 
of the nucleus. Inactive genes are more likely to be near the nuclear periphery. 
Artificially tethering a region of chromatin to the nuclear lamina affects the 
expression ofthe genes it contains. 

methylated DNA binds 
MECP2 and MBDl 

these can 

recruit HDACs 

and hIstone 


methyltransferases 


histone 
DNA 

deacety1ation
methylation 

and methylation 

methylated 
hislones bind 

chromodomaln 
proteins 

these can recruit DNA 
methyltransferases 

Figuni 11 .13 Mutually reinforcing 
histone and DNA methylation in 
inactive chromatin. Methylation of DNA 
attrac ts proteins that modify associated 
histone proteins, Histone deacetylation 
and methylation attract proteins [hac 
methylate associated DNA. In addition 
to the effects shown here, some histone 
methyltransferases can interact directly 
with DNA methyltransferases. Endogenous 
short interfering RNAs may be important in 
nucleating heterochromatin. HDACs, histone 
deacetylases; MECP2, MBD1, methyl cytosine 
binding proteins. 
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Many reports document how sequences that are located far apart on a chro 
mosome, or even on different duomosomes, but that are involved in regulatory 
interactions, may come to lie together within the nucleus-a phenomenon 
described as gene kissing. The technique of chromosome conformation capture 
(3C or 4C) is used to study such effects (see Box 11.3). For example, in differentiat
ing female mouse embryonic stem cells, the two copies of the Xic (X-Inactivation 
center) sequence lie close to one another just before the X-inactivation process 
starts, when the X chromosomes are being counted, but not at other times. 

No single prime cause? 
DNA methylation, histone modification, and nucleosome positioning all show 
clear correlations with different states of chromatin, but it has not yet been pos
sible to identify a single overriding control. Heterochromatin contains methyl
ated DNA, tightly packed nucleosomes, and dimethylated Or trimethylated H3K9. 
Transcription start sites have un methylated DNA and are marked by monometh
ylated, dimethylated, or ttimethylated H3K4 and acetylation ofH3K9 and H4K5, 
8, 12, and /or 16. Additionally, nucleosomes at these sites often contain the vari
ant histones H2A.Z and H3.3, which make tllem unstable. Active genes are 
reported to have a 5' ....3' gradient of modifications. Near the 5' end, lysines 4, 9, 
and 27 ofH3 are all monomethylated . In more distal parts of act ive genes, H3K36 
is trimethylated, and the DNA is often highly methylated. By contrast, inactive 
genes have trinlethylation of H3K4 and H3K27. Current understand ing suggests 
that the different states ofchromatin are tlle result of several different processes, 
each of which individually contributes only a small part of the effect. Feedback 
loops cause specific combinations of small effects to govern the overall chroma
tin s tate. 

The ENCODE project seeks to give a comprehensive overview of 
transcription and its control 
As discussed in Chapter 10, about 5% of our DNA is conserved across many mam
malian species, but protein-coding sequences account for only 20- 25% of the 
conserved sequence. Much of the rest probably has regulatory functions. The 
ENCODE project, mentioned at the start of this chapter, has the ultimate goal of 
defining all the functional DNA sequence elements in the human genome. In the 
pilot phase (http://genome.ucsc.edu/encode/pilot.html), 44 genomic regions, 
totaling 30 Mb or 1 % ofthe human genome, were chosen for study. Half of the 44 
regions were chosen because they were already relatively well characterized; 
these would allow the results of the project to be cross-checked against existing 
knowledge. The other half were randomly selected. After the success of this phase, 
the work was extended to cover the whole genome. 

Like the Human Genome Project, this was a major collaborative project 
involving groups in many countries. However, the division of work was different. 
In the genome project, each group was assigned its own part of the genome, and 
all used the same capillary sequencing technology. In the pilot ENCODE project, 
each of the 35 collaborating groups studied all 44 regions, but the different groups 
used a wide range of different techniques. The overall aim was to throw every 
possible technique at the target regions and combine the results. Fib'llre 11.14 
summarizes the major approaches and the questions they sought to address, and 
FIgure 11.15 shows one small subset of the massive amount of data generated. 

Transcription is far more extensive than previously imagined 
A major finding from the pilot ENCODE study was that most of the genomic DNA 
in the 44 regions was transcribed, at least in some cells and at some times. Often 
both strands were transcribed. Of ail nucleotides in the 44 ENCODE regions, 93% 
were observed at least twice in a primary transcript, 74% of them by two or more 
independent tedmiques (Figure 11.16). This is in strong contrast to the tradi
tional view of relatively small isolated transcription units scattered quite sparsely 
across the genome and separated by large non-transcribed intergenic regions. 
However, the data were not wholly unexpected. Several recent studies had sug
gested that far more of tlle genome is transcribed than the traditional view would 
suggest. Many of the novel transcripts were noncoding, but otllers extended 

http://genome.ucsc.edu/encode/pilot.html
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Figure 1 1.14 Major facets of the ENCODEprotein post-translational comparative 
identification modification expression profili ng Project. A wide variety of techniques 
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known genes by including novel upstream exons. The novel exons were often 
50-100 kb upstream of the previously documented transcription start site, with 
20% located more than 200 kb upstream. There was also evidence of transcripts 
containing exons of more than one gene. What this means in terms of cell func
tion remains to be determined. 

In the light of these findings, it is difficult to maintain the traditional idea of 
genes as discrete stretches of DNA that constitute clearly delimited transcription 
units. The results raise serious questions for future research. Do the novel tran
scripts represent novel functional RNAs, and if so what is their function? Or do 
they represent a requirement for transcription of much intergenic DNA, but not 
for the transcript itself-as suggested by studies of some imprinted loci (see the 
next section)? Alternatively, do the data mean that cells, just like the people stud
)~ng them, find it difficult to identify which parts of the genome are functional 
and which are junk? Examination of the novel transcription start sites showed 
that they had properties indistinguishable ftom known start sites, which suggests 
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Figure 11.15 An example of the ENCODE data. This small subset of the overall data shows genes, CpG islands, transcripts, putative promoters, and 
histone modification in 350 kb of genomic DNA adjacent to the telomere of chromosome 16p of HeLa cells. The aim is to identify and map all the factors 
that, acting in combination, make up the chromatin landscape and govern gene expression. [Adapted from the ENCODE Project Consortium (2007) Nature 
447,799-816. With permission from Macmillan Publishers Ltd.] 

l----l 
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Figure 11 .16 Pervasive transcription of ENCODE pilot-phase genomic 
regions. The chart shows the proportion of the 30 million nucleotides in the 
44 genomic regions covered by the ENCODE pilot project that were detected 
in primary transcripts. Results of using three different approaches are shown 
(5' RACE, sequencing of cap-selected transcripts, and integrating data from 
existing annotations). Most nucleotides were found in primary transcripts by 
at least two of these independent approaches. Only a small minority were 
either not detected (red sector) or only questionably detected (green and pale 
blue sectors). Thus, the data show that the great majority of all the genomic 
sequence studied is transcribed, at least in some cells and at some times. 
[Adapted from the ENCODE Project Consortium (2007) Nature 447, 799-816. 
With permission from Macmillan Publishers Ltd.] 

that the novel transcripts are not just some sort of noise in the system. It seems 
likely that the traditional view of the genome is in need of major revision, but the 
implications of this are at present far from clear (see also Box 9.4). 

Predicting transcription start sites 
Within a core promoter there are typically several alternative transcription start 
sites, each operating with a different efficiency. The relative usages of the differ
ent start sites can be predicted fairly successfully from the local DNA sequence. 
However, on a larger scale the location of core promoters is not predicted by the 
DNA sequence. Transcription start sites can be identified by a combination of 
indicators: DNase hypersensitivity, DNA methylation, and histone modifications. 
Figure 11.1 7 shows that a specific pattern of histone modification is clearly asso
ciated with transcription start sites of active genes. 

These sites clearly share certain common properties. What is much less clear 
is why particular genomic areas should show these features. There does not seem 
to be any combination of sequence motifs that can predict whether a particular 
stretch of DNA will adopt these features. Chromatin structure is clearly crucial, 
but what determines it? Experiments that interfere with histone methyltrans
ferases or DNA methyltransferases do not cause the catastrophic global disrup
tion of transcription that might have been predicted if methylation of DNA or 
histones were the primary determinants of transcription. Maybe the determi
nants do lie with these factors, but their interplay is very complex and no one 
factor is important. Or maybe much ofthe non-repetitive chromatin can poten
tially adopt this configuration, and a very heterogeneous set offactors trigger dif
ferent regions to do so. Alternatively, maybe the answer lies in a higher order of 
chromatin structure, perhaps at the level of DNA loops and the nuclear matrix or 
scaffold. Certainly, the ENCODE project confirmed previous work that demon
strated the existence of large (hundreds of kilo bases) functional chromosome 
domains. Although we can now describe and manipulate many gene control ele
ments, we are often still unable to explain why those sequences have acquired 
that function. 

Figure 1'.1., Chromatin conformation at transcription start sites. 
Curves show the distribution of markers of chromatin conformation across 
transcription start sites of genes within the ENCODE pilot phase regions. 
(A) All annotated genes. (6) All active genes associated with a CpG island. 
(Cl All inactive genes associated with a CpG island. Data are shown for five 
different histone modifications (mono methylation, dimethylation, and 
trimethylation of H3K4, acetylation of H3 and H4), and for two markers of open 
chromatin [susceptibility to formaldehyde crosslin king, FAIRE (formaldehyde
assisted isolation of regulatory elements), and DNase I hypersensitivity]. The 
peaks show that the chromatin surrounding active transcription start sites 
is in an open conformation and carries a particular combination of histone 
modifications. The signature comprises H3K4me3 and H3K9/14ac located just 
downstream of the transcription start site, with H3K4me2 further downstream. 
There is a weaker and more diffuse peak of acetylated H4. [Adapted from the 
ENCODE Project Consortium (2007) Nature 447, 799-816. With permission from 
Macmillan Publishers Ltd.) 
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11.3 EPIGENETIC MEMORY AND IMPRINTING 
Epigenetic changes are enduring changes in gene expression that do not involve 
any change in DNAsequence.They may endure for varying times-within a long
lived cell, from cell to daughter cell during development, or sometimes from par
ent to offspring. These changes depend on changes in chromatin conformation 
that, depending on the time-scale, may be able to persist through DNA replica
tion and mitosis, or even through meiosis. The best-known heritable epigenetic 
changes are in X-inactivation and imprinting, which both result in monoallelic 
gene expression-that is, only one of the two alleles at a locus is expressed. Some 
other cases of monoallelic expression are described at the end of this section. 

The epigenetic modifications responsible for X-inactivation and imprinting 
are heritable from cell to daughter cell, but not from parent to child. Some poorly 
understood epigenetic effects seem also to be heritable from parent to child. 
These are sometimes called paramutations and are discussed below. Some peo
ple believe there is a whole world of transgenerational epigenetic effects waiting 
to be discovered, although many would dispute this view. 

Epigenetic memory depends on DNA methylation, and possibly 
on the polycomb and trithorax groups of proteins 
The DNAmethyltransferases DNMT3A and DNMT3B (see Table 11.4) are de novo 
methyltransferases-that is, they can methylate any suitable CpG sequence. 
DNMTl is different. It specifically targets hemimethylated CpGsequen ces. These 
arise primarily when methylated DNA is replicated. The CpG sequence is sym
metrical-that is, 5'-CpG-3' on one DNA strand is paired to 5'-CpG-3' on the 
other. DNA methylation is a post-replicative phenomenon, so that when DNA is 
replicated, if a strand includes a methylated CpG, its newly synthesized comple
mentary strand will also have CpG, but unmethylated. The maintenance methyl 
transferase DNMTl converts such hemimethylated sequences into their fully 
methylated counterparts (FIgure 11 . 18). This maintenance methylation is the 
main (or at least, the best-understood) mechanism of epigenetic memory. It ena
bles the patterns of CpG methylation to be maintained intact through DNA rep
lication and transmitted through mitosis to daughter cells. 

Cells make developmental decisions in response to transient signals, but they 
and their daughter cells need to remember those decisions long after the signal 
has disappeared. The polycomb group (PeG) and trithorax group (TrxG) genes 
were identified through Drosophila mutants that take correct developmental 
decisions but then seem to forget the decision later. Humans have at least two 
polycomb-group repressive complexes, PRCI and PRC2. These methylate H3K27 
in target genes, which are predominantly developmental genes encoding tran
scription factors. Trithorax group proteins function in complexes whose compo 
nents overlap with the SWl/SNF set of chromatin remodeling co mplexes (see 
Table 1l.3). Anotable exampie is MLL (Mixed-Lineage Leukemia), a gene involved 
in many chromosomal rearrangements that create chimeric leukemogeni c genes 
(see Chapter 17). Trithorax-group complexes help activate transcription by meth
ylating H3K4. 

These systems act to maintain transcriptional states that have been estab 
lished by other mechanisms. They provide a memory of the transcriptional state, 
and at least some of the effects can be maintained through mitosis. We note, 
however, that the longer-lasting effects ofthese genes have been described mainly 
in Drosophila. It is worth bearing in mind that Drosophila does not use CpG 
methylation in gene regulation; it may be that in mammals there is less reliance 
on PeG and TrxG proteins for long-term epigenetic regulation. 

X-inactivation: an epigenetic change that is heritable from cell to 
daughter cell, but not from parent to child 
In Chapter 3, we described the phenomenon of X-inactivation. To recapitulate 
briefly: early in embryogenesis, human cells somehow count how manyX chro
mosomes they contain, and then permanently inactivate all except one randomly 
selected X. At very early stages in development, both X chromosomes are active, 
but X-inactivation is initiated as cells begin to differentiate from totipotent or 
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Figure 11 .18 Maintenance DNA 
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pluripotent lineages, occurring at the late blastula stage in mice, and most prob
ably also in humans. Inactive X chromosomes remain condensed throughout the 
cell cycle and can be seen as the Barr body or sex chromatin on the periphery of 
the cell nucleus (see Figure 3.8). A 46,XX cell may inactivate the maternal or the 
paternal X chromosome, but whichever is chosen for inactivation, that same one 
is inactivated in aU daughter cells (Figure 1l.19AJ. The body of an adult female is 
thus a mosaic of cell clones, each clone retaining the pattern of X-inactivation 
that was established in its progenitor cell early in embryonic life. Figure 11.19B 
shows a striking example from the tortoiseshell cat. Inactivation is stable through 
n1itosis but not across the generations. A woman's maternal X chromosome can 
equally well have been the active or inactive one in her mother, and it has the 
same chance as her paternal X chromosome of being inactivated in her own 
cells. 

Initiating X-inactivation: the role of XIST 
Inactivation is initiated at the X-inactivation center (XIC) atXq13 and then prop
agates along the whole length of the chromosome in what may be an extreme 
example of the tendency of heterochromatin to spread. Spreading depends on 
physical continuity of the chromosome, and also on some unknown special fea
ture of the X-chro mosome DNA. As described in Chapter 2, if the inactive X chro
moson1e is split in two by an X-autosome translocation, inactivation is limited to 
the segment that includes XIC It cannot jump to the detached portion of the X 
chromosome. It may spread from the XICsome way into the attached autosomal 
sequences, but only a short distance; it does not propagate aJI along the auto
somal segment. 

As previously mentioned, the earliest observed event in XX cells is a transient 
pairing ofthe two XICsequences. This is probably the mechanism by which the X 
chromosomes are counted, because counting is disrupted if the XIC sequences 
are deleted, replicated, or translocated. XIC encodes a large noncoding RNA, XIST 
(X-inactivation-specific transcript), which is expressed only from the inactive X 
chromosome. Its primary transcript undergoes splicing and pOlyadenylation to 
generate a 17 kb mature noncoding RNA. The RNA is then thought to recruit 
some protein factors that organize the chromatin into a closed, transcriptionaJIy 

flgu.re 11.19 X-inactivation. (A) In 
human embryos a randomly chosen 
X chromosome is inactivated in each cell of a 
46,XX embryo, but once made, the choice is 
transmitted through all subsequent rounds 
of mitosis. In the oogonia of a femal e, both 
X chromosomes are active; each has an 
equal chance of being passed on through 
the egg. (8) The calico (tortoiseshell and 
white) cat is heterozygous at an X-linked coat 
color locus. One allele specifies black Coat 
color, the other orange. The different colO( 
patches reflect dones in w hich different 
X chromosomes are ina([ivated. The white 
patches are the result of an unrelated coat 
color gene. Calico cats are always female, 
except for occasional XXV males. [Adapted 
from Migeon 8R (1994) Trends Genet. 10, 
230-235. With permiSSion from Elsevier.] 
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inactive conformation. In differentiated cells that have already undergone 
X-inactivation, loss of XISTdoes not cause reactivation. Thus, XISTis required for 
the establishment ofX-inactivation, but not to maintain it. 

In the mouse, expression of Xist from the active X chromosome is silenced by 
an antisense transcript (Tsix) that alters the chromatin configuration at the Xist 
locus, possibly through an RNAi mechanism induced by double-stranded Xist
Tsix RNA. Humans have a TSIX gene, but it has little sequence or structural 
homology to mouse Tsix, and it is much less clear whether a similar mechanism 
operates in humans. However, in both species the XIST! Xist RNA is somehow 
involved in spreading heterochromatinization along the X chromosome that is to 
be inactivated. XISTRNA comes to coat the whole inactive X. The chromatin of 
the inactive X carries modifications typical of heterochromatin. H3K9 is dimeth
ylated or trimethylated, H3K4 is unmethylated, and H4 is deacetylated. H3K27 is 
also trimethylated, reflecting the involvement of polycomb-group genes. CpG 
islands at promoters of inactivated genes are methylated. In addition, many 
nucleosomes carry the histone H2A variant macro-H2A. 

Escaping X-inactivation 
X-inactivation is not a blanket inactivation of the entire chromosome. The tvvo 
pseudoautosomal regions (see Chapter 2) escape inactivation, but even outside 
these regions X-inactivation is patchy. Some specific examples of genes that 
escape inactivation were mentioned in Chapter 10 (see p. 326). Some of these are 
genes that have a functional counterpart on the Y chromosome, for which there 
would be no need for dosage compensation. Many, however, have no such coun
terpart. In one study, different hybrid cells containing independent copies of a 
human inactive X were used to investigate the transcription of 612 X-linked 
genes: 458 of the genes were inactivated in all or most ofthe cell lines, but 94 were 
expressed. The remaining 60 genes showed a variable pattern of expression in 
different cell lines (Figure 11.Z0). Despite the general requirement for physical 
continuity, the spreading X-inactivation is evidently able to jump over these 
excluded genes and continue its progress. 

At imprinted loci, expression depends on the parental origin 

In Chapter 2, we described evidence that for some genes the parental origin mat
ters. Zygotes with two maternal or two paternal genomes develop abnormally, as 
ovarian teratomas or hydatidiform moles, respectively. For some chromosomal 
segments, although not others, uniparental disomy (UPD; see Section 2.5, p. 50) 
is pathogenic. Systematic surveys have been made to identify imprinted chromo
somal regions in the mouse. Unlike in humans, all the mouse chromosomes are 
acrocentric, so Robertsonian translocations (see Figure 2.23) can permit crosses 
that produce offspring with both copies of any chosen whole chromosome 
derived from a specified single parent. These reveal that UPD for some chromo
somes has no phenotypic effect, whereas for others it produces abnormal pheno
types. The abnormal phenotypes are sometimes complementary for different 
parental origins; for example, overgrowth is often seen in paternal UPD and 
growth retardation in maternal UPD. For some chromosomes, UPD is lethal. 
These effects are caused by UPD for small numbers of specific genes on the rele
vant chromosome, rather than by the whole chromosome. Further work has 
identified about 100 imprinted loci on 11 of the mouse chromosomes. The results 
are summarized at www.har.mrc.ac.ukfresearchfgenomic_imprintingfmaps 
.html. In humans, a similar systematic investigation of imprinting is not possible, 
but many of the mouse imprinted genes are now known also to be imprinted in 
humans. 

To confirm imprinting of a gene, it is necessary to identify an individual who 
is heterozygous for a sequence variant present in the mature mRNA; mRNA from 
different tissues can then be checked for monoallelic or biallelic expression, and 
the origin of each allele can be determined by typing the parents. For some genes, 
this type of analysis has shown that imprinting is confined to certain tissues or to 
certain stages of development frable 11.5). In humans, imprinted genes have 
been identified on chromosomes 6q24-q26, 7q21-q22, 7q32 (and maybe 7pI2), 
8q24, llpl5, 14q32, 15qll-qI3, 19q13, and 20qI3. Figure 3.18 showed examples 
of pedigrees involving pathogenic mutations in imprinted genes. 
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FJgure 1".20 Genes that escape 
X-Inactivation. Columns in the rectangle 
show results of systematic RT-PCR tests 
for expression of X-linked genes in nine 
independent somatic cell hybrids. Each 
hybrid contained a single inactive human 
X chromosome. Blue bars identify genes 
that were expressed from the inactive X 
chromosome in a particular hybrid, and 
yellow bars mark genes that were not 
expressed. Many genes, scattered all along 
the X chromosome, escape inactivation in 
one or more of the hybrids. Some genes, 
such asXIST, escape inactivation in all nine 
hybrids, whereas others show a more patchy 
pattern of inactivation. Cen, centromere. 
[From Carrel L & Willard HF (2005) Nature 434, 
400-404. With permission from Macmillan 
Publishers Ltd.] 
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TABLE 11.5 HUMAN GENE5 5HOWING TI55UE-SPECIFIC OR DEVElOPMENTAL STAGE-SPECIFIC IMPRINTING 

Gene Gene function Repressed allele Difference in expression patterns 

IGF2 insu lin-like growth factor maternal impri nted in many t issues but bia!ie lically expressed in brain, adult liver, 
chondrocytes, etc. 

PEGIIMEST esterase maternal imprinted in fetal tissues but biaJlelically expressed in adult blood 

UBDA ubiquitin ligase paternal imprinted exclusively in brain; biallellcally expressed in other tissues 

KvLQT1 potassium cha nnel paternal imprinted in several tissu es but bialielicaJly expressed in heart 

WT1 Wilms tumor gene paterna l frequently imprinted in celis of placenta and brain but biailelically expressed in 
kidney 

Prader- Willi and Angelman syndromes are classic examples of 
imprinting in humans 

Astriking example of imprinting effects in humans comes from two rare congeni· 
tal conditions, Prader-Willi syndrome (PWS; OMIM 176270) and Angelman syn· 
drome (AS; OMIM 105830). Phenotypically the two syndromes are very different. 
Babies with PWS are hypotonic (floppy), boys show hypogonadism, and children 
are mentally retarded and have unco ntroUable appetites, lead ing to severe obes
ity unless the parents are very strict. Children with AS look quite differe nt: they 
are small, are more severely retarded, lack speech, and have a characteristic 
behavior pattern. Despite these differences, 70-80% of children with either syn 
drome have a de novo microdeletion of ISqll-q 13. It was natural to assume that, 
at the molecular level. the two deletions would turn out to involve different sets 
of genes-but in fact they are identical, mediated by non-allelic homologous 
recombination (see Chapter 13) between repeat sequences that flank the deleted 
region (Figure 11.21). 

The key to the differe nce between PWS and AS turned out to lie in the parental 
origin of the chromosome that carried the deletion. lfthe deletion was paternal 
in origin, the child had PWS; ifit was maternal, the child had AS. In some cases of 
either condition that lacked the characteristic deletion there was uniparental 
disomy-for the maternal chromosome 15 in PWS and for the paternal homolog 
in AS. Thus, in all these cases, PWS was the result of the lack of a paternal copy of 
lSq ll-q 13, whereas AS was the result of the lack of a maternal copy. 

These syndromes led the way in research into imp rinting in humans. Intensive 
investigation of the genetic and epigenetic content of the ISqll-q13 region 
uncovered a remarkably complex story. A cluster of oppositely imprinted genes 
was fo und (FIgure 11.22). Angelman syndrome is caused by lack of a fun ctional 
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F'gurell..21 A recurrent microdeletion 
causing Prader-Willi or Angelman 
syndrome. Non-alleliChomologous 
recombination between low-copy 
repeats genera tes recurrent de novo 
deletion or duplication of a 4 Mb region 
on chromosome lSql1-q13. People 
heterozygous for the deletion have two 
very different condit ions, depending on the 
pa rental origin of the deleted chromosome. 
If the paternal ch romosome has the deletion, 
the resu lt is Prader- Willi syndrome (OMIM 

176270; mental retardation, hypotonia, 
and uncontro llable appetite leading to 
obesity). If it is the maternal chromosome, 
the result is Angelman syndrome (OMIM 
105830; microcephaly, severe mental 
retardation with no speech, and jerky ataxic 
movements). Carriers of the reciprocal 
duplication have a less severe and less well
defined comb ination of mental retardation 
and behavioral problems. 
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maternal copy of the UBE3A gene, which encodes a ubiquitin ligase. Some 
patients with AS have just point mutations in the maternal copy of this gene, with 
no chromosomal abnonnality. In most tissues UBE3A is biallelically expressed, 
with no imprinting, but in brain only the maternal allele is expressed. Thus, 
imprinting can be tissue·specific. 

Prader-Willi syndrome was for a long time more of a mystery. No patients 
with PWS have been found whose only abnormality is a point mutation in any of 
the protein· coding genes in the region. Investigation ofrare patients with excep· 
tional very small deletions has shown that the cause ofPWS is lack of the imprinted 
SNURF-SNRPN transcript, which is produced only from the paternal chromo· 
some. Although this transcript encodes the SNURF and SNRPN proteins, the real 
pathogenic event is a deficiency of some small nucleolar RNAs that are encoded 
in introns of the huge transcript (see Figure 11.22). Such a deficiency could affect 
RNA processing at multiple downstream loci. 

Within the PWS-AS critical region are short sequences that are differentially 
methylated on the maternal and paternal chromosomes. In occasional patients, 
the methylation pattern does not fit with the parental origin of the chromosome. 
Marker studies demonstrate that such patients have inherited one chromo· 
some 15 from each parent as normal, but both chromosomes carry the same 
methylation pattern, maternal in a patient with PWS, paternal in a patient with 
AS. Studies of patients with these imprinting defects have provided valuable 
insights into the mechanism of imprinting. The imprinting defects are caused by 
deletions of either of two short intergenic sequences located around the 5' end of 
the SNRPN gene, which have therefore been identified as the imprinting con tral 
center (Ie) . 

The PWS-AS region shows features COmmon to several imprinted regions: 

• 	 Imprinted regions usually contain clusters of genes, some paternallyimprinted 
and others maternally imprinted. There may also be non·imp rinted (bialleli· 
caUy expressed) genes in the cluster. Imprinting of some genes can be tissue· 
speCific. 

• 	 There are often overlapping and oppositely imprinted sense and antisense 
transcripts, only one of which can be expressed at anyone time. This points to 
some sort of flip· flop mechanism, in which transcription from one DNA 
strand prevents transcription from the opposite strand. The actual antisense 
transcript often seems to have no function of its own; what matters is the fact 
of transcription. 

• 	 Overall, imprinting is controlled by one or more small regions that are differ· 
entially methylated on the maternal and paternal chromosomes. 
In at least some cases, the differentially methylated regions control gene 

expression by permitting or blocking the access of a promoter to an enhancer. 

Flgur. 11 .22 The imprinted gene cluster 
at 1Sqll - q13 that is deleted in Prader
Willi or Angelman syndrome. (A) Genes 
in the imprinted cluster. Arrows show the 
direction of transcription. Blue represents 
paternally expressed genes, pale blue 
p(edominantly paternally expressed genes, 
(ed maternally expressed genes, and black 
biallelic ally expressed genes. IC marks an 
imprinting control center, a sequence that 
is differentially methylated in males and 
females and that seems to control overall 
imprinting of the region. (8) There seem to 
be separate subregions of the lC that <ontrol 
male and female imprinting. The remarkable 
transcript originating at the SNURF-SNRPN 
locus comprises at least 148 exonsand 
extendsat least 460 kb, overlapping the 
UBE3A trans«iption unit on the opposite 
DNA strand. Exam 1-10 encode the SNURF 
and SNRPN proteins; the rest Is noncoding, 
but introns contain clusters of snoRNA (small 
nucleolar RNA) genes (HBII clusters, purple). 
lack of paternal copies of these is the cause 
of Prader-Willi syndrome, whereas lack of a 
maternal copy of UBE3A causes Angelman 
syndrome. 
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These regions bind the insulator protein CTCF when unmethylated, but not 
when methylated. CTCF can prevent a promoter from having access to an 
enhancer if, but only if, it lies between the two U'igure I 1.23). 

Two questions arise about imprinting: how is it done and why is it 
done? 
The phenomeno n of imprinting raises two difficult questions. The first is: How 
does it work? It must be reversible: a man may inherit a particular sequence with 
a maternal imprint from his mother, but if he passes it on to his child it will then 
carry a paternal imprint. The imprint probably consists of differential methyla
tion of CpG dinucleotides in imprinting control centers in the paternal and 
maternal genomes. These are imposed by sex-specific de novo methylat ion dur
ing gametogenesis. How the specific regions to be imprinted are chosen is not 
known. Although methylation patterns are quite different in sperm and eggs, 
most of th ese differences are erased in the wave of demethylation in the early 
zygote (see Figure 11.12). However, for these special regions the imprint is erased 
only in primordial germ cells, not in somatic cells. Interestingly, at least in the 
mouse the Dnmtl DNA methyltransferase uses different promoters in spermato
cytes, oocytes, and somatic cells, so that each contains a different isoform of the 
enzyme. Maybe gamete-specific isoforms allow this differential control of 
methylation. 

The second question concerns the funct ion of imprinting. One popular the
ory is based on a conflict of evolutionary interest between fathers and mothers. 
Selfish gene theory suggests that paternal genes might be best propagated by 
ensuring that offspring are born as robust as possible, even at the expense of the 
mother-a man can father children by many different mothers. Maternal genes, 
in contrast, are best propagated if the mother remains capable of further preg
nancies. So, the theory goes, paternal genes program the fetus to exlIact nutri
ents at the greatest possible rate from the mother through the placenta, whereas 
maternal genes act to limit the depredations of a parasitic fetus. This does fit 
many imprinted loci, but is unlikely to be the full explanation. Why should some 
imprinting be tissue-specific? And not all imprinted genes have functions related 
to intrauterine growth, or are imprinted in the direction predicted by the parental 
conflict hypothesis. 

Paramutations are a type of transgenerational epigenetic change 
In maize and other plants, there are several well-studied examples of transgen
erational epigenetic effects. These start with a heterozygous plant. One allele, the 
paramutagenic allele, somehow modifies the other (the paramutable allele) so 
that offspring that inherit the paramutable allele nevertheless express the pheno
type of the paJamutagenic allele. The paramutable allele itself becomes para
mutagenic in the offspring, and the modification may persist through many gen
erations, although, depending on the locus, it may eventually die away. Where 
mechanisms have been identified, they involve chromatin modification and 
noncoding RNAs. 

A few similar cases have been reported in mice. Perhaps the clearest involves 
the Kitlocus (Figure 11 .24). Heterozygotes for a loss-of-function allele have white 
spotting. When these heterozygotes were intercrossed or backcrossed with wild
type homozygotes, a proportion of the homozygous wild-type offspring showed 
the white spotting characteristic of heterozygotes, despite having the wild-type 
genotype. The effect persisted for a few generations, but with diminishing inten
sity. Only some loss-of-function alleles showed the effect. A point mutation had 
no effect, but two mutants in which the gene was inactivated by insertion of dif
ferent cassettes at different positions did, suggesting that some degree of meiotic 
mispairing was part of the mechanism. There is evidence that RNA con tained in 
the gametes was involved-even sperm contain Significant amounts of RNA. 

How widely such mechanisms operate in mammals (including humans) is 
completely unknown- although the general success of Mendelian genetics sug
gests that these cannot be major effects. In general. the effects of reported par
amutations are quantitative rather than qualitative (a rheostat rather than a 
switch), which makes [hem still harder to pin down in humans. 

......--=
9 -~ ~v 


enhancers 

FIgur.".23 The H79and IGF2 genes 
on chromosome 11 p compete for an 
enhancer. Binding of the CTCF insulator 
protein to a differentially methylated 
region determines the outcome of the 
competition. On the maternal chromosome, 
the imprinting control region (lCR) is 
unmethylated, allowing it to bind CTCF 
(ora nge oval).This prevents the IGFl gene 
from accessing the enhancer, and so the 
enhancer drives HJ9 expression. On the 
paternal chromosome, methylation of the 
imprinting control region prevents the 
binding ofCTCF, thereby allowing IGFl to 
outcompete H1 9 for access to the enhancer. 
[Adapted from Wallace JA & Felsenfeld G 
(2007) CurroOpin. Gener. Oev. 17,400-407. 
With permission from Elsevier.] 
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Some genes are expressed from only one allele but independently 
of parental origin 

X-inactivation ensures the mono allelic expression of most X-linked genes. 
However, monoallelic expression, independen tly of parental origin, is also a fea
ture of a surprisingly high proportion (maybe as high as 5-10%) of autosomal 
genes. Three processes can be distinguished. 

First, the immunoglobulin and I-cell receptor genes show mono allelic expres
sion after programmed DNA rearrangements. Each B or T lymphocyte expresses 
only a single allele of the relevant gene. As described in Chapter 4, functional 
immunoglobulin and T-cell receptor genes are assembled from large batteries of 
potential gene segments by a complicated series of DNA rearrangements. Some 
random elements within the process mean that the chance of a productive rear
rangement is quite low; however, once a functional protein has been produced, a 
feedback mechanism inhibits further DNA rearrangements. 

Competi tion for a single-copy enhancer provides a second mechanism. The 
olfactory receptor genes are a well-studied example (Figure 11.25). As mentioned 
in Chapter 9, olfactory receptor genes are the largest gene family in humans and 
mice. Mice have some 1300 ofthem, and humans at least 900. Nevertheless, each 
olfactory neuron expresses just a single allele of a single receptor gene, so that it 
fires only in response to one specific odorant. In mice, and presumably also in 
humans, expression of any olfactory receptor gene depends absolutely on an 
enhancer sequence (H) present as only a single copy in each genome. Chromo
some conformation capture experiments show that the single copy of H can 
associate with anyone of the 1300 receptor genes, regardless of their chromo
somal location. Although a diploid olfactory neuron contains two copies of H, 
only one is active; the other is inactivated by methylation (interestingly, appar
ently at CpA rather than CpG sequences). 

Finally, the great majority of cases are random. In independent cell clones, a 
gene is monoallelically expressed in some clones, but both alleles are expressed 
in others. In cell cultures, the effects are stable within a clonal lineage. For a given 
gene, some clones may show paternal and others maternal expression. In an 
individ ual there is no consistency of parental origin between different mono
allelically expressed genes, even when they li e on the same chromosome. 
Polymorphic variation in the expression level of alleles is co mmon and heritable 
(expression quantitative trait loci or e- QTLs), so monoallelic expression may be 
the tail end of the distribution. The cause and significance ofall this are unknown, 
but probably e-QTLs and random monoallelic expression explain much of the 
phenotypic diversity of our species. 

FJgure 11..14 Para mutation at the 
Kit locus in mice. Mice heterozygous for 
a Kit mutation (+/-) show white spotting. 
When heterozygous mice were crossed, 
most (24 out of 27) of the genotypically 
wild-type (+/+) offspring nevertheless 
showed the white spotting characteristic of 
heterozygous animals. The wild-type allele 
inherited from the heterozygous parent 
has been somehow changed (paramutated, 
asterisk). The change is unstable: when +r 
mice were crossed w ith w ild-type animals, 

fewer than the predic ted 50% ofoffspring 
showed the expected +r phenotype. 
(Data from Rassoulzadegan M, Grandjean V. 
Gounon P et al. (2006) Nature44l, 469-474. 
With permission from Macmillan 
Pub li shers Ltd.] 

inactive H 
(methylated) 

active H 

m _1--
OR, 

OR2 
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Figure- 11.25 Competition for a single 
enhancer leads to monoallelic expression 
of olfactory receptors. Expression of any 
of the hundreds of olfactory receptor genes 
(OR1, OR2, OR3, ... ) distri buted around 
the genome depends on association with 
a single-copy enhancer, H. One of the two 
alleles o f H in a diploid ceIJ is inactivated by 
methylation (green ci rcles). so that there is 
only a single active copy of H in each cell. 

http:Figure-11.25
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".4 ONE GENE-MORE THAN ONE PROTEIN 
A quick check with any genome browser shows that most human genes encod e 
more than one transcript. The ENCODE pilot project identified 2608 transcripts 
from the 487 loci examined, an average of 5.4 per locus. This is mostly the result of 
two factors. First, many genes have more than one promoter, and second, alterna
tive splicing produces mRNAs in which some exons are variably included or 
skipped. An additional mechanism, RNA editing, which operates only on certain 
genes, is mentioned below. A further example, the remarkable series of complex 
rearrangements that generate the vast diversity of immunoglobulin and T- cell 
receptor molecules from a small number of genes, was described in Chapter 4. 

Many genes have more than one promoter 
At least half of all mammalian genes have two or more alternative promoters. 
These wi ll drive transcription from alternative versions of a first exon, which may 
or may not be coding. Some genes have whole arrays of alternative first exons, 
each with its own promoter. The UDP glycosyltransferase gene UGT1Al on 2q37 
has 13 alternative first exons. On chromosome 5q31, the protocadherin a and y 
genes each consist of large tandem arrays of 2400 bp alternative first exons that 
encode the bulk of the protein. These are spliced onto three small inva riant exons 
that encode the C- terminal part of the protein. There are some analogies to the 
immunoglobulins, in that both have variable N-terminal but constant C-terminal 
regions, although achieved by entirely different means. 

The 3' end of each first exon of a gene has a splice donor sequence, but the 5' 
end does not have any splice acceptor signal, so the splicing machinery can jump 
as necessary over any alternative first exons in the primary transcript. Thus, al ter
native first exons can be spliced in each case to a common set of downstream 
exons (Figure 1l.26). 

The ENCODE pilot project identified additional upstream exons in 273 of the 
399 genes investigated, most of which would be alternatives to the previously 
annotated first exon. We note, however, that around half of these were already 
annotated, but as exons of a different, upstream gene, so these may not have 
been produced from true alternative promoters. Some alternative promoters are 
internal to a gene, rather than upstream. In such cases, exollS upstream of 
the internal promoter are not included in that transcript. The dystrophin gene, 
described below, has several examples. 

The alternative promoters can serve two purposes. First, they can contain dif
ferent regulatory elements. Tissue-specific or developmental stage-specific alter
native promoters can al low different regulation of gene expression in different 
circumstances. It is perhaps significant that the first intron of a gene is often by 
far the longest (genomewide mean size 14,186 bp, in contrast with 4847 bp for 
internal introns). Thus, promoters often lie far upstream ofthe internal exons of 
a gene, and alternative promoters are often well separated from each other. The 
novel ups tream exollS iden tified by the ENCODE project were located an average 
of 186 kb upstream of the previously annotated 5' exon. This would allow pro
moters to sit in a different chromatin environment, maybe in a different chromo 
somal loop from each other and from the bulk of the gene. 

four alternative 
plomoters and _~,~~~~'••!!.D"':'•••__ 
lirst exons downstream exons : 

four alternatIve 
prima ry ttanscripts 

MAAAAA... 

AAAAAAA ... 
four al ternative 

AAAAAAA...mature mRNAs 

AAAAAAA... 

( 

Figur. 11.l6 A gene with several 
alternative promoters. The gene has four 
alternative pro moters (P 1-P4) and firs t 
exons (different-colored boxes), plus two 
downstream exom (red boxes). The positions 
of splice donor (O) and splice acceptor (Al 
sites are shown. Each splice junction has to 
be made by joining a donor and an acceptor 
site.The mature mRNA has a poly(A) tail. 
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Second, the use of alternative first exons may result in protein isoforms with 
different properties. They may have different subcellular locations (e.g. sol uble 
and membrane-bound isoforms) or different functions. For example, the proges
terone receptor gene PGR on chromosome llq22 uses alternative promoters to 
produce two isoforms, PHA and PRB, that differ by 165 N-terminal amino acids. 
Both isoforms are transcription factors, members of the nuclear recep tor family 
described in Chapter 4, but they target different response genes and have differ
ent physiological effects. An extreme example is the CDKN2A gene, shown in 
Figure 17.16. Here, two alternative first exons each contain a translational start 
site. Depending on which one is used, the sequence of the shared downstream 
exons is translated in different reading fram es.Thus, the same downstteam exons 
encode totally different proteins, depending on which promoter is used. 

A striking example of differential promoter usage in humans concerns the 
giant dystrophin gene. This contains 79 exons distributed over about 2.4 Mb of 
DNAin Xp21. At least seven alternative promoters can be used.Three of these are 
located near the conventional start site. In addition to th e muscle-specific pro 
moter, there is a brain cortex-specific promoter Iocated 100 kb upstream, and a 
promoter that is used in Purkinje cells of the cerebellum 100 kb downstream 
(Figure 11.27). Transcripts using these promoters encode large s;!ystrophin uro
tein (Dp) isoforms with a molecular weight of 427 kD. The three Dp427 isoforms 
differ in their N-terminal amino acid sequence because the three alternative first 
exons include coding sequence. However, in addition to these three promoters, 
at least four other alternative internal promoters can be used, generating much 
smaller transcripts that lack many of the exons of the Dp427 isoforms. 

Alternative splicing allows one primary transcript to encode 
multiple protein isoforms 
Alternatively spliced transcripts (splice isoforms) can be identified for almost 
every human gene. These may skip one or more exons, include additional inter
nal exons, or vary the length ofan exon by repositioning the exon- intron junction 
(Figure 11.28). It may be that many of these isoforms just reflect imprecision in 
the complex splicing machinery and are not functionally Significant-but numer
ous examples are known in which alternative splicing is clearly functional. 

The basic splicing machinery was described in Chapter 1. However, not all 
splice sites are equal. The choice of where the spliceosome is assembled on the 
primary transcript ,depends on a balance of positive and negarive factors. The 
sequence surrou!:lCiing the invariant GT...AG sequences may be a better or worse 
fit to the optimum sequence.Nearbysplicing enhancers bind SR(serine-argirtine) 
proteins that help anchor the spliceosome in place, whereas spliCing suppressors 
bind hnRNP (heterogeneous ribonucleoprotein) proteins that have the opposite 
effect. Thus, splice sites can be strong or weak. Weak sites may sometimes be 
skipped in favo r of an alternative. Tissues may differ in their repertOire of SR or 
hnRNP proteins, or they may contain proteins that bind tissue-specific enhanc
ers or suppresso rs of splicing, so that splicing patterns are often tissue-specific. 

Functional alternative splicing can have a variety of results. Alternatively 
spliced exons may introduce stop codons, frameshifts, or sites for important 
post-translational modifications, such as serine phosphorylat ion. They may 
encode signals governing different intracellular localizations. Some proteins 
have soluble and membrane-bound isoforms, produced by the inclusion or 
omission of an exon that encodes a transmembrane domain. The t\vo forms may 
compete. Competition for a ligand between soluble and membrane-bound iso
forms can regulate cell surface receptors, for example. The splicing may be tis
sue-specific, so that different tissues contain different variants. 

Figure 11 .27 Alternative promoters for 
the d)'strophin gene. The positions o f seven 

alternative promoters are shown at the top. 
e,CortiCal; M, muscle; P. Purkinje cells; R.. 
retinal, brain, and cardiac muscle cells; eNS, 
central nervous system; S, Schwann cells; G. 

general (almost ubiquitously expressed. but 
no t detectable in fully differentiated skeletal 

muscle). Each promoter uses its own first 

exon, shown in red on the diagram of the 
gene structu re, together w ith the shared 

downstream exons shown in blue.The 

protein product from each is named for its 

molecular weight; for example, Op427 is a 

427 kO dystrophin protein. 
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Figur.l1.28 Types of alternative splicing 
event. (A) An intron (blue) is either retained 

or excluded. (8) Use of alternative splice 

donor sites results in the ind usion 

or exdusion of the sequence in blue. 
(e) Use o f alternative splice acceptor sites 

results in the inclusio n or exclusion o f the 

sequence in blue. (0) The exon in blue may 

be either included or skipped (a cassette 
exon). (E) Alternative exons: the mature 

mRNA includes either the exon in brown or 

the exon in blue, but not both or neither. 

Pink·colored boxes represent exons that are 

always included in the mature mRNA. 

http:Figur.l1.28
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As the most complex part ofthe human body, the central nervous system may 
need the most complex proteom e, and alternative splicing is particularly marked 
in neurons. Many widely expressed genes have neuron-specific splice iso forms. 
As long ago as 1994 a compilation by Stamm and colleagues listed almost 100 
examples of neuron-specific splicing, including every type shown in Figure 11.28. 
Many of the variant isoforms of ion channels and receptors are known to be func
tionally important. Some genes encode an extraordinary number of different 
transcripts. The example of protocadherins ex and y, with their batteries of alter
native promoters, was mentioned earlier. FIgure 11.29 shows the neurexin 3 
(NRXN3) gene. This large gene on chromosome 14q encodes a cell adhesion and 
receptor molecule that is present at synapses in the nervous system. It has two 
promoters and 24 downstream exons. Seven of the exons can each individually 
be included or excluded in transcrip ts; one exon has alternative splice donor 
sites, and two others have alternative splice acceptors. One of the alternatively 
spliced exons includes a stop codon, the use of which would produce a protein 
lacking transmembrane and cytoplasmic domains. Potentially this one gene 
could encode 1000 different proteins. 

In addition to generating different protein isoforms, alternative splicing may 
also result in different 5' or 3' untranslated sequences. These may well be func
tionally significant, especially because the 3' un translated region (UTR) is the 
main site through which microRNAs affect gene expression, as described later in 
this chapter. The use of alternative polyadenylation signals is also quite common 
in human mRNA, and different types of alternative polyadenylation have been 
identified. In many genes, two or more polyadenylation signals are found in the 
3' UTR, and the alternatively polyadenylated transcripts can show tissue specifi
city. In other cases, alternative polyadenylation Signals may be brought into play 
as a consequence of alternative splicing. 

RNA editing can change the sequence of the mRNA after 
transcription 

In contravention of the Central Dogma, there are examples in which the DNA 
sequence of a gene does not fully determine the sequence of its transcript. RNA 
editing involves the insertion, deletion, or modification of specific nucleotides in 
the primary transcript. Nucleotides may be modified by enzymatic deamination 
or transamination to effect C-4U, A-41, or U-4C conversions 0 is inosine; see 
below}. This happens on a large scale in the mitochondria and chloroplasts of 
vascular plants. In mammals, there is no evidence for insertion or deletion RNA 
editing, but modification of nucleotides has been observed in a limited numb er 
of genes. 

C-.U editing occurs in the human apolipoprotein gene APOB. In the liver, 
this gene encodes the large ApoBlOO protein. In the intestine, however, C-.U 
edi ting at nucleotide position 6666 of the mRNA causes replacement of the 
CM glutamine codon by a UM stop codon. The mRNA now encodes a shorter 
polypeptide, ApoB48 (Figun! 11_30). C-.U editing similarly produces a stop 
codon in the NFl (neurofi bromin) gene. 

• 	 A-.I editing is performed by members of the ADAR (adenosine deaminase 
acting on RNA) family of deaminases (FIgure 11_31 ). Inosine base-pairs with 
cytosine rather than thymine. ADAR ediring often converts CAG codons, 
encoding glutamine, into CIG codons which, like CGG, encode arginine (Q/R 
editing). In the nervous system, Q/R editing occurs in several genes encoding 
neurotransmitter receptors or ion channels (GABRA3, GRIA2, and GRIK2). In 
the HTR2C serotonin receptor gene, A-.] editing at splice sites modul ates 
alternative splicing 

• 	 U-.C editing has been observed in the transcript of exon 6 oftheWilms tum or 
gene. 

Flgure 11 .2.9 Alternative splicing of the 
neurexin-3 transcript in the nervous 
system. There are two alternative promoters, 
a and j3 (red bars). Exons 3, 4, 5, 12, and 
20 (b lue) can each be ei ther Included 
or skipped. Exon 7 (light green) ca n be 
included, using either of two alternative 5' 
splice acceptor sites, or it can be completely 
skipped. Exon 22 (purple) has two alternative 
3' splice donor sites. Exon 23 (pink) has 
two alternative 5' splice acceptor sites that 
use different reading frames, one of which 
leads to an in-frame stop codon within 
thiS exon. The protein produced from this 
va riant lacks the transmembrane and ,
cytoplasmic domains encoded by exon 24. 
Exon 24 (da&-green) has three alternative 
5' splice acceptor sites. By using different 
combinations of variants, this single gene 
cou ld potentially encode about 1000 
different proteins. 
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RNA editing has the appearance of unintelligent design-but it evidently sat
isfies an important need, because mouse embryos that are even heterozygous for 
a knockout of Adar1 die in mid-gestation. Curiously, humans heterozy
gous for loss-of-function mutations in the orthologous gene, DSRAD, have only 
a relatively trivial skin condition, dyschromatosis symmetrica hereditaria 
(OMIM 127400). 

11 .5 CONTROL OF GENE EXPRESSION AT THE LEVEL 
OF TRANSLATION 
Traditionally, controls at the transcriptional level have been the main focus of 
work to understand gene regulation-but effects at the level of translation have 
long been known and have recently received greatly increased attention with the 
discovery of short interfering RNAs (siRNAs) and microRNAs (miRNAs) (see 
Chapter 9, p. 283). Translational control of gene expression can permit a more 
rapid response to altered environmental stimuli than altering the level of 
transcription. 

Further controls govern when and where a mRNA is translated 

Newly synthesized mRNAs do not simply emerge from a nuclear pore and engage 
with the nearest ribosome. They may be transported to specific locations within 
the cell, and they may be translated immediately or may be held in reserve for 
future use. 

mRNAs may be transported as ribonucleoprotein particles to particular loca
tions within some types of ceU. In neurons, for example, tau mRNA is localized to 
the proximal portion\ofaxons rather than to dendrites, where many mRNA mol
ecules are located. Myelin basic protein mRNA is transported with the aid of 
kinesin to the processes ofoligodendrocytes. Transporting RNAs ratherthan their 
protein products may provide a more efficient way of localizing proteins, because 
a single mRNA molecule can give rise to many protein molecules. Specific RNA
binding proteins, such as the ELAV/Hu group, recognize and bind AU -rich 
sequences in the 3' UTRs of some mRNAs. Functionally related mRNAs may be 
bound by the same factor, which might coordinate their localization and/ or 
expression. 

Not alI mRNA molecules are immediately used to direct protein synthesis. 
Extrapolation from studies in model organisms suggests that a variety of mRNAs 
are stored in oocytes in an inactive form, characterized by their having short 
oligo(A) tails. The short tail means that they cannot be translated. At fertilization 
or later in development, the stored inactive mRNAs can be activated by cytoplas
mic polyadenylation, which restores the normal-sized poly(A) tail. 

Figur. 1 1.)0. RNA editing: the two 
products of theAPOB gene. In the liver, the 
APOB mRNA encodes a 14.1 kb 4536-residue 
protein product, ApoB100. However, in the 
intestine a cytosine deaminase, APOBEC1, 
specifically converts cytosine 6666 to 
uridine, changing the CAA glutamine codon 
2153 into a UAA stop codon. The mRNA now 
encodes a product, ApoB4B, consisting of 
just the first 2152 amino acids of ApoB1 00. 
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External factors can also regulate the translation of mRNAs, as shown by two FigUl'l! l' .31 Deamination of adenosine. 
examples in iron metabolism. Increased iron levels stimulate the synthesis of the Enzymes of the ADAR family deaminate the 
iron-binding protein ferritin without any corresponding increase in the amount amino group at carbon 6 of adenosine to 
of ferritin mRNA. Conversely, decreased iron levels stimulate the production of produce inosine. 
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the transferrin receptor (TfR). part of the machinery for absorbing dietary iron, 
again without any effect on the production of the mRNA, The 5' UTRs of both fer· 
ritin heavy-chain mRNA and light-chain mRNA contain a single iron-response 
element (IRE), This is a specific cis-acting regulatory sequence that forms a hair
pin structure, Several such IRE sequences are also found in the 3' UTR of the 
transferrin receptor mRNA, Regulation is effected by a specific IRE-binding pro
tein that is activated at low iron levels to bind IREs (figure 11.32), Like many 
translational controls, the effects depend on the secondary structure of the 
mRNAs, 

Until a few years ago, these scattered exa mples of RNA-based controls on 
gene expression were considered interesting but rare events. That view was 
changed with the discovery ofRNAi and miRNAs, 

The discovery of many small RNAs that regulate gene expression 
caused a paradigm shift In cell biology 
Small RNAs are not all rare, Some are indeed rare but, for example, an adult 
C elegans cell contains more than 50,000 molecules each of miR-2, miR-52, and 
miR-58. Why were they not discovered earlier? When researchers ran RNA gels, 
they assumed-usually with good reason-that the smear ofvery low-molecular
weight RNA at the bottom of the gel consisted of degradation products and was 
of no interest, [n addition, such short molecules are difficult to srudy: standard 
bioinformatics approaches overlook them, and such tiny targets were seldom hit 
in mutagenesis experiments, Thus, although they must have been observed in 
many laboratory experiments, they were not recognized, 

1"10 seemingly disparate lines of research in the 1990s, both involving the 
C elegans worm, alerted biologists to the unsuspected importance ofvery small 
RNAs, Andrew Fire and Craig Mello received the 2006 Nobel Prize in Physiology 
or Medicine for their roles in understanding RNAi- the specific inhibition of 
gene expression by short double-stranded RNA molecules, Their Nobel lectures, 
describing the process of discovery, can be read at http://nobelprize,org/nobel 
_prizes/medicinellaureates/2006/, In addition, Victor Ambros and Gary Ruvkun, 
among others, opened up the world of miRNAs in development Their accounts 
of how they came to make these discoveries can be read in two Commentaries in 
Ceil (see Further Reading), 

MicroRNAs as regulators of translation 

The basic mechanisms through which small RNAs exert their effects were 
described in Chapter 9 (see Box 9.7 and Figures 9,16-9,18), As described there, 
several different types of small RNA are important in gene regulation, Synthetic 
siRNAs are hugely important as tools for selectively knocking down the expres
sion of genes in the laboratory (see Chapters 12 and 20), whereas endogenous 
siRNAs are probably involved in the establishment of heterochromatin, as 

Flgur.l1 .:U lron-response elements 
in the ferritin and transferrin receptor 
mRNAs. {Al Stem- loop structure of an 
iron-response element (IRE) in the 5' 

untranslated region (UTR) of the ferritin 
heavy (H)-chain mRNA. (B) In the presence 

of iron, a specific IRE-binding protein 
(IRE-BP) is activated, enabling it to bind the 
IRE in the ferritin heavy-chain gene and 
also IREs in the 3' untranslated region of the 

transferrin receptor mRNA. Binding inhibits 

the translation of ferritin but protects the 
transferrin receptor mRNA fror;n degradation. 

http://nobelprize,org/nobel
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described above. The Piwi-protein-interacting RNAs (piRNAsJ were initially 
described in germ cells, in which their major role seems to be in preventing trans
posons fro m becoming active. MicroRNAs have much broader roles in gene regu
lation in all types of cell and are considered in more detail here. Most, though not 
all, of their reported effects are at dle translational level. 

Most of dle target sequences recognized by miRNAs and siRNAs are in the 3' 
VTR of an mRNA. The targeted mRNA may be degraded, or it may remain intact 
but not be translated. Which of these fates is chosen depends on the degree of 
matching between dle two RNA species. Short interfering RNAs have perfect 
matches and degrade dleir target. MicroRNAs have imperfect matches and usu
ally repress translation, aldlough they can also trigger the degradation of dleir 
target. In eidler case, nucleotides 2- 7 function as a seed for initial recognition of 
the target. If the rest of the small RNA can then make a perfect match, the target 
is cleaved between the nucleotides paired with residues 10 and II of dle small 
RNA. If not, dle target mRNA may remain intact but translation is repressed. The 
precise mechanism of repression is uncertain. It may work through recognition 
of the mRNA cap or by an effect on assembly of the ribosome. A protein, E[F6, 
that complexes with dle 60S ribosomal subWlit and inhibits assembly of the 
complete ribosome has been described as a component of a modified RISC. [n 
one way or anodler, miRNAs usually operate by preventing dle initiation oftrans
lation. When cells are transfected with a miRNA there is usually also a reduction 
in the quantity of target mRNA in the ceU. It is still not certain whether this loss is 
because dle miRNA degrades its target as well as inhibiting translation, or wh ether 
it is secondary to the repression of translation. Several studies support the view 
that the loss is secondary, and not a direct effect of the miRNA. 

The imperfect matching ofmiRNAs to their targets makes it harder to identify 
the targets by bioinformatic analysis. The results of laboratory experiments to 
identify targets are surprising. When mass spectrometry was used to examine the 
effects on the proteome, transfection or knockdown of a single miRNA could be 
seen to affect dle synthesis of hundreds. or even thousands, of proteins (l'igun: 
11.33). Some proportion of these effects will be secondary: the miRNA represses 
the production of a protein , and the reduced availability of dlat protein, in turn, 
affects the production of other proteins. However, many changes were correlated 
with dle presence of dle seed sequence for dle relevant miRNA in the 3' VTR of 
the mRNA, and so were likely to be direct. The other noteworthy observation 
from these experiments is how modest the effects were. Few proteins showed an 
increase as great as twofold when an inhibitory miRNA was knocked down, Or 
repression greater than 50% when the cell was transfected widl a miRNA. The 
general picture that emerges is of very wide- ranging but small effects. 
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MicroRNAs and cancer 
As will be described in Chapter 17, cancer cells show changed expression of many 
miRNAs. There is a general depression of miRNA levels, consistent with the gen
erally dedifferentiated state of cancer cells (miRNA expression is greater in dif
ferentiated cells than in the various types of stem cell). Some of these effects can 
be reproduced by targeted knockdown of the Dicer or Drosha enzymes that are 
essential for processing all miRNAs from their primary transcripts (see Figure 
9.16). When this is done, cells show enhanced tumorigenic behavior. However, 
certain miRNAs show the opposite pattern, being upregulated in many tumors. 
The evidence described above suggests that these changes could affect the 
expression of thousands of genes, and might be significant in tilting a cell's behav
ior toward tumorigenesis. 

Some unresolved questions 
MicroRNAs exert their effects primarily through interactions with mRNA mole
cules within the cytoplasm. A number of reports have suggested that miRNAs 
may also have functions in the nucleus, maybe directly affecting transcription. 
These remain currently highly speculative. There is rather more solid evidence 
that miRNAs can sometimes stimulate, rather than inhibit, translation. Some of 
the same miRNAs that inhibit translation during normal cell growth may become 
positive regulators in conditions ofcell stress. 

CONCLUSION 
Gene expression is controlled by decisions at all levels: on whether or not to tran
scribe a sequence; on the choice of transcription start site; on how to process an 
alternatively spliced primary transcript; on how, when, and where to translate 
the message in the mature mRNA; and on the modification and transportation, 
within or outside the cell, of the initial polypeptide. 

Protein-coding genes, and many genes encoding functional RNAs, are tran
scribed by RNA polymerase II. Before transcription can start, a large complex of 
proteins must be assembled around the transcription start site. Apart from the 
RNA polymerase, these include the TFII transcription factors (a complex of at 
least 27 individual polypeptides) that comprise the basal transcription appara
tus, plus many tissue-specific proteins. Some ofthese proteins recognize specific 
DNA sequence elements near the transcription start site, such as the TATA box. 
Others join the complex through protein-protein interactions. These include 
proteins bound to distant regulatory elements that are brought into close prox
imity to the promoter by DNA looping. 

Transcription start sites are defined more by the local chromatin conforma
tion than by the local DNA sequence. The conformation depends on a set of 
mutually reinforcing processes: histones in the core nucleosomes undergo 
numerous covalent modifications or are sometimes replaced by variant mole· 
cules; cytosines in CpG dinucleotides may be methylated, and ATP-dependent 
chromatin remodeling complexes alter the distribution of nucleosomes. The 
many nonhistone proteins in chromatin include the enzymes that add or remove 
modifying groups to or from the histones and DNA. They are themselves differ
entially bound to chromatin, depending on its conformation and state of 
modification. 

Cluomatin conformation controls gene expression, both in the short term as 
cells respond to fluctuating metabolic and environmental conditions, and in 
the longer term as developmental programs unfold. End uring changes in confor
mation are the basis of epigenetic effects-changes in gene expression that do 
not depend on changes in the DNA sequence. For some genes, epigenetic effects 
depend on the parental origin-the phenomenon of genetic imprinting. 
Transcription requires an open chromatin conformation, whereas heterochro· 
matin has a closed, tightly packed conformation and represses gene expression. 
Small noncoding RNA molecules are involved in the establishment of stable 
heterochromatin. 

Primary transcripts are often subject to alternat ive splicing. Exons can be 
skipped or included, or variant donor or acceptor si tes can be used. Some genes 
can potentially encode hundreds of different polypeptides because of extensive 
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alternative splicing. Splicing is controlled by splicing enhancers and suppressors 
that bind proteins such as the SR and hnRNP proteins. Alternative splicing is 
often tissue-specific. In many cases, the different splice isoforms have clearly dif
fere nt functions, although some alternative splicing may reflect random ineffi
ciencies in the selection of splice sites. 

Co ntrols at the level of translation fine-tune gene expression. These are less 
well understood than transcriptional controls; for the most part they seem to 
involve controlling the stability of mRNAs. The 3' untranslated regions of many 
mRNAs contain important determinants of stability, including most miRNA
binding sites. MicroRNAs have very broad but not very deep effects on cell 
metabolism-they function as rheostats rather than switches. However, we 
should not underestimate the im portance of rheostats. One of the lessons from 
reseaIch on complex diseases is that the cumulative effect of such minor changes 
can be very important. This may be especially true of miRNA-based effects 
because they affect very broad aspects of cell behavior. Nevertheless, this may 
sti ll underestimate the importance of RNA-based controls. Small RNAs may have 
substantial roles in major decisions through their role in modifying chromatin 
structure. 

A view is emerging of cellular metabolism comprising tightly coupled net
works rather than a set of linear pathways. In their review, Maniatis and Reed (see 
Further Reading) quote a host of evidence that transcription, RNA processing, 
and export of the mature mRNA are tightly coupled. Ratherthan a linear produc
tion line. the gene expression machine is a network in which components whose 
main role is in later stages of the process also influence the efficiency of earlier 
stages. In Chapter 12, we move from gene expression to gene function , and it wi ll 
become dear that most gene products function as pan of very extensive networks 
of interacting proteins. The emerging science of systems biology studies such 
networks and is helping to bridge the gap between gene expression, as described 
in this chapter, and cell biology. 
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Chapter 12 


Studying Gene Function 

in the Post-Genome Era 


KEY CONCEPTS 

o 	 Clues to the function of a gene can be inferred by comparing the sequence ofthe gene and 
any protein products with all previously investigated nucleotide and protein sequences to 
find related sequences. The related sequences may be closely related genes or proteins, or 
they may be short functional sequence components such as protein domains or peptidel 
nucleotide sequence motifs. 

o 	 Inactivating an individual gene often results in an altered phenotype that provides 
important insights into the functio n ofthe gene, but useful information can also sometimes 
be obtained by overexpressing genes or expressing them ectopically. 

o 	 Gene functio n can be conveniently studied in cultured cells by silencing the expression of a 
specific target gene using RNA interference. More extensive information about how a gene 
works can often be inferred by selectively inactivating a gene in Whole model organisms. 

o 	 Yeast two-hybrid screens identify interactions between proteins by splitting a transcription 
factor into two functionally complementary domains that are then joined onto test proteins; 
interaction between t",vo such test proteins can reconstitute the transcription factor and 
switch on a reporter gene. 

o 	 Large- scale protein interaction stud ies seek to define interaetomes, global functional 
protein networks in cells. 

• 	 Protein- protein and protein-DNA interactions can be identified with the help of chemical 
crosslinking agents such as formaldehyde that can covalently bond proteins to other 
proteins or to DNA within cells. 

o 	 Chromatin immunoprecipitation identifies DNA-binding sites for a protein ill vivo by using 
a specific antibody to capture a protein after it has been chemically crosslinked to DNA 
within cells. 
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Sequencing of the human genome was, with hindsight. the easy part. Now comes 
the hard part: how do we unravel what the sequence means and discover how it 
helps construct a functioning human being and differentiates us from other 
species? 

In the post-genome era, work will continue for some time to get a complete 
inventory of human genes. As was described in Chapter 10, comparative genom
ics has been particularly helpful in identifying regulatory elements and in vali
dating predicted protein-coding genes. The vast majority of protein-coding genes 
have been identified in the human genome, and we now know that there are 
about 20,000 genes of this kind. However, for the reasons described in Chapter 9, 
RNA genes have been much more difficult to identify within genomic DNA, and 
our knowledge of human RNA genes, although growing rapidly, remains rather 
incomplete. 

As the effort to identify all the genes and other functional components in the 
human genome intensifies, researchers seek to understand our genome in differ
ent ways. One major priority, as will be detailed in Chapter 13, is prompted by the 
biological and medical need to understand genetic variation at the genome level. 
In this chapter we consider another priority, the need to understand the fun c
tions of genes. In the post-genome era, whole genome analyses are increasingly 
being applied to understand the function and regulation of genes. In many cases, 
such analyses have been developed from methods that were used to study one or 
a few genes at a time. However, getting a whole-genome perspective allows us to 
develop comprehensive networks of interacting genes and gene products, and so 
obtain a fuller picture of how genes and cells work. 

12.1 STUDYING GENE FUNCTION: AN OVERVIEW 
The function of a gene is actually the function of its product(s). About 20,000 
human genes ultimately specify proteins, and many thousand additional genes 
produce functional noncoding RNA. The functions of human gene products can 
be conveniently classified at three levels: 

• 	 The biochemical level. For example, a gene product may be described as a 
kinase or a calcium-binding protein. This reveals little about its wider role in 
the organism. 

• 	 The cellu.lar level. This builds in information about intracellular localization 
and biological pathways. For example, it may be possible to establish that a 
protein is located in the nucleus and is required for DNA repair, even if its 
precise biochemical function is unknown. 

• 	 The organismallevel. This may include information about where and when a 
gene is expressed in different tissues and its role in the processes of develop
ment or physiology. 
To obtain a complete picture of gene function, information is required at 

all three levels. Defined vocabularies have been developed to describe gene 
function across all genomes, such as the Gene Ontology system (http://www 
.geneontology.org/). Other useful systems include those employed by the 
Kyoto Encyclopedia of Genes and Genomes (KEGG; http: //www.genome.ad.jp / 
kegg!) and the Enzyme Commission system for enzyme classification (http:// 
www.chem.qmul.ac.uk/iubmb/enzyme!). 

Investigations into the functions of human genes and the genes of various 
model organisms began long before genome projects were developed. In this 
pre-genome era, gene function analyses were very much done on a gene-by-gene 
basis. Individual small research laboratories throughout the world would focus 
on trying to understand the function of just one gene or a small number of genes 
that worked together in some common pathway of biological and /o r medical 
interest. 

The gene-by-gene approach is still being used today, but what genome 
sequences brought was the additional possibility to perform functional 
genomics-global, genomewide analyses of gene functio n. In the post-genome 
era, the big genome centers that were established to sequence genomes, includ
ing the human genome, are now major contributors to the new quest of studying 
gene function. They are at the forefront of internationally coordinated projects 
such as the ENCODE (Encyclopedia of DNA Elements) project. As detailed in 

www.chem.qmul.ac.uk/iubmb/enzyme
http:http://www.genome.ad.jp
http:geneontology.org
http://www
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Chapter 11 (p. 362), the ENCODE project seeks to identify and analyze all the 
functional components of our genome by a combination of experimental 
approaches and bioinformatics analyses. The widespread availability of many 
experimental approaches to perform global gene analyses has meant that a net
work of small laboratories throughout the world are also making invaluable con
tributions in addition to large, well-equipped genome centers. 

Gene function can be studied at a variety of different levels 
Let us first consider the simple case of a single previously uncharacterized gene 
that has been predicted by using gene-finding programs and then validated by 
co~parative genomics. How can we study its function? 

First of all, we can use bioinformatic approaches to compare the sequence of 
a gene and its products with all other known nucleotide and protein sequences. 
Additionally, the sequences can be scanned to look for Significant matching to 
short nucleotide and peptide sequence components that have previously been 
shown to be ilIlportant contributors to gene function. The other major avenue to 
understanding gene function requires laboratory investigations, and a whole 
range of different types of experimental approach can be used, including those 
listed below. 

Gene expression studies 
Some studies look to see where the gene is expressed at the RNA level by using a 
complementary antisense RNA probe, and/or at the protein level (usually by 
using a suitably specific antibody). The expression studies often begin byanalyz
ing expression in tissue sections of early embryos, or by probing RNA extracted 
from adult tissues, such as in northern blots or using RT-PCR. In which tissues is 
the gene of interest expressed? Ubiquitous expression would suggest some very 
general (housekeeping) cellular function. Alternatively, if the gene is expressed in 
a specific tissue-such as the testis-then a mOre defined role is indicated, in this 
case possibly a role in reproduction. Intracellular localization is another aspect of 
gene expression that can be studied in intact cells or by analyzing subcellular 
fractions. See Chapter 8 (p. 239) for a detailed descri ption ofexpression screening 
techniques. 

Gene inactivation and inhibition of gene expression 
To obtain more precise information on gene function, follow-up studies are usu
ally designed to specifically inactivate the gene in vivo or to specifically block its 
expression. This can be done at two rather different levels. 

One way is to perform the required genetic manipulation in cultured cells, 
often standard human cell lines. Conducting these manipulations in cultured 
cells can be done quickly and easily, but inevitably rhe results obtained only give 
information about the role of the gene within the cell type that is being studied. 
We describe this type of approach later in this chapter. 

At another level, genetically modified animals can be produced. Earlyembryos 
can be manipulated to introduce specific changes in germ-line DNA or to specifi
cally block the expression of a predetermined gene of interest, and the effects on 
the developing phenotype can be tracked at different developmental stages and 
in the postnatal period. Such studies can be time-consuming and laborious, but 
they offer the big advantage that the effect of inactivating or inhibiting a specific 
gene can be tracked in the whole organism, providing valuable information about 
genes that have roles in the functions of organs, tissues, and other sets of inter
acting cells. The technology for genetically manipulating animals is complex, 
and because it is also used extensively to produce animal models of disease we 
will consider the details in Chaprer 20. 

Defining molecular partners for gene products 
To perform their functions, gene products need to interact with other molecules 
in the ceUs. Proteins, for example, often bind to other proteins, sometimes 
transiently, and sometimes as components of stable multisubunit complexes. 
Many regulatory proteins and functional noncoding RNAs bind to specific nucleic 
acid sequences, as in the case of transcription factors. To identify molecular part
ners for a specific gene product, various screens can be employed to test protein
protein and protein-nucleic acid interactions. 
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Genomewlde analyses aim to integrate analyses of gene function 

Arguably, the grand purpose of molecular biology over the past few decades has 
been to determine gene functions and link genes into pathways and networks to 
explain how living things work. What started as a reduction is! approach of study
ing genes and their products one at a time has increasingly been overtaken by a 
shift in focus to a global, genomewide approach in which many or all gene prod
ucts are studied simultaneously. 

According to the class of gene product, global analyses have been named with 
an -omics suffix, following the long established use of genomics for global DNA 
analyses. Commonly used examples include transcriptomics (RNA). proteomics 
(protein). lipidomics (lipids), glycomics (carbohydrates). and metabolomics 
(metabolites). Such is the popularity of -omies or -orne that subclasses are 
increasingly being derived, such as kil10me for the totality of kinases, and a new 
scientific journal OMICS is devoted to publishing global molecular analyses. 

The transcriptome and the proteome have been particularly well studied, and 
techniques for analyzing them have been described in Chapter 8 (p. 245). The 
transcriptome represents the combined output of transcription, RNA processing, 
and RNA turnover; similarly, the proteome is the combined output of translation, 
post-translational processing including protein cleavage and protein modifica
tion, and protein turnover. Because processes such as transcription, RNA pro 
cessing, protein synthesis, and post-translational processing are all regulated, 
the transcriptome and proteome differ significantly between different cell types, 
and even between cells of the same type in response to changes in the cell's 
environment. 

Unlike the genome, which is virtually identical in all nucleated cells of an 
organism, the transcriptome and proteome are therefore highly variable. While 
acknowledging DNA variation between individuals, we can talk abo ut the human 
genome, but the term human transcript orne or human proteome is essentially 
meaningless unless we reference it with respect to the origin of the cell (such as 
cell type or developmental stage) and, for culrured cells, the cell's environment. 
Analysis at the level of the transcriptome or proteome provides a snapshot of the 
cell in action, showing the abundance of all the RNAs and proteins in a particular 
set of circumstances. 

In an effort to document mammalian gene expressionl transcriptome analyses 
have been performed in many different human and animal tissues. The data can 
be analyzed to identify genes that show similar expression patterns that may indi
cate that they belong to common functional pathways. Quantitative transcrip
tomics uses microarray hybridization or DNA sequencing. In the latter case, the 
data used to be provided by methods such as the ingeuious SAGE (serial analysis 
of gene expression) technique that captured and tllen seq uenced short sequence 
components (sequence tags) from individual RNA molecules. These methods were 
subsequently overtaken by massively parallel DNA sequencing of larger sequence 
components of all the individual RNA molecules in the starting samples. 

Large-scale tissue in situ hybridization studies are also offering high
resolution gene expression patterns during mouse development and in adult 
mouse brain. Proteomes are being studied in different tissues with the use of 
mass spectrometry and two-dimensional gel electrophoresis. The resulting huge 
expression data sets are being stored in dedicated databases (Table 12.1). 

As we describe later in this chapter, additional global gene function analyses 
are being deployed in many different areas, including RNA interference
mediated gene inactivation in cultured cells, gene knockout in embryos, and 
protein-protein and protein-DNA interactio ns. 

, 2.2 BIOINFORMATIC APPROACHES TO STUDYING 
GENE FUNCTION 
Bioinformatics has been vitally important in gene prediction (Chapter 8, p. 235) 
and in gene validation, notably in comparative genomics analyses (Section 10.2, 
p. 306). Bioinformatics is also essential to support the massive data sets coming 
out of global analyses of gene function. It is no exaggeration to say that the func
tional genomics revolution has been driven as much by the development of new 
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TABLE 12.1 EXAMPLES OF PUBUCTRANSCRIPTOMIC AND PROTEOMIC DATABASES 

--------------~------~ 
Database class Database or Web Contents Website addres s 
compilation 

Transcriptomic Microarray World compilation of microarray expression http://www.microarrayworld.com/DatabasePage.htm I 
(microarray databases 
hybridization) 

ArrayExpress comprehensive microarray data http://www.ebLac.uk/mieroarray-aslaer/entry 

Gene Expression Omnibus archive of high-throughput data http://www.nebr.nlm.nih.gov/geo/ 
(microarray, SAGE", RNA-seq b)

Transcriptomic 
(DNA sequencing) SAGE Genie SAGP data from normal and malignant http://cgap.nci.nih.gov/SAGE 

human tissues 

Mouse Atlas of Gene SAGEa and sequence tag data from many http://w ww.mouseatlas.org/mouseatlasjndex_html 
Expression mou se tissues during development 

Tra nscriptorni c Allen Brain Atlas high-resolution express ion patterns http://www.bra i n-ma p.o rg / 
(tissue from sections of adult mouse brain 
hybridization) 

EMAGE high-resolution gene expression during hnp:/lgenex.hgu.mrc.ac.uklEmage/databasel 
mouse development emageln tro.hrml 

Proteomies Proteomic World compilation of proteom ics databasp.s http://www.proteomicworld.org/DatabasePage.htmt 

aSAGE(serial analysis of gene expression) is a method that is designed to make double-stranded DNA copies of RN Apopulations. These are then 
processed enzymatically so that from individual RNA molecules short sequence fragments (tags) are recovered and then sequenced. bRNA-seq 
involves shotgun sequencing of the whole transeriptome, using massively parallel DNA sequencing. 

databases and new algorithms-for example, to search and analyze the data or to 
model structures and molecular interac tions-as it has by experimental advances. 
However, in addition, as described in this section, bioinformatics can be used 
directly to infer gene function simply by comparing sequences from previously 
un.investigated genes with other nucleotide and protein sequences about which 
some function is already known. 

Sequence homology searches can provide valuable clues to gene 
function 

The function ofarecently identified gene may be unknown, but ifit can be shown 
to be evolutionarily related to anotller gene with a defined fun ction, it is reason
able to suspect that the unknown gene has the same or at least a related function . 
Follow-up experimental analyses are then used to seek support for the func
tion predicted by bioinformatic analyses. 

The evolutionary relationships are initially determined by using sequence 
homology searches (see Box 8.3, p. 237). For genes that make proteins, it is most 
efficient to conduct sequence homology searches at the protein level. The inferred 
protein product is used to search protein sequence databases with programs 
such as BLAST)?, or translated nucleotide sequences with TBLASTN. Protein com
parisons are preferred to nucleotide sequence comparisons, partly because 
amino add sequences are more conserved than nucleotide sequences. There is 
also greater confidence in identifying evolutionarily significant sequence matches 
given that there are 20 different amino acids but only 4 different nucleotides. 

The robustness of functional annotation based on homology searching 
depends on many factors, including the degree of Similarity between the query 
sequence and any database hits, the reliability of functional information already 
in the databases, and the degree to whi ch conserved sequence and structure cor
responds to conserved function. A particular query sequence may return a 
number of matches with different degrees of Similarity. suggesting different evo
lutionary relationships. 

Sometimes the matching sequences may be very similar and can be aligned 
over all or most of their lengths. In such cases, the query sequence and the match
ing sequence are usually ort/wlogs that can be expected to perform identical or 
closely related functions in different species. If orthologs can be identified in 
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well-studied model organisms, it may be possible to infer a large amount about 
the function of an unstudied human gene. 

A lower degree of similariry is often found in the case of paralogs, homologous 
genes that have arisen by gene duplication and divergence within a genome. In 
such cases, functional predictions may be reliable at the biochemical level but 
their specific cellular and organism-level functions might be very different. 
Greater structural similariry generally implies greater functional similariry, and 
biochemical function is generally more highly conserved than cellular and 
organism-level function. 

Identifying paralogous relationships can also lead to the identification of 
novel genes. For example, the vertebrate globin gene family was long thought to 
be limited to genes encoding blood hemoglobin subunits and the muscle 
myoglobin, but homology searching of expressed sequence tag (EST) databases 
revealed more distantly related sequences from previously unidentified genes, 
encoding a globin expressed in nervous tissue, neuroglobin, and the widely 
expressed cytoglobin (see Figure 10.12). 

Database searching Is often performed with a model of an 
evolutionarily conserved sequence 

Sequence differences between closely conserved sequences can be displayed by 
mUltiple sequence alignment with programs such as CLUSTAL. A representative 
model is often derived from protein sequences aligned in this way and then used 
to int errogate databases, rather than simply relying on individual sequence 
queries. 

The simplest approach is to establish a consensus sequence. In protein 
sequence alignments the majoriry amino acid is used unless there is too much 
variation. A pattern is a slightly more informative model that gives more weight
ing to a significant minoriry of amino acids. More informative still is a position
speciji.c scoring matTix (PSSM). This model takes into account all the variation at 
each position, with highiy conserved positions receiving high scores and weakly 
conserved positions scoring close to zero (Figure 12_ 1). 

Extended PSSM models can be used to detect remote protein homologies that 
cannot be detected by standard BLAST searching. A popular program that uses 
this approach is PSI-BLAST (position-specific iterative BLAST). The underlying 
principle is to use a reiterative search based on a representative PSSM-like model 
Or profile that is built up from previous sequence matches. The process begins by 
using a protein query in a normal BLAST search, but the initial hits are combined 
into a representative profile that is then used in a second round of searching. Any 
additional hits are combined with the profile and the process is repeated either 
for a predetermined number of iterations or until no new hits are identified. 

PSI -BLAST has been shown to identify three times as many evolutionary rela
tionships as standard homology searching (see Further Reading for access to a 
Web tutorial, and Box 12,1 for a case study in which it was successfully used). 
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Flgu,e 12.1 Modeling protein sequence 
conservation in preparation for database 
searching. It is often advantageous to 
interrogate databases by using an artificially 

constructed model of a conserved sequence. 
(A) Five related sequences each containing 

, 7 amino acids are aligned (top); the majority 

amino acid at each amino acid position is 
highlighted in yellow. Sequence variation 

can be described by listing the alternative 

amino acids at each of the' 7 positions. 
Sequence conservation can be described 

by a consensus sequence that gives the 
majority amino acid at each position unless 
there is too much variation, whereupon an 
asterisk (~) is used. Alternatively, sequence 
conservation is represented by a pattern that 
represents pOSitions with too much variation 

as X but recognizes a significant minority 

amino acid; for examp le, [GAJ denotes 

that G and A are alternatives at position 
number 12. (B) A more comprehensive 

position-specific scoring matrix (P55M) 
initially calculates the frequency of every 

amino acid residue (vertical axis) at each 

amino acid position (horizontal axis), as 

shown here. Subsequently, the observed 

frequency is compared w ith the frequency 
at w hich a residue can be expe<ted in a 

random sequence so as to provide a score for 

each position in the matrix (as a logarithm 

of the ratio of the observed and expected 
frequencies-not shown here). 
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BOX 12.1 HOW BIOINFORMATICS CAN HAVE A VITAL ROLE IN ELUCIDATING GENE FUNCTION: 
THE EXAMPLE OF THE NIPBL GENE 

Positional cloning identified a previously unstudied gene at Sp13 

as a major locus for a severe developmental malformation, Cornelia 

de lange syndrome (Cd LS; OMIM 122470). The sequence of the 

underlying gene provided few dues to its fu nction, but sequence 

homology searching with the predicted 2804 amino acid protein 
revealed that it had well-studied orthologs in flies and fungi. 

The Drosophila ortholog, Nipped-B, was known to be a 
developmental regulator that seemed to faCilitate long-range 

interactions between promoters and remote enhancers in certain 
target genes, and so the human gene was named NIPBL (Nipped
B-like). Fungal orthoJogs of the N1PBL protein, such as budd ing 

yeast SCC2, were known to load cohesins onto chromatin and to 
be im portant in regulating chromosome segregation. Individuals 

with CdLS possessing a causative NIPBL mutation are heterozygotes 
and do no t have a significantly increased incidence of ch romosom e 

segregation abnormalities. However, when both NfPBL alleles were 

selectively inactivated in human cells by RNA interference, clear 

defects in sister chromatid cohesion were found. Parallel studies in 

which the Nipped-8 gene was inactivated in Drosophila cells also 

produced sister chromatid cohesion defects. 
In budding yeast, SCD was known to bind a sma ller pro tein 

SCC4, close to 600 amino acid residues long, and it had been shown 
that the SCC2-SCC4 complex was responsibl e for loading cohesins, 

multisubunit proteins that regulate chromosome segregation, on to 

chromatin. What had been intriguing, however, was that whereas SCO 
had been highly conse rved during evolution with clear orthologs in 

all genomes, including NIPBL and Nipped-B, SCC4 seemed sO poorly 

conserved that standard BLAST searching could find no matches other 

than homologs in closely related species of yeast that were confined to 
the Saccharomyces genus. 

human phenotype 

human gene 

prolein 
()(thOlogs 

functions 

orthologs of 
interacting 
proteins 

TBlAS1N 
BlAS", 

~ 
ref : C. elegans : 4('---

NIPped-B :. _ ~~~~~ __: TBLASTN 

~~::1 l lRNAI 
PlJbMedBlAS:l~ 

prOtein 
hllOraclicr. components of SCC2-SCC4developmental chromosome 

complex that loads coheslnsgene regulator segregation 
onto chromatin anddefects 
regulates chromosome 

Fl,ORIO segregation 

orthologs in 
KlAA0892 Saccharomyces

~ genus of yeasts(613 aa)~ PSI-8LAST• TllLASlN only BLASlP 

~~:=~~~~~ 
CG4203 ) ~ lel.ASlN 
(632 aa) , TBLASTN BWTF 

Different protein interaction methods were used to show that 
the fly Nipped-B protein and the human NIPBL protein each bound a 

small protein roughly 600 amino acid residues long, w hich turned out 

to be closely related orthofogs of each other and unexpectedl y also 
of the well-studied C e/egansMau-2 protein. Mau-2 was know n to be 

a regulator of cell and axon migration In C e/egans, but noth ing was 
known about any of its orthologs in other species. 

Standard BLAST searches did not find any evidence to suggest 

that Mau-2 and itsortho logs were related to SCC4 in any way. 

However, subsequent analyses with PSI-BLAST, a specialized sequence 

homology search program that is useful for detecting similarities 

between distantly related sequences, showed that SCC4, Mau-2, 

and the proteins binding to NIPBL and Nipped-B were orthologs. 
Subsequent experimental analyses confirmed the idea that vertebrate 

orthologs fun ctioned in load ing coh esin onto chromatin as partners of 

vertebrate SCO orthologs. As for the SCO/Nipped-B/NIPBL 
family, selective inhibition of express ion of genes encoding Mau-2 

and its ortho logs also resulted in chromosome segregation defects 
(figure 1). 

It was concluded that the yeast SCCl-SCC4 cohesin-Ioading 

complex and it s chromosome segregation function has been 

conserved during evolution but that, in vertebrates, the same proteins, 
including the NIPBL protein, are involved in various aspects of gene 

regulation during embryonic development. Subsequent work showed 

that both NIPBL and human Mau-2 were involved in regulating axon 

migration. Genes encoding certain cohesin subun its were also found 
to be mutated in CdLS, and cohesins w ere found to have roles in 

long-distance gene regulation in various cells including non-dividing 

neurons. 
Figu.re 1 Synergy between 
bioinformatic. and experimental 
investigations to identify functions for

Cornelia de l ange 
the Cornelia de Lange syndrome gene,syndrome 
NIPBL. Blue arrows, experimental work; 

positional cloning of red arrows, bioinformati c analyses; colors 
novel gene at 5p13 of boxes distinguish proteins accord ing 
full-length cDNA to species. Box outlines indicate whether1 

previous functional information was 

unknown gene extensive (thick black borders), to l im ited 
(now NIPBL ) (dashed border), to unknown (no outline). 

l
See Box 8.3 and Tables 8.4 and 12.4 for 

s.rfam• details of databases and homology 
translatIOn searching programs used. aa, amino acid. 

NIPBl protein 
~ (2804 aa) 

TBlASlN 

BlASTF 
 SGO 

r8U\S'fN 
aU\STP 
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TABLE 12.2 SECONDARY DATABASES OF PROTEIN SEQUENCES USED TO IDENTIFY CONSERVED ELEMENTS AND PROTEIN 
DOMAINS 

Database Contents URL 

PROSITE consensus sequences (sequence patterns) associated with 
protein families and longer sequence profiles representing 
full protein domains 

http://ca.expasy.org/prosite 

Pfam, SMART, ProDom collections of protein domains http://pfam.sanger.ac.uk/; http:llsmart.embl-heidelberg.de/ 

InterPro a search facility that integrates the information from other 
secondary databases 

http://www.ebLac.uklinterpro/ 

Comparison with documented protein domains and motifs can 
provide additional clues to gene function 
In some cases, database searches also return hits that match the query sequence 
over only a relatively small part of its length, often signifying a specific protein 
domain. This reflects the modular nature of many proteins, with distinct func
tions performed by different protein domains. The matching genes have diverged 
not merely by the accumulation of point mutations but also by more complex 
events such as recombination between genes and gene segments, leading to exon 
shuffling. 

Several secondary sequence databases have been created that contain pro
tein domain motifs and profiles derived from the primary sequence databases 
(TobIe 12_2), and various programs allow a given protein sequence query to be 
interrogated to see whether it contains any ofthe known domains and sequence 
motifs. Figure 12.2 gives an example. 

hits by proflles: (2 hits (by 2 distinct profiles) on 1 sequence) 

USERSEQ1 (422 aa) 

PS51057 PAIRED_2 Paired domain profile: 

4 . 130: score = 64.941 

SHSGVNQLGGVFVNGR PLPDSTRQK l VELAHSGAR PCDISRILQVSNGCVSKILGRYYRT 
GS I RPR.'J...IGGSK PRVATPEVVS!CIAQYKRECPS 1 FAWE I RDRLLS EGVCTNDNI PSVS S I 
NRVLRNL 

PS50071 HOMEOBOX_2 'Homeooox' domain profile; 

208·268: score = 20.164 

RK LORURTS FT QE Qf ~ALEKE fERTH YPDV FARERLAAK 1 OLPE:ARI QVWFS NRR.'J...KWRR 
E 

hits by patterns: [2 hits (by 2 disllnct patlerns) on 1 sequencel 

USERSEQl (422 aa) 

PSOO034 PAIRED_l Paired domain signature: 

38·54: RPCd~sr~lgvsngCVS 

PSOOO27 HOMEOBOX_l 'Homeobox ' domain slgnalUre: 

243 · 266: LAd~IdLPeaRIQVWFsNrrakwR 

Flgur. 12.2 Searching PROSITE for the presence of domains and motifs in a test protein, Th e 

PROSITE database at http://www.expasy.org/prosite/storesalargenumber of documented sequences 
for protein domains and motifs. In this example, searching with a 422 amino acid (a a) protein query 
returned two hits when compared against protein domain profiles with significant matching to 
both a paired domain (found in the PAX family of transcription factors) at amino acids 4- 130 and a 
homeodomain and a homeobox va riant at positions 208-268. A further two hits are eVident when 
compared against patterns of protein motifs: a paired domain type motif [R-P-C-x{111-C-V-S) spanning 
amino acids 38-54 and a motif characteristic of some homeodomains spanning amino acids 243-266. 
The motifs identified suggest strongly that the test protein is a DNA-binding protein and is most 
probably a transcription factor. 

http://www.expasy.org/prosite/storesalargenumber
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12.3 STUDYING GENE FUNCTION BY SELECTIVE GENE 
INACTIVATION OR MODIFICATION 
Experimental methods to establish how genes function often use genetic manip
ulations that produce either altered gene sequ ences or altered gene expression, 
resulting in altered phenotypes. By correlating an altered phenotype, which may 
be at the level of a cell or early embryo or organism, with changes in the proper
ties ofa specific gene one can gain important clues about how that gene normally 
functions. 

Clues to gene function can be inferred from different types of 
genetic manipulation 
Model systems are often used to infer the functions of hum an genes. They include 
well-studied cultured cells and genetically amenable model organisms whose 
properties have been described in Chapter 10 (Section 10.1, p. 298). In principle, 
two major types of genetic analysis have been applied in model systems: 
• 	 Classical or forward genetics (phenotype ....gene). The starting point is a phe

notype of interest that may have arisen spontaneo usly but is usually gener
ated by random mutagenesis using, for example, chemical mutagens or ion
izing radiation. The aim is to identify the gene whose expression has been 
altered by mutation, causing the observed phenotype. 

• 	 Reverse genetics (gene .... phenotype). A specific gene is genetically manipu
lated in some way in an effort to produce a phenotype that illuminates the 
role of the gene. 
As described later in this section, screens for genetic function have largely 

been performed by genetically manipulating whole model organisms in which 
both forward and reverse genetic approaches can be used. The mouse has been 
the primary model organism for understanding how human genes function 
because, being a mammal, it has cou nterparts of almost all human genes, and 
because until very recently it was the only mammalian model organism in which 
it was possible to inactivate a specific predetermined gene. To do so, the gene of 
interest is inactivated in the mouse germ line to produce mutant descendants 
with a specific gene kn ockout that results in a loss of gene function. Other types 
of genetic modification can produce gain-of-function, dominant-negative, or 
modifier mutations (see below) . By studying the phenotype of the mutant ani 
mals, valuable clues to how the genes work are frequently obtained . 

The sophisticated technology required to make gene knockouts in mice has 
been the gold standard for assaying mammalian gene function, but, as described 
in Chapter 20, very recent advances in genetic technologies mean that construc
tion of gene knockouts in other mammalian and vertebrate species will become 
much more common. However, the procedures involved are laborious and time
consuming. In recent years, a variety of methods have been systematical ly applied 
to the rapid investigation ofgene function with cultured cells. 

Cultured cells have the disadvantage that their use is inevitably restricted. 
They cannot directly provide information on gene functions that involve interac
tion between different cell types. They cannot easily replicate the natural in uiuo 
environment of cells that are often components of tissues and organs. In addi
tion, not all cell types of the body are easy to grow in cell culture. However, it has 
been possible to grow many different cell types in culture, cultured cell lines are 
very convenient to study, and rapid assays can often permit valuable inSights to 
be gained into functions of genes within the limited context of a single cell type. 
Additionally, certain types of cultured human cells- such as HeLa cells and HEK 
(human embryonic kidney) 293 cells-have been extensively studied, aliowing 
data to be related to an already extensive literature on these cell lines. Importantly, 
global analyses in some kinds of cultured cells have the potential to enable map
ping of the entire range of gene functions and molecular interactions within a cell 
and so allow a kind of systems biology. 

Different genetic screens can be conducted in cultured cells. However, the 
forward genetics approach is difficult to perform because meiotic recombination 
does not occur in cultured mammalian celis, and homozygous mutants cannot 
simply be generated. Genetic screens in cultured mammalian cells are therefore 
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TABLE 12.3 DIFFERENT TYPES OF REVERSE GENETIC SCREEN IN CULTURED MAMMALIAN CELLS 

Type of screen Basis of method 
--------'1 

l oss-of-func tion usually, the RNA interference (RNAi) pathway is induced to selec tively degrade RNA transcripts of a specific target gene 
(see Figures 12.3 and' 2.4) 

Gain-at-function involves transfectlo n of an exogenousge ne copy driven by a suitable promoter to overexpreS5 or misexpress that gene in a 
desired cell type 

Dominant-negative relies on producing a mutant gene product that interferes with the normal product of a specific target gene; Similar (0 

loss-of-function screen but suppresses gene activity more effi ciently than RNA; often the mutant product is designed to 
be a truncated version of the wild type that competes with wild-type protein in some way, or the mutant protei n becomes 
incorporated with wild-type proteins in multi subunit complexes, thereby inactivating the complex 

Modifier seeks to identify genes that en hance or su ppress a specific phenotype; the in itial phenotype is produced by one of the three 
methods above; thereafter, the mutant cellsare subjected to a second genetic modification (wh ich can again be any of the 
three methods above); if altered expression of a second gene enhances or su ppresses the initial phenotype, the second gene 
is considered to be a modifier of the gene that caused the initial phenotype; it then remains to be worked out how the two 
genes interact 

For further details see the review by Tochitani & Hayashizaki (2007) . 

typicaUy reverse genetic screens. There are four different functional classes of 
mutation-gain-of-function, loss-of-function, dominant-negative, and modifi
er-and different screens can be conducted depending on the desired effect on 
the target gene ("table 12.3). 

Of the different approaches listed in Table 12.3, by far the most widely used 
involves selective gene inactivation to cause a loss of function. An early general 
approach used the specificity of base pairing to selectively inhibit the expression 
of a predetermined gene. [n antisense technology, RNA or oligonucleotide con
structs are designed to have a sequence that is complementary to that of RNA 
transcripts from a gene of interest. By hybridizing to the sense transcripts, the 
antisense constructs block gene expression (gene kn.ockdown). 

Antisense technology was first developed in the 1980s. Specific antisense RNA 
molecules were initiaUy used to knock down the expression of a target gene, but 
this was very much a hit-or-miss affair depending on which gene was targeted. 
Subsequently, antisense oligodeoxynucleotides were used because they were 
more stable than RNA. More recently, morphoJino antisense oligonucleotides are 
used. They have a vastly more stable and robust structure than conventional oli
gonucleotides, and they are more consistent in producing significant inhibition 
of gene expression. As will be described in Chapter 20, morpholino oligonucle
otides are now routinely used to knock down the expression of specific genes in 
various vertebrate models, notab ly zebrafish embryos. 

As explained in the next section, the natural phenomenon of RNA interfer
ence (see Box 9.7) has also been widely applied as an experimental tool to knock 
down the expression of specific target genes in cultured cells and in the embryos 
of some invertebrates, notably the nematode Caenorhabditis elegam. 

RNA Interference is the primary method for evaluating gene 
function in cultured mammalian cells 
The most widely used method to assess gene function in cultured mammalian 
cells exploits RNA interference (RNA i), a natural cellular pathway in which the 
formation of double-stranded RNA (dsRNA) induces specific gene inactivation. 
RNA interference is thought to have evolved to protect cells against the accumu
lation of potentially dangerous nucleic acid sequences, notably viruses (see 
Box 9.7). 

To knock down a predetermined gene transcript, a suitably specific dsRNA 
needs to be provided. In some animal systems, such as the nematode C. elegans, 
long dsRNA is used experimentally to inactivate genes. After it has heen trans
ferred into the worm's cells, the dsRNA is cho pped up by an endogenous cyto
plasmic ribonuclease called dicer into uniformly small pieces of dsRNA (close to 
20 bp in length and with 3' dinucleotide overhangs) called short inteJlering RNA 
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1 2 3 Flgllre 12.3 Three routes for 
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(siRNA) (~1gure 12.3. pathway 1) . The siRNA associates with a multisubunit pro· 
tein complex, the RNA·induced silencing complex (RISe), and the duplex siRNA 
is unwound and one strand degraded by a RISe ribonuclease called argonaute. 
The RISe with one siRNA strand attached to it is now activated, and the siRNA 
strand will guide it to bind RNA transcripts containing complementary sequences. 
Any transcript that is bound by the specific antisense siRNA is then targeted for 
destruction by the argonaute ribonuclease. 

The addition of long dsRNA to mammalian cells does not inhibit the expres
sion of specific genes as in C. elegans.lnste ad, long dsRNA induces a general anti· 
viral pathway that produces global, nonspecific gene silenCing. It does this by 
activating the protein kinase PKR (which is also induced by interferon). Activated 
PKR phosphorylates the translation initiation factor 2 (eIF2a), therehy inactivat· 
ing it and causing a generalized inhibition of translation. PKR also phosphory· 
lates 2',5' oligoadenylate synthetase (2',S'AS), which, when so activated, induces 
a ribonuclease that causes nonspecific degradation of mRNA. 

As an alternative to adding long dsRNA to mammalian cells, two approaches 
are used (see Figure 12.3). In one method (Figure 12.3, pathway 2; see also next 
section), transgenes are added that can be expressed to give a partly double· 
stranded hairpin RNA (like the structure of miRNA). Another widely used method 
involves che mically synthesizing two short complementary oligoribonucleotides 
and allowing them to anneal to form a synthetic equivalent of siRNA. Often, the 

experimentally inducing RNA interference 
(RNAi) in animal cells. To induce RNAi, 
cells are provided with double-stranded 
RNA (dsRNA) whose nucleotide sequence 
is complementary to a sequence in a 
predetermined target gene. Th e RNA is 
ei ther transfected into cells (pathways 1 
and 3) or produced from a transfected 
expression vector (pathway 2). Pathway 
1 shows lhe use of long double-stranded 
RNA (typically longer than 200 bp) that can 

be used in invertebra te systems such as 
that in C elegans. ln mammalian systems, 
however, long dsRNA triggers nonspecific 
RNA cleavage (alternative pathways 2 
and 3 are used). Short double-stranded 
RNA can be produced from an expression 
vec tor (pathway 2) transcribed in the 
nucleus to give a single RNA molecule with 
inverted repeats. The repeats base-pair to 
each other to produce a short hairpin RNA 

that resembles initial mJRNA t ranscripts 
(shRNA-mir). The S' and 3' tail s of this 
primary transcript are then cleaved in the 
nucleus to give a more compact short 
hairpin RNA (shRNA) that is exported to the 
cytoplasm where it is processed by the dicer 
endonuclease to give double-stranded short 
interferin g RNA (siRNA). Alternatively, two 
short oligori bonucleotides are chemically 
syntheSized to have complementary 
sequences and are allowed to an neal to 
form double-stranded siRNA (pathway 3). 
Whichever pathway is used, the end result is 
to provide a siRNA duplex that is bound by 
the argonaute ribonuclease subunit (Ago) of 
the RNA-induced silencing complex (RiSe). 
Unwinding of the siRNA and degradation of 
one of its strands activates the RISe. which 
then binds to a mRNA with a complementary 
sequence that is then cleaved by the 
argonaute subunit. 
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synthesized oligonucleotides are chosen to be about 20-25 nucleotides long and 
the sequences are chosen to form a duplex that has two deoxythymidine bases 
added as 3' overhangs (duplexes with 3' overhangs are more potent than blunt 
ones in inducing RNAi). 

Because the RNAi efficiency can vary depending on the sequence, it is usual 
to design three or more complementary pairs of siRNA oligonucleotides corre
sponding to different sequences for any transcript. The efficiency of gene knock
down is assessed by real-time peR or, where antibodies are available for the rel
evant protein product, by western blotting. 

Global RNAi screens provide a systems-level approach to studying 
gene function in cells 
RNA intenerence studies began by attempting to assess the function of individ
ual genes. In the post -genome era, it became possible to perform large-scale, and 
eventually genomewide, analyses of gene function . As long as there is a func 
tional assay that can be used in cultured cells, then parallel analyses of all avail
able genes permit a systems-level approach to studying gene function in cells. 
That is, entire functional pathways can be dissected, such as regulation of the cell 
cycle (see Further Reading for examples). 

To perform global RNAi screens, suitably large nucleic acid libraries need to 
be made. One way is to make siRNA libraries. Pairs of complementary siRNAs are 
synthesized for each gene in the genome and deposited as individual pairs in 
wells of huge micro titer plate arrays. 

Another approach is to make libraries of genes encoding short hairpin RNA 
(shRNA libraries). The idea is to mimic the way in which miRNA is naturally made 
in cells, being produced from a short transcript that spontaneously forms a hair
pin RNA, which then undergoes cleavage (see Figure 9.16). Pairs of long comple
mentary oligonucleotides are designed in such a way that, when annealed and 
cloned into a suitable expression vector, a transcript can be produced with 
inverted repeats that base-pair (Figure 12.4). 

In many shRNA libraries, the transcript is simply designed to be a short hair
pin RNA that is exported to the cytoplasm, where it is cleaved by dicer to give 
siRNA. So-called second· generation shRNA libraries take this a step further by 
encoding sequences similar to the primary miRNA transcripts (pri·miRNA) that 
give rise to a short dsRNA through two successive types of cleavage (first by 
RnasenfDrosha in the nucleus to generate pre-miRNA, and then by dicer in the 
cytoplasm; see Figure 9.16). 

Inactivation of genes in the germ line provides the most detailed 
Information on gene function 
Assaying gene function in cultured cells or using cell extracts has its limitations. 
In particular, no detailed information can be obtained about how a gene func
tions in regulating processes that involve an interaction between different types 
of cell in the body, whether it be in the context of physiology (e.g. the nervous 
system) or embryonic development. Defining gene function in this wider context 
requires the genetic manipulation of model organisms. 

Flgur.12.4 Producing siRNA with the use 
of an shRNA expression vector. An shRNA 
expression vector seeks to mimic the way 
in which miRNA is produced naturally by 
cells. The example shown here illustrates 
the cloning of a DNA insert about 60 bp 
long that was prepared by synthesizing 
complementary oligonucleotides and 
allowing them to anneal. The sequence of 
the DNA insert is designed to have inverted 
repeats (letters in red overlined with red 
arrows). After the DNA insert has been 
transcribed by a vector promoter sequence 
(P) located close to the cloning site and 
subjected to post-transcriptional processing, 
the reSUlting RNA will have complementary 
nucleotide sequences (19 nucleotides 
long in this example) that can base-pair to 
form a short hairpin RNA (shRNA) with an 
unpaired loop. The shRNA will be cleaved 
asymmetrically by cytoplasmic dicer at 
the positions marked by the green arrows, 
generating a functional siRNA consisting 
of a central 19 bp dsRNA with 3' di~uridine 
(UU) overhangs. The black arrow indicates 
the direction of transcription. (Adapted 
from Bernards R, Brummelkamp TR & 
Beijersbergen Rl (2006) Nat. Methods 3, 
701-706. With permission from Macmillan 
Publishers ltd.] 
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Although all four types of screen listed in Table 12.3 can also be performed in Figure 12..5 Principal ways of studying 

uiuG, the most common approach to defining the function of a predetermined 	 gene function in vivo by genetically 
modifying model eukaryotes. (A) Mostgene in whole model organ isms is to inactivate a gene and then assess the result
methods seek to inactivate a gene toing phenotype. This can be done by mutating the gene to produce a null allele, a 
produce a mutant phenotype that cangene knockout, or the gene can be effectively inactivated by inhibiting its expres
be correlated with a specific gene (peach 

sion at the RNA or protein level (Figure 12.5). boxes). Usually this is done at the level of
Valuable clues to gene func tion are usually obtained by this method, but not DNA, where large-scale random mutagenesis

all genes produce a phenotype when knocked out because of genetic redundancy screens have been performed in many 
(sometimes two Or more genes have identical or very similar ro les and so double models, includ ing both inve rtebrates 
or triple gene knockouts may be needed to elucidate a phenotype). Other genes (such as D. melanogaster) and vertebrates 

may be difficult to study because their functions are so crucial that inactivating (notably zebra fish and mice). Spec ific 
knockouts of predetermined genes havethem causes cell death. 
also been conducted, notably by using The technologies involved in designing and studying genetically modified 
homologous recombination in mice. The animals to understand gene function are highly sophisticated. We examine these 
expression of a specific gene can a lso in Chapter 20, where animal models of disease are described. Different methods 
be selectively inhibited by targeting its 

are popular in different model eukaryotes. transc ripts-large-scale RNA interfe rence-
Table 12.4 outlines the principal eukaryote models that are currently used to based genetic screens have been conducted 

infer how human genes work. The extent to which they are valuable depends on in C. elegans and D. melanogaster and gene 
the degree to which functions of genes have been conserved during evolution. knockdown with antisense morpholino 
Thus, although it may seem evident that mammalian models would generally be oligonucleotides is commonly performed 
the most useful models (because of the high biochemical and physiological simi- in zebra fish embryos. Blocking proteins 

1arity to humans), even unicellular yeasts have also provided many insights into with dominant-negative mutant proteins, 
aptamers, or intrabodies also have potential human gene function. 
roles in treating disease (by speCifically 
downregulating harmful genes) and are 

12.4 PROTEOMICS, PROTEIN-PROTEIN INTERACTIONS, 	 discussed in more detail in Chapter 21. 
(8) An alternative approach is to use a AND PROTEIN-DNA INTERACTIONS 
transgene to overexpress a specific gene 

The majority of known human genes encode polypeptides that are incorporated or to express it in tissues or developmental 

in proteins. Proteins serve numerous functions in cells, and large-scale studies of stages in which it is not normally expressed 

how human proteins function have begun. 	 (ectopic expression) in an attempt to produce 
a phenotype that will provide clues to the 
function of the gene.Proteomics is largely concerned with identifying and 

characterizing proteins at the biochemical and functional levels 
In its traditional, broadest sense, proteomics encompasses ail global, or at least 
large-scale, studies of proteins. However, it is now usual to use a more restricted 
lneaning that excludes protein structure determination (structural genomics) 
and homology studies that compare sets of protein sequences and protein 
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TABLE 12.4 PRINCIPAL MODEL EUKARYOTIC ORGANISMS USED TO ASSESS GENE FUNCTION 

~~~----------------~ Organism Class 

Saccharomyces yeast 
cerevisiae (unicellular 

(ungus) 

Caenorhabditis nematode 
elegans (roundworm) 

Drosophila fru it fly 
melanogaster 

Doriorerio zebrafish 

Mus musculus mouse 

Methods of studying gene 
function 

highly sophisticated genetics 
and mutant screens aided by 
high frequency of homologous 
recombination 

large-scale genetic screens using 
RNA interference 

highly sophisticated genetics 
and mutant screens, aided by Pl 
transposon mutagenesis 

selective gene inac tivation 
by using morphoJino 
oligonucleotides to inhibit 
expression at level o(translation; 
also, use of transgenes to express 
dominant-negative mutant 
proteins 

large-scale random mutagenesis 
screens (using chemical 
mutagens or transgenes); large 
programs using homologous 
recombination to knock out 
specific genes; expression 
of mutant transgenes and 
overexpression/ectopic 
expression of normal transgenes; 
tra nsgenic RNA interference 

Comments 

despite being unicellular, yeasts have 
been usefu l In modeling how some 
genes work to perform some highly 
conserved cellular functions such as 
in DNA repair and cell cycle control 

extensively studied; invariant and 
fully mapped cell lineage; the only 
model in which the complete wiring 
system is known for the nervous 
system (there are 302 neurons, and all 
th ei r connections are known) 

extenSively studied and huge 
numbers of well -characterized 
mutants 

principal uses are for understanding 
how genes function in early 
development and in offering a rapid 
assessment of how a selected gene 
functions in a vertebrate 

the no. 1 model for understanding 
human gene fu nction because of the 
combination of being a mammal and 
the capacity for sophisticated genetic 
manipulation 

Genes and mutants databases 

SGD (Saccharomyces Genome 
Databa se) at hnp://www 
.yeastgenome.org! 

WormBase at hnpJ/www 
.wormbase.org/ 

FlyBa se at hnp:/Jnybase.bio 
.indiana.edul 

ZFIN at http://znn.o rg/ 

MGI (Mouse Genome Informatics) 
at http://Www.in formatics.jax.org/ 

Nature Rev;ews Genetics has published a series of review articles on the Art and Design of Genetic Screens in mode! organisms that includes the above 

models as follows: yeast: Forsburg 5L (2001) Nat Rev. Genet. 2, 659-668: C. e/egans: Jorgensen EM & Ma ngo SE (2002) Nat. Rev. Genet. 3, 356-369; 

Drosophila:5t Johnston D (2002) Nat. Rev.Genet 3, 176- 188; zebrati sh: Patton EE & Zon LI (2001) Nat. Rev. Genet. 2, 956- 966; mouse: Klle BT & 

Hilton DJ (2005) Nat. Rev. Genet. 6, 557-567. Many of the technologies are explained in detail in Chapter 20. 


strucrures. Nevertheless, in the post-genome era proteomics has multiple facets, 
as illustrated in Figure 12.6. 

Much of the effort in proteomics is devoted to identifying proteins and ana
lyzing them at biochemical and functional levels. Analysis of the sequences of the 
human and other vertebrate genomes has led to the identification of a large 
number of novel open reading frames that are used in analyzing and referencing 
sequences recovered from mass spectrometry analyses. Certain types of post
translational modification are also being characterized at the proteome level 
with the use of proteome chip technology, notably phosphorylation (see Further 
Reading). 

Expression analyses include profiling sub cellular protein localization, and 
comparative two-dimensional gel electrophoresis (see figure 8.25) where sam
ples representing two conditions (e.g. with and without d.rug treatment) are com
pared. Large-scale assays of phenotypes generated by gene knockout or RNAi
induced gene knockdowns can be conducted at the proteome level to illuminate 
understanding of gene function. 

Protein microarrays (or protein chips) have also been employed to understand 
protein function. In principle, they can be made in much the same way as DNA 
and oligonucleotide microarrays, with the proteins printed on glass slides. 
However, high throughput has been difficult to ach ieve in practice. Protein micro
arrays have been used mostly in protein identification and also to identify the 

http:formatics.jax.org
http:http://Www.in
http://znn.o
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substrates of enzymes such as protein kinases. Antibody arrays have been com
paratively widely used. 

Much of the focus of proteomics is currently being devoted to identifying 
protein-protein interactions and protein complexes. The ultimate aim is to define 
protein networks that will aid our understanding of how cells work. 

In addition to binding to other proteins and to nucleic acids, proteins interact 
with a large number of small molecules that act as ligands, substrates, cargoes (in 
the case of transport proteins), cofactors, and allosteric modulators. In all cases, 
these interactions occur because the surface of the protein and the interacting 
molecule are complementary in shape and chemical properties. Protein-ligand 
interactions provide information on how genes function, and they are also impor
tant for therapeutic purposes: the basis of drug design is to identify mol ecules 
that interact specifically with target proteins and change theit activities in the 
cell. Most drugs work by interacting with a protein and altering its activity in a 
manner that is physiologically beneficial. We will consider such interactions in 
the context of therapeutic applications in Chapter 21. 

Large-scale protein- protein interaction studies seek to define 
functional protein networks 

The function of a predicted protein may not be obvious even after a comprehen
sive study of its sequence and expression profile. One way of gaining insights into 
function is to identify those proteins with which a test protein interacts-previ
ous information on the interacting proteins can provide strong clues to the func
tion of the test protein. For example, if a previously uncharacterized protein is 
shown to interact with proteins required for RNA splicing, it is likely to have a role 
in the same process. In this way, proteins can be linked into fu.nctional networks 
in the cell. 

A wide range of genetic, biochemical, and physical methods can be used to 
study protein-protein interactions. Genetic methods can be applied only in 
model organisms such as Drosophila and yeast, but biochemical and physical 
methods can be applied to human cells directly. High-throughput mapping 
methods seek partners for proteins by the global screening of proteins for their 
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TABLE 12.5 COMMONLY USED METHODS TO DETECT AND VALIDATE PROTEIN-PROTEIN INTERACTIONS 

Method Description Comments 

(A) PROTEIN INTERACTION SCREENING METHODS 

Yeast two-hybrid (Y2H) 
screening (Figure 12.7) 

relies on mating of haploid yeast cells express ing hybrid 
proteins with complementary transcription factor domains; 
positive interactions bring together a novel transcription 
factor with in the resu lting diploid yeast cells 

the specificity of interactions is often low; yeast cells 
are not ideal enVironments for testing interaction 
between mammalian proteins 

Affi nity purification- mass 
spectrometry (AP-MS) 
(Figure 12.8A) 

a specific protein is covalen tly linked to an insoluble matrix; 
this bound protein is then used to capture any proteins that 
it interacts with f rom a cell lysate; captured protein can be 
eluted, purified, and analyzed by mass spectrometry 

affinity purification is more specific than Y2H but does 
not readi ly detect transient interactions; like Y2H, it has 
been used extensively to work out the detail of protein 
interactomes in model organisms 

TAP (tandem affin ity 
purification) tagging 
(Figure 12.8B) 

relies on two sequential rounds of affinity purification; this 
is achieved by transfecting cells with a eDNA ofint'erest 
coupled with a sequence that will add a terminal tag to 
express two different proteins/peptides known to be bound 
by other proteins 

18) METHODS FOR TESTINGNALIDATING INTERACTIONS 

Fluorescence resonance 
energy transfer (FRET) 
(Figure 12.9) 

microscopy method that can monitor interactions in real 
time; it tests interact ion of suggested interact ing proteins 
after labeling them with different fl uoroph ores 

provides circumstantial supportive evidence only for a 
supposed protein-protein interaction 

Co-immunoprecipitation 
(co-IP; Figure 12.10) 

a specific antibody is used to preCipitate a desired protein 
from a cell lysa te; if the protein is complexed to other 
proteins, the interacting proteins should be co-precipitated 

the gold standard for validating protein interac tion, 
especia lly when using endogenous proteins 

Pull-down assay a variant of co-IP that is identical in all aspects except that 
it uses a specific protein ligand other than an antibody to 
capture a protein complex 

For more detail on these and other methods including protein microarrays, see the review by Lalonde et al. (2008) under Further Reading. Note that 
the division into (A) and (B) is somewhat arbitrary. For example, a directed Y2H assay can be designed to test the interaction between two specific 
proteins. On the other hand, although co-IP is often used for validating presumed interactions, it can also be used to isolate entire protein complexes. 

abili ty to bind to individual test proteins, and various assays can be performed to 
validate interactions between specific proteins. We summarize the methods in 
Table 12.5 and provide details of different methods in the next sections. 

Yeast two-hybrid screening relies on reconstituting a functional 
transcription factor 

In yeast two-hybrid assays, speCific protein-protein interactions are detected by 
generating a functional transcription facto r that is not normally made in the host 
yeast cell. The newly generated transcription fa ctor then activates a reporter gene 
andl or selectable marker. 

The method relies on the observation that transcription fa crors have two key 
domains that can maintain their function when separated: a DNA- binding 
domain (BD) and a transcrip tion activation domain (AD) . Coding sequences for 
individual BD and AD domains of a specific transcription factor can be joined to 
other cDNAs to produce hybrid (fusion) proteins carrying either a BD or AD 
domain. If a prote in that is fused to the BD domain of the transcription factor 
interacts with another that is coupled to the AD domain of the same kind oftran 
scription factor, the close association ofBD andAD domains can produce a fun c
tional transcription factor even though the two domains are lo cated in different 
proteins (Figure 12.7A). 

The object of a standard twO-hybrid screen is to use a specific protein of inter
est as a bait for specific recognition by an interacting protein selected from a 
large library. A haplOid yeast strain is designed to express the bait protein of inter
est coupled to a DNA-binding domain of a transcription fa ctor. It is mated with 
yeast strains from a library of haploid yeast cells that each express a single type of 
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protein fused to the appropriate transcription factor activation domain but 
collectively express thousands of different hybrid proteins (the prey lihra/y; 
Figure I2.7B). 

The target cells are also engineered to carry a reporter gene and lor a select
able marker gene that cannot be activated until the intended nanscription factor 
has been assembled. Interactions are tested in the resulring diploid yeast cells. If 
the bait and prey do not interact, the two transcription factor domains remain 
separate; if they do interact, a new transcription factor is assembled and the 
marker genes is then activated, facilitating the visual identification andlor selec
tive propagation of yeast cells containing interacting proteins. From these cells, 
the eDNA sequence ofthe prey construct can be identified. 

Affinity purification-mass spectrometry is widely used to screen 
for protein partners of a test protein 
In standard affinity purification-mass spectrometry (AP-MS), a particular bait 
protein is first immobilized by being covalently coupled to an insoluble support
ing matrix. The matrix may be loaded on a chromatography colurun (affinity 
chromatography) or used to coat the surface of paramagnetic beads. A cell lysate 
is then added, and proteins that interact with the bait are retained on the sup
porting matrix. The non-binding proteins are then separated from the matrix by 
washing the matrix in a chromatography column as shown in Figure 12,8A, or by 
using a magnet to purify matrix-coated beads selectively. The interacting pro
teins can then be eluted from the matrix by increasing the salt concentration of 
the buffer, purified by gel electrophoresis, and submitted for analysis by mass 
spectrometry (see Figure 8.27). 

Flgure 12.7 Yeast two·hybrid IY2H ) 
screening. (A) An active transcription 
factor comprises complementary DNA
binding (80) and transcription ac tivation 
(AD) domains. A cDNA for either domain 
can be spliced to cDNA for other proteins, 
producing AD and SO hybrid (fUSion) 
protein s. Binding of the attached proteins, 
as for biotin and streptavidin as shown here, 
will associate the AD and BD hybrid proteins, 
reconstituting the transcription factor. 
(B) In a standard Y2H screen, one yeast strain 
expresses the bait, a SO hybrid protein 
with a speCific test protein (X) fused to a 

binding domain for a specific transcription 
fa ctor. The BD hybrid protein binds to a 
specific upstream activating sequence 

(UAS) positioned before a reporter gene but 
is inactive in the absence of the relevant 
AD. Possible protein partners for protein 
X are sought from within a prey library of 
numerous yeast strains containing different 
proteins linked to the relevant AD. Crossing 
of the bait strain with a prey strain that 
makes a protein which binds to protein X 
(protein 3 in this example) can produce a 
diploid cell in which AD and BD domains 
associate. As a result, the transcription factor 
is reconstituted and drives expression of 
the reporter gene. (C) Crossing of yeast cells 
from a library of cells expressing SO hybrid 
proteins with cells from a library expressing 
AD hybrid proteins permits massively parallel 
protein-protein interaction screening. 
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Figur. 11.8 Affinity purification-mass spectrometry and TAP tagging for identifying protein-protein interactions. 
(A) Srandard affiniry purification- mass spectrometry. Affinity purification starts with covalently coupling a protein of interest to 
beads of an insoluble matrix that is supported in some way, such as in a chromatography column. A cell lysate is passed over the 
beads to allow possible binding of proteins to the immobilized protein on the column. Proteins that are nonspecincally bound 
can be removed by washing; any interacting protein can then be eluted with buffers of high salt concentration and subjected to 
mass spectrometry analysis (see Figure 8.27) to identify constituent peptides and, ultimately, the protein . (8) TAP (tandem affinity 
purification) ragging. An expression vector containing the coding sequence for a TAP-tagged protein is transfected into suitable cells 
to all ow the target protein to bind to proteins in the cells. The C-terminal TAP tag shown here has a calmodulin-binding peptide 
(CBP) and TWO immunoglobulin (lgG)-binding domains from Staphylococcus aureus protein A (ProtA) separated by a peptide 
sequence recognized by the tobacco etch virus (TEV) protease. The protein complex is recovered in a two-step affinity purincation 
procedure. The complex will be separated from some contaminants by binding to IgG beads. The TEV protease 1s then used to cleave 
the TAP tag. The released protein complex now with just a CBP tag can bind specifically to calmodulin beads and is subsequently 
eluted and processed for analysis by mass spectrometry. EGTA, ethylene glycol tetracetic acid. [Adapted from Puig 0, Caspary F, 
Rigaut G et at (2001) Methods 24, 218- 229. With permission from Elsevier.) 

TAP (tandem affin ity purification) tagging is a highly efficient variant of 
AP-MS. Here, a fusion protein is created by linking the target protein to an engi
neered affinity tag co mposed of two protein/peptide components known to bind 
strongly to different proteins, separated by a cleavage site for a specific protease. 
After expressing the construct in suitable cells, the target protein with interacting 
proteins attached can be recovered by a two-step affinity purification . The use of 
the protease to remove the protein complex from the matrix minimizes nonspe
cific binding (Figure 12.8B). 

Suggested protein- protein interactions are often validated by 
co-immunoprecipitation or pull-down assays 
Different methods are popularly used to test and validate protein interactions 
that have been suggested from the screening methods described above. For 
example, fluorescence resonance energy transfer (FRET) is a fluorescence micro
scopy method that monitors in real time any very close interaction between dif
ferent protein molecules that have been labeled with different fluorophores. 

In FRET, one of the two flu orophores acts as a potential energy donor. It is 
excited by light of a suitable wavelength, and part of the resulting energy can be 
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Figure 12.9 Using fluorescence resonance energy transfer (FRET) to test a 
protein interaction. Fluorescence microscopy using FRET can be used to test 
protein interactions within cells in real time. (A) Two proteins of interest (1 and 

2) are expressed as hybrid p roteins that have different fluorescent protein tags, 
such as cyan fluorescent protein (CFP) and yellow fluorescent protein (YFP) 

shown here.The cells are then exposed to light of a defined wavelength that 

will excite only one of the two fluorophores, in this case CFP. When e)(cited by 
exposure to light of wavelength 436 nm, CFP emits blue light with a slightly 
longer wavelength of 480 nm and continues to do so if proteins 1 and 2 do not 

Interact. (B) If, however, proteins 1 and 2 do interact. their attached fluorescent 

proteins com e into very close proximity, and fluorescence energy is transferred 
from the donor CFP to the acceptor YFP in a non-radiative manner via 

dipole-dipole coupling (resonance). After excitation o f (FP, only a small residual 
amount of the absorbed light is now emitted at 480 nm; most of the energy is 

transferred from CFP to the adjacent YFP. The acceptorYFP then emits light at a 

different waveleng th (535 nm) that is readily distinguished. 

transferred to the other type of fluoro phore-the acceptor-ifthe two proteins to 
which the donor and acceptor fluorophores are bound come into extremely close 
contact (within 1-10 nm). As a result, a significant amount of the energy absorbed 
by the excited donor is emitted at a much longer wavelength than if the donor 
and acceptor were distant from each other (Figure 12,9). 

FRET only offers suggestive evidence of an interaction. To validate protein
protein interaction, mOTe robust evidence is required, such as that obtained by 
using co-immunoprecipitation (co-IP). In this method, antibodies specific for a 
particular protein are added directly to a cell lysate. If the protein of interest is 
bound to one or more other proteins, the antibody can be used to immunopre
cipitate the target protein while it is still bound to interacting proteins. often as 
part ofa complex (Flgure 12,10). A variant co -I P technique, called a pull-down 
assay, uses a specific ligand in place of an antibody to capture a protein of inter
est as part of a complex. In both methods, the bound proteins can be identified 
after peptide cleavage and mass spectrometry analysis. 

The protein interactome provides an important gateway to 
systems biology 
Affinity purification can be used to isolate entire protein complexes, allowing the 
different components to be identified by mass spectrometry. This is one of the 
major technology platforms in interaction proteomics. It has been widely used for 
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(co-IP). This method is popularly used to 

validate a suggested interaction between 

two proteins, but it can also be used as 
a screening method to directly identify 

novel proteins that bind to a protein of 
Interest. A cell lysa te (or other protein mix) 

is incubated with an antibody specific 
for a protein of interest to form antigen

antibody complexes. The resu lting immune 

complexes are then captured by binding 

to agarose or Sepharose beads to which 
protein A or protein G has been coupled 

(protein A and protein Gare bac terial 

proteins that happen to bind strongly to 

immunoglobulins). As a result, the immune 
complexes are precipitated out of solution 

and, after centrifugation and washing, 

the unbound protein iseluted (1), leaving 
the target protein bound via its antibody 

to the beads. If the target protein was 

already bound to an interacting protei n it 
too would be co-precipitated.The beads 

can then be treated to elute the target 
protein and any interacting proteins (2).To 

validate a suspected protein interaction, 

western blotting is then conducted with an 
antibody speCific for the presumed protein 

partner. Alternatively, the method can be 
used as a screening tool to identify novel 

interacting proteins by treating them with 

proteolytic enzymes to generate pep tides 

that can be analyzed and identified by mass 
protein spe<:trometry spectrometry. 
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TABLE 12.6 MAJOR PUBLICLY ACCESSIBLE PROTEIN INTERACTION DATABASES 

--------~~------~-=------~ 
Database Description URL 

BioGRID (General Repository for curated set of physical and genetic interactions for http://www.thebiogrid.org/ 
Interaction Datasets) more than 20 species; searchable by species 

DIP (Database of Interacting Proteins) curated experimental ly determined interact ions http://dip.doe-mbi.ucla.edu/ 
between proteins 

DrolD (Drosophila Interactions Database) a comprehensive gene and protein interactions http://www.droidb.org/ 
database designed specifically for the model 
organism Drosophila but with useful links to protei n 
interaction data from other organisms 

Human Proteinpedia community portal for sharing and integration of http://www.humanproteinpedia.org/ 
human protein data; as well as protein-protein 
interaction (PPl) data, it also holds data on post-
translational modification, tissue and cell line 
expres5ion, subcel lular localization, etc. 

HPRD (Human Protein Reference integrates data deposited in the Human Proteinpedia http://www.h prd.org/ 
Database) along with literature information curated in the 

context of individual proteins 

MINT (Molecular INTeraction database) experimentally verified protein interactions mined http://mi nt.bio.uniroma2.it/mintf\Ne lcome.do 
from the scientific literature by expert curator,S 

MIPS mammalian protein-protein a collection of manually curated high-quality PPI http://mips.helmholtz-muenchen.de/proj/ppi 
interaction database data collected from the scientific literature by expert 

curators 

the characterization of protein complexes such as ribosomes, the anaphase
promoting complex, the nuclear pore complex, and signaling complexes, and 
has been applied on a genomic scale in some model organisms, notably yeast. 
Specific interactions within each complex can be studied by chemical crosslink
ing whereby interacting proteins are covalently bound to each other with a 
crosslin king agent (see below) . 

Systematic large-scale approaches to define the network of all protein inter
actions within a cell, the protein interactome, largely use yeast two-hybrid 
screening and AP-MS. Individual screens often suffer from a high ra te of false 
positives, but confidence in a suggested interaction is greatly increased if differ
ent methods have independently converged on the same result, or if there is sup
porting evidence from genetic interactions. Additionally, gene expression data 
can be used to refine the networks (interacting proteins need to be co-expressed 
in the same tissue or cell). Extensive protein interactomes have been built up for 
various model eukaryotes (S. cerevisiae, C. elegan.s, and D. melanogaster) mainly 
by using the approaches described above, and concerted efforts are being made 
to define major protein interaction networks in human cells. 

Various databases have been established to assimilate and present these data 
(Table 12.6). However, although the goal remains to link all the proteins in cells 
into functional pathways, protein interaction networks are not simple to repre
sent, and clear data presentation is a significant challenge (Figure 12.11). 
However, as might be expected, proteins with a similar general function (e.g. 
membrane transport, DNA repair, Or amino acid metabolism) tend to interact 
with each other rather more than with functionally unrelated proteins. Complex 
maps can therefore be simplified by grouping those functionally related proteins 
into foci representing basic cellular processes (Figure 12.12). 

The processes themselves are linked in various ways. For example, proteins 
that control chromatin structure have more interactions with those involved in 
DNA repair and recombination than with those involved in amino acid metabo
lism and protein degradation. This type of presentation allows protein interac
tions to be presented in a hierarchical manner and also provides a benchmark 
allowing the plausibility of novel interactions to be judged. Three-quarters of all 
protein interactions occur within the same functi onal protein group, and most 
others occur with related functional groups. An unexpected interaction between 
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proteins involved in unrela ted processes could be regarded with suspicion and 
tes ted by rigoro us genetic, biochemical, and physical assays. 

Denning nucleic acid- protein interactions is critical to 
understanding how genes function 
A variety of proteins, notably transcription factors, bind to specific sequences in 
DNA and are important in gene regulation . Different methods can map where a 
pro tein binds to DNA. Some methods were designed to define pro tein-DNA 
interactions in vitro, but powerful modern methods can map protein-DNA inter
actions in intact cells. 

Mapping protein-DNA interactions in vitro 
Various methods have bee n used to map protein-binding sites on defined DNA 
sequences after incubating a labeled cloned DNA sequence with a cell extract. In 
DNA!ootprinting, the sites on the cloned DNA that are bound by protein in the 
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Flgur.12.11 A small subset of the human 
protein interactome. Shown here is an 
interaction network involving 401 human 
prOteins linked via 9 11 interactions. Orange, 
disease proteins (a ccording to OMIM Morbid 
Map; NCBI); light blue, proteins with 
GO (gene ontology) annota tion; yellow, 
proteins without GO and d isease annotation. 
Interactions connecting the nodes are 
represented by color-coded lines according 
to thei r con fide nce scores: green, 3 quality 
points; blue, 4 quality points; red, S quality 
points; purple, 6 quality points. IFrom Ste lzl 
U, Worm U, Lolowski M et al. (2005) Cell 122, 
957-968. With permission from Elsevier.] 

Flgur-e 12.12 Simplified functionalgfoup 
interaction map of the yeast proteome. 
The datil shown here were derived 
from a more complex m<lp of individu<ll 
inter<lctions, obtained mostly from two
hybrid screen s. Only connections for which 
there are 1 5 or more inter<lctions between 
proteins of the connected groups are 
shown. A small number of interactions occur 
between <llmost <lll groups <lnd often tend to 
be spurious, that is, based on false pos itive 
results . On ly fully annot<l ted yeast proteins 
are included, <l nd many proteins are known 
to belong to several functiona l cl<lsses.lFrom 
Tucker eL, Ger<l JF & Uetz P (2001) Trends 

carbohydrate pol l transcription (el/Bio/. 11, 102-1 06. With permission from 
metabolism pol III transcription El sevier.] 
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FigUN12.13 DNase I footprinting. DNA molecules that are labeled (red) 
at one end are allowed to bind to a protein (green). Partial digestion of any 
unbound DNA with pancreatic DNase I can result in a ladder of DNA fragments 
of different sizes because the location of a cleavage site (gray vertica l bars) on 
an individual DNA molecule is essentially random (left). If, however, the DN A 
contains a protein-binding site, incubation with a suitable protein ell tract may 
result in the binding of protein at a specific region (right). Subsequent partial 
digestion with pancreatic DNase I no longer produces random cleavage; instead, 
the bound protein protects the underlying DNA sequence from cleavage. As a 
result, the spectrum of fragment sizes is skewed against certain fragment sizes, 
leaving a gap when size·fractionated on a gel, a DNase I footprint. 

cell extract can be revealed by taking advantage of their comparative inaccessi
biliry to nucleases, such as pancreatic DNase I (Figure 12.13). 

In gel mobiliTy shift assays, a suspected regulatory DNA sequence can be 
assayed for the abiliry to bind proteins, and the binding proteins can subse
quently be purified. The basis of the method is that a labeled DNA clone bound 
to protein migrates more slowly in polyacrylamide gel electrophoresis than does 
unbound labeled DNA. Fractions of the gel that contain slowly migrating labeled 
DNA can be subjected to column chromatography to purify the bound protein. 

To define DNA (or oligonucleotide) binding sites for a specific protein (or 
other ligand) . an in vitro selection procedure can be used, such as SELEX (system 
atic ellolLttion of ligands by exponential enrichment). Here. parallel oligonucle
otide syntheses produce a huge library of oligonucleotides with constant 
sequences at their 5' and 3' ends for primer binding but with randomly generated 
internal sequences of a fixed length. Often about 1OI3_I015 different sequences 
are designed. The oligonucleotide library is then mixed with the target protein to 
allow oligonucleotide-protein binding and the mixture is passed through an 
affiniry chromatography column. After several rounds of column chromatogra
phy, oligonucleotide sequences are purified that can bind to the target protein 
(or other ligand) with extremely high affiniry (I'igure 12.14). 

Mapping protein-DNA interactions in vivo 
Methods such as those described above do not let us know where proteins bind 
to DNA in villa. To obtain this information, proteins are covalently fixed to DNA 
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Figure 11.14-SELEX: in vitro selection of oligonucleotides for binding to a protein. 
(A) Construction of a large library of different oligonucleotides by synthesizing billions of 
oligonucleotides (oligodeoxyribonucleotides or oligoribonucleotides) in parallel. Synthesis is 
designed so that the oligonucleotides have common end sequences (shown by black and gray 
bOlles) but there is random incorporation of nucleotides at internal positions (colored boxes). 
(B) The SELEX process selects for those rare oligonucleotides within the library that can bind a specific 
protein (or other ligand). In this ellample, oligonucleotide numbers 3 (red) and S (pink) are imagined 
to be able to bind to the protein for convenience, oligonucleotides are shown as fill ed ci rcl es here. 
Affini ty chromatography with a specific antibody will captu re the desired protein and any bound 
oligonucleotides; unbound oJigonudeotides will be washed off. peR primers corresponding to the 
common end sequences are used to amplify the sele<:ted oligonudeotides. The amplified products 
are made single·stranded usually by transcription (e.g. by having a T7 promoter sequence within one 
of the common flanking sequences and transcribing w ith phage T7 polymerase). The SElEX process 
is se rially repeated to identify oligonucleotide sequences that have a strong binding capacity for the 
protein under study. 
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(crosslil1king) within intact cells by using a reagent such as formaldehyde. The 
cells are then lysed and the crosslinked DNA-protein complexes are purified and 
analyzed. 

Formaldehyde is a highly reactive dipolar molecule whose carbon ato m acts 
as a nucleophilic center. It reacts readily with both amino and imino groups 
found in proteins and DNA. The most available reacting groups in proteins are 
the amino groups of lysine and arginine and the imino group of histidine. In 
DNA, the primary reacting groups are the amino groups of adenine and cytosine. 
Figure 12.15 shows an example of how formaldehyde can cause crosslinking of 
macromolecules such as proteins and DNA. 

The most popular method for mapping DNA-protein interactions ill vivo is 
chromatin immulloprecipitation (ChIP; see Box 11.3). Proteins are cross-linked 
to DNA within cells. The cells are lysed. and the chromatin is extracted and frag
mented by physical shearing or enzymatic treatment. DNA fragm ents that have a 
crosslinked protein of interest are isolated by using an antibody specific for that 
protein, and purified DNA fragm ents are analyzed to identify the location of the 
binding site for the protein. 

The basic ChiP method is often devoted to investigating interactions between 
a specific protein and a few genomic regions that are known or suspected to have 
binding sites for that protein . More recent ChiP variants permit the identification 
of protein-binding sites on a genomewide scale. Amajor motivation is to identify 
all the binding sites for transcription factors within a genome. In the ChIP-chip 
method (also called ChIP-on-chip, ChIPArray, and genomewide location analy
sis), the ChIP-purified DNA is amplified, fluorescently labeled, and analyzed by 
hybridization to genomic DNA sequences distributed within a micro array. As an 
alternative, sequencing of the ChIP-purified DNA (ChIP-seq) is becoming widely 
used. In a test run of ChIP-seq by Johnson et al., a zinc finger repressor protein, 
the neuron- restrictive silencing factor (NRSF), was found to bind to 1946 loca
tions in the human genome. 

In addition to defining positions on DNA occupied by regulatory proteins, 
ChIP technologies are routinely being used to map the positions within genomes 
of various types of modified histone and methylated cytosine. 

CONCLUSION 
The study of gene function has been transformed in the post-genome era. 
Experimental studies on a gene-by-gene basis have been augmented by 
genomewide screens. In addition, the many databases that have arisen from 
genome projects and new analytical tools for their interrogation have driven 
much of the functional genomics revolution . 

The function of a gene can often be inferred from sequence homologysearches 
oUncreasing sophistication. Experimental approaches are then needed to verify 
this putative function. Whereas classical genetics began with an observed pheno 
type and searched to find a gene responsible for it, reverse genetiCS now allows us 
to alter a gene or its expression to create an altered phenotype. Model organisms, 
in particular the mouse, have enabled such stu dies at an organismal level. These 
are explored fur ther in Chapter 20. More recently developed techniques such as 
RNA interference (RNAi) have been widely employed in genomewide studies of 
gene functi on in cultured human and animal cells. 

Experimental techniques that determine the specific interactions between 
proteins and other ligands underpin the new field of proteomics. Yeast two
hybrid assays and affinity purification-mass spectrometry techniques can be 
used to screen for binding partners for specific proteins. Techniques such as fluo
rescence resonance energy transfer and co~immunoprecipitation can then be 
used to validate suggested protein-protein interactions. 

The wealth of information from both genomewide experimental screens and 
bioinformatics is enabling the mapping of vast protein networks of interacting 
proteins in cells. Genes that encode functional noncoding RNA have not been 
explored so extensively, partly because identifying RNA genes has been a com
paratively recent endeavor and is ongoing. Nevertheless, we are increasingly 
aware of the importance of many different noncoding RNAs in gene regulation 
and in disease; as we will see in Chapter 20, genetically manipulated model 
organisms are being used to dissect their functions. 

CONCLUSION 403 
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figure 12. tS Formaldehyde-induced 
crosslinking. Formaldehyde treatment 
can result in covalent linking of prmeins 

to DNA or other proteins, often through 

amino or imino groups. In this example, a 

nucleophilic attack causes cova lent bonding 

between formaldehyde and an amino group 
carried by a macromolecule (R), A Schiff 
base intermediate can then form that can 
be covalently linked to a suitable chemical 

group (in this case, an imino group) on 
a different macromolecule (R'). The end 
result is that a -CH2- bond contributed by a 
formaldehyde molecule is used to crosslink 
the macromolecules Rand R'. 



Chapter 13 


Human Genetic Variability 
and Its Consequences 

KEY CONCEPTS 

Human DNA variants can be classified as large scale versus small scale, common versus 
rare, and pathogenic versus nonpathogenic. 

• 	 Single nucleotide polymorphisms (SNPs) are the most numerous variants. 

Short tandem repeat polymorphisms (STRPs or microsatellites) are very common. The 
repeat units are most commonly I, 2, or 4 bp long, and the string of tandem repeats usually 
extends over less than 100 bp. The number of repeats in a string often varies between people 
as a result of polymerase stuttering during DNA replication. 

• 	 Minisatellites are tandem repeats with longer repeat units, typically 10-50 bp. Again, the 
number of repeat units in a run often varies between people, but this is most often because 
of unequal recombination. MinisateUites are commoner toward the telomeres of 
chromosomes. 

• 	 Many larger sequences (between I kb and I Mb) show variation in copy number between 
normal healthy people. About 5% ofthe whole genome can vary in this way. A common 
cause of such variation is recombination between mispaired repeated sequences. 

• 	 Genomic DNA is subject to constant processes of damage and repair. Most damage passes 
unnoticed because it is efficiently repaired. Failures in repairing damage or correcting 
replication errors are the ultimate cause of most sequence variation. 

Most common variants are not pathogenic, although they might, in combination with other 
variants, increase or decrease susceptibility to multifactorial diseases. They are useful as 
markers (variants that can be used to recognize a chromosome or a person) in pedigree 
analysis, forensics, and studies of the origins and relationships of populations. 

Pathogenic effects can be mediated by either a loss of function or a gain of function of a 
gene product. Very many different changes in a gene can cause a loss of function. Usually 
only one or a few specific changes can cause a gain of function. 

• 	 Loss-of-function changes usually lead to recessive phenotypes, and gain-of-function 
changes to dominant phenotypes. Dominant phenotypes can also result from loss of 
function if a 50% level ofthe normal gene product is not sufficient to produce a normal 
phenotype (haploinsufficiency). or ifthe protein product of the mutant allele interferes with 
the function of the normal product (dominant-negative effects). 

• 	 Molecular pathology seeks to explain why a certain genetic change causes a particular 
clinical phenotype. However, well-defined genotype-phenotype correlations are rare in 
humans because humans differ greatly from one another in their genetic make-up and 
environments. 
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This chapter is about the differences that exist between different human indi
viduals in the DNA sequence oftheir genomes (differences between humans and 
other species were covered in Chapter 10). Now that we have complete genome 
sequences for several named individuals, we can see that they differ from one 
another in millions of ways. Most of the many differences between individual 
human genomes seem to have no effect whatsoever. Other differences do affect 
the phenotype, producing the normal range of genetically determined variants in 
body bu.ild, pigmentation, metabolism, temperament, and so on, that make each 
of us individual. All these are normal variants. Some variants are pathogenic
that is, they either cause disease or make their bearer susceptible to a disease that 
they mayor may not actually develop, depending on their other genes, their life
style, their environment, or pure luck. In this chapter, we consider first the nor
mal variants and then those that are pathogenic. There is one further level of 
genetic variat ion that we do not consider here: epigenetic variation (variations in 
DNA methylation and chromatin conformation) between individuals. This was 
described in Chapter 11, but it is still a matter of speculation how much Our indi
,~dual phenotypes are due to genetic and how much to epigenetic differences 
between us. 

13.1 TYPES OF VARIATION BETWEEN HUMAN GENOMES 
Human genetic variation ranges from single nucleotide changes through to gains 
or losses of whole chromosomes. Variants can be usefully classified as large-scale 
or sruall-scale on the basis of whether or not they can be detected by sequencing 
a conventional PCR product of a few hundred base pairs. Small-scale variants 
normally have their primary effect, if they have any effect, on a single gene, 
whereas large-scale variants llsually affect several or many genes. In reality, of 
course, there is a continuum across aU these boundaries. 

Single nucleotide polymorphisms are numerically the most 
abundant type of genetic variant 
When the genomes of different humans are compared, the great majority of 
nucleotides are nearly always the same in everybody. That is why it is possible to 
talk in general terms about the human genome. Occasional variants may be seen 
at any nucleotide position, but they are nearly always rare. However, about one 
nucleotide in 300 is polymorphic-that is, more than one form is common in the 
population (Box 13.1). These single nucleotide polymorphisms or SNPs (pro
nounced snips) are cataloged in the public dbSNP database (http://www.ncbi 
.nlm.nih.gov/projects/SNP) and designated by numbers beginning with rs (refer
ence SNP; Bo~ 13.Zl. 

In most cases, a SNP has two alternative forms (alleles)-say A or G at a cer
tain position (FIgure IS.lA), The frequency of the minor (rarer) allele may be 

BOX 13.1 POLYMORPHISM AND MUTATION: WORDS WITH SEVERAL MEANINGS 0 

The word polymorphism is used by human geneticists to mean commonest mutation that causes cystic fibrosis in northern 

several different things at different times. Needless to say, this can European populations (labeled p.F508del; see Box 13.2 for an 

cause confusion. explanation of the notation) has a frequency of0.Q1 - 0.02 in 

Molecular geneticists often describe a va riant as a polymorphism northern European populations. As shown in Chapter 3, this cou ld 

if its frequency in the population is above some arbitrary value, not be sustained by recurrent mutation in the face of the selective 

often 0.01. For example, SNP rs1447295 (see Box 13.2 for an pressure against people with cystic fibrosis. 
explanation of the notation) at 8q24 is a polymorphism with two Clinica l geneticists often use polymorphism to mean a non

alleles, C and A, with frequencies 0,93 and 0.07, respectively, in pathogenic variant, regardless of its frequency. Pathogenic 

the European HapMap population. This is the meaning we use in variants, whether common or rare, would be described as 
thiS book, unless otherwise specified. Variants whose frequency is mutations. 
below the arbitrary threshold might be described as rare variants. The word mutation can also be used with two different senses, 
PopUlation geneticists define a polymorphism as the stable referring to either the process or the product: 
coexistence in a population of more than one genotype at an event that changes a DNA sequence- UV radiation produced a 
frequencies such that the rarer type could not be maintained mutation in the DNA. 
simply by recurrent mutation. On this definition, some pathogenic a DNA sequence change that may have happened a long time 
mutat ions would count as polymorphisms. For example, the ago-she had inherited a mutation from her father. 

http://www.ncbi
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BOX 13.2 NOMENClATURE fOR DESCRIBING DNA AND AMINO ACID VARIANTS 

Each single nucleotide polymorphism (SNP) in the public database Amino acid substitutions 
dbSNP (h ttpj/www.ncbLnlm.nih.gov/ projects/ SNP) can be refe rred Use either one-letter codes (X means a stop codon) or three-letter 

to by its uniq ue identi fie r, such as rs212570, whe re rs stands fo r codes. Proteins are numbered w ith the in itiator methionine as 

reference SNP and 212570 is a unique serial number. Short tandem codon 1. 

repeat polymorphisms (STRPs) have identifi ers such as 065282, where p.Rl 17H or Arg117His- replace arginine 117 by hist idine. 


o stands for DNA segment, 6 is the number of the chromosome on p.GS42X or Gly542Stop- rep lace the codon for g lycine 542 


which the marker is located, S means a single copy sequence, and with a stop codon. 


282 is a unique serial number. 
 Deletions and insertions 
Any sequence change can be described using the conventions set Use del for deletions and ins for insertions, preceded by the nucleotide 

out on the website o f the Human Genome Va riation Society, poSition or interva l (for DNA changes) or t he amino acid symbol 
http://www.hgvs.org/mutnomenI. The commonercases are described (one-letter code; for amino acid changes). 
below. p.F508de-l- in a protein (p) delete phenylalanine (F) 508. 

All variants are prefixed with g. (genom ic), c. (cONA), r. (RNA). or c.6232_6236del or e.6232_6236deIATAAG-delete live 
p. (protein). nucleotides start ing w ith nucleotide 6232 of the eDNA. The 
Nucleoti de substitutions identity of the deleted nucleotide(s) can be specified. 
For changes in a gene, the A of the initiator ATG codon is num bered g.409_41 OinsC- insert C between nucleotides 409 and 41 0 of 
+ 1; the base immediately preceding th is is - 1. There is no zero.The genomic DN A. 
number o f the altered nucleotide is followed by the change. A program, Mu ta lyzer, has been developed to generate the 

g.1162G> A-in genomic DNA, replace guanine at position 1 162 correct name fo r any sequence variant that the user inputs; see 
by adenine. http://www.lovd.nllmutalyzerl. 

For changes w ithin int rons, wh en only the cDNA sequence 
is known in full, specify the int ro n number by IVS(lVS stands for 


intervening sequence) or the number of th e nearest exon pos ition. 


9.621 +1 G> Tor IVS4+lG> T-replace G byT at the fi rst base of 

intron 4 (nucleotide 62 1 is the last base of exon 4). 


anything from 0.5 downward. We would not expect high-frequency SNP alleles to 
have any major phenotypic effect, because n atural selection should have ensured 
that they were eliminated if harmful or fixed (present in everybody) if beneficial. 
However, those evolutionary processes might be incomplete at present for some 
particular allele. Additionally, heterozygote advantage is a mechanism that can 
produce stable polymorphisms even when one allele is ha rmful in homozygous 
form. This happens when asymptomatic carrie rs of a deleterious recessive condi
tion have some selective advantage over normal homozygotes, as wi th sickle-cell 
anemia (see Chapter 3, p. 64). The argument from natural selection is less power
ful wi th rare SNPs, but even so, these would also not generally be expected to 
have a phenotypic effect, if only because most SNPs are not located in coding or 
regulatory sequences. 

Some polymorphic sites have more complex variants. A SNP may have th ree 
alleles, say A, G, or C, or two SNPs may be adjacent to one another. The great 
majo rity of more complex variants in the dbSNP database (about 2 mill ion of the 
12 million enu'ies) are deletion / insertion polym orphisms (DIPs or indels). 
TypiCally one or two nonrepeated nucleotides are inserted or deleted (Figure 
13.16) . Insertions or deletions ofrepeat units have different ca uses and dynam (A) 
ics, and are discussed below in the section on short tandem repeats (p. 408) . GCeTGT TT T AT AT '1' AC /T GATe CAi'. T TTT TTC A 

So metimes a SNP will affect a nucleo tide that is part of th e recognition site for 
~ one or another restriction enzyme. Al though many hundreds of restriction 
GAGACAGAGTTTC GC ( T) !CTTGTTGCCCAG GCT enzymes are known, most of them recognize a palindromic sequence such as 

GAATTC. The sequence is palindromic because the complementary sU'and, read ~ 
in the 5'--73' di rection, also reads GAATIC: CCAAGCCTGGAGCT1 /0GC CG TGGGCCAGGCA AG 

5' - ACGATTGAATTf TAGGATC- 3' Flguro 13:.1 Types of single nucleotide 
3' - TGCTAACT TAAGATCCTAG- 5' polymorphism (SNP). (A) A simple SNP.• 

rs2 12S70 is a CfT va riant on chromosome Only about 10% of al l nucleotides fall in such palindromic sequences, so most 
20. (6) A deletion/insertion polymorphi sm. SNPs do not affect any restriction site. When a SNP happens to lie within a restric
rs36 126541 is insertion or de letion of tion site, only one allele will re tain the necessary recogni tion sequence. Thus, the 
a sing le T nucleotide in a sequence

polymorphism will create or abolish a restriction site. SNPs of this typ e (Figure on chromosome 12. (C) A restriction 
13.1C), known as restriction fragment length polymorphisms (RFLPs) or fragment leng th polymorph ism (RFLP).
restriction site polymorphisms (RSPs), were the first widely used DNA markers SNP rs36078338 creates or abolishes th e 
and were used to create the fi rst genetic linkage map of the human genome (see sequence GCTAG(, which is the recogni tion 

Chapter 8). si te for the restric ti on enzyme Nhel. 

http://www.lovd.nllmutalyzerl
http://www.hgvs.org/mutnomenI.The
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Why should certain nucleotides be polymorphic, when the surrounding 
nucleotides only rarely show variants? In general, it is not because something 
about that nucleotide makes it especially liable to mutate. Rather, the alternative 
variants mark alternative ancestral chromosome segments that are common in 
the present-day population. In comparison with short tandem repeats, SNPs are 
stable over evolutionary time. Very few SNPs are specific to one human race or 
ethnic group, although the allele frequencies may vary between groups-thus, 
they have mostly persisted from the earliest days of human evolution. The ability 
to define ancestral chromosome segments through their SNP content is hugely 
important in genetic research and will be a major preoccupation of Chapter 15. 

Both interspersed and tandem repeated sequences can show 
polymorphic variation 
As noted in Chapter 9, about 50% of the human genome comprises repeated 
sequences. Most are interspersed repeats-that is, repeated sequences that are 
scattered across all or part of the genome, rather than being clustered together. 
Most of the interspersed repeats in the human genome are derived from trans
po sons (jumping genes that can spread within the genome like an intracellular 
infection-see Chapter 9). Several fam ilies of transposon-derived repeats are 
present in huge numbers-there are maybe 1.5 million copies of 100-300 bp 
SINEs (short int.erspersed nuclear elements) and 850,000 LINEs (long inter
spersed nuclear elements) of 6-8 kb, scattered throughout the genome. Some 
particular insertions are polymorphic in the human genome, being presen t on 
some chromosomes but absent from other co pies ofthe same chromosome. 

Tandem repeats are also common. Repeat uni ts can be anything from a single 
nucleotide (e.g. a run of A nucleotides) to 100 or more nucleotides. Repeats with 
longer units are called satellites. The name comes fro m early studies in which 
whole genomic DNA was subjected to density gradient sedimentation in an ultra
centrifuge. The repeated DNAhad a different buoyant density from the bulk DNA 
and formed a small separate satellite band. A noted example is the a-satellite 
DNA found at chromosomal centromeres, which consists of tandem repeats ofa 
171 bp unit. Repeats with units of around 10-50 nucleotides are called minisatel
lites, and those with shorter units are microsatellites. Most microsateUites have 
repeat units of 1,2, or 4 nucleotides (figure 13,2). 

Short tandem repeat polymorph isms: the workhorses of family and 
forensic studies 
If one compares the genomes of different individuals, many tandem repeats are 
seen to vary in the number of repeat units. Unlike SNP variations, tandem repeat 
variations are the result of relatively recent events. These are of two types: 
• 	 Meiotic recombination between mispaired repeats produces step changes in 

unit number (Plgure 13.3). This is thought to be the main mechanism gener
ating minisatellite diversity. 

• 	 Polymerase stutter during DNA replication can change the repeat lengt h by 
one or maybe two units. This is the main mechanism generating polymor
phism of micro satellites (Figure 13.4). 

Polymorphic microsatellites (short tandem repeat polymorphisms, or STRPs) 
have been the genetic markers of choice for family and forensic studies since the 
early 1990s. They are more informative than SNPs for distinguishing between 
individuals or for fo llowing a particular chromosomal segment through a pedi
gree, because there may be a large number of alleles in the population (for exam
ple, one microsateHite might have anything fro m 5 to 20 repeat units in different 
peop le). The early years of the Human Genome Project we re largely devoted to 

IA) 

AC AGAGl". T AG".CACAaCACACACACAC"'CACACACACAAAC~AGC.ATGCTC 

IB) 
..!l,T CAATGGAT GC ATACGT (AGA'!') u GAGA GGGGATTTATTAGAG GA A TT AGC 

Ie) 
TGAAT TGCCT (TCTA) ~ j'l'CTCl} t ('!"eTA) }'U. ~ I'tCA (TC'rA) lO 'I'CGT CTA TC 

Figure 13.2 Microsatellites. (A) 065282 is a 
((A)n repeat on chromosome 6. (B) 0 125391 
is a tetranucleotide repeat, (AGAT)" on 
ch romosome 12. (C) 021 511 is a complex 
tetranucleotide repeat on chromosome 
21. Underlined sequences vary in repeat 
number; the figure shows examples of 
typical alleles. 
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defining and mapping sufficient STRPs to construct a high -resolution marker 
framework map across the hwnan genome; about 150,000 STRPs have been 
identified. Although STRPs still remain the tool of choice for forensic work, link
age work has moved to using SNPs because they can be genotyped on a huge 
scale with the use of microarrays. 

Large,scale variations in copy number are surprisingly frequent in 
human genomes 

Variants large enough to be seen by a cytogeneticist under the microscope are 
almost always the result of isolated pathogenic accidents and are not part of nor
mal human variation. Cytogeneticists recognize just three types of relatively 
common normal variant: 

• 	 The size of the heterochromatic regions at the centromeres of chro mosomes 
1, 9, or 16 and the long arm of the Y chromosome may vary. 

• 	 The short arms of the acrocenrric chromosomes (chromosomes 13, 14, 15, 21, 
and 22, which have the centromere close to one end-see Figure 2.15) vary 
considerably in size and morphology. Often the most distal part appears as a 
so-called. satellite connected to the main body ofthe chromosome by a short, 
thin stalk. Note that this use of the word satellite is unrelated to its use to 
describe DNA tandem repeats. 

• 	 A variery of fragile sites-segments of uncoiled chromatin-may be seen 
when cells are cultured under conditions that make DNA replication diffi
cult-for example, by starving the cells of thymidine or adding the DNA 
polymerase inhibitor aphidicolin (Figure 13,5). Most fragile sites are normal 
variants, although the FRAXA and FRAXE fragile sites discussed below (see 
p. 424) are pathogeni c. 
All these changes reflect varying copy numbers of tandemly repeated 

sequences. Until recently it was assumed that any deletion or insertion of a large 
stretch of non-repetitive DNA would be pathogenic, The advent of techniques 
such as array- co mparative genomic hybridization (in which test and control 
DNAs compete to hybridize to a micro array: see Chapter 2) and whole genome 
SNP arrays made it relatively easy for the first time to sca n whole genomes for 
extra or missing material, and it quickly became apparent that many large-scale 
changes can be found in the genomes of normal healthy people. A major study by 
Redon et al. of 269 healthy individuals from four geographically distinct popula
tions (the HapMap sample; see Chapter 15) identified 1447 regions with variable 
numbers of copies of sequences of at least 1 kb in length, In total these variable 

shows the result of recombination between 
misaligned repeats in an array of tandem 
repeats, The misaligned chromatids can be 
on homologous chromosomes, in which 
case the result is an unequal crossover 
(UEC), or they could be on sister chromat id s, 
producing an unequal sister chromatid 
exchange (UESCE). In either case, the result 
is to produce two chromatids, one with one 

or more extra repeat units, the other with the 
correspond ing units missing. For simplicity, 
the breaks are shown as located between 
repeat units, but they could equally occur at 
corresponding positions within units. 
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Flgur.13A Slipped-strand mispairing 
during DNA replication. A new DNA strand 
(pink) is being synthesized, using the blue 
strand as template. During normal DNA 
replication the nascent strand often partly 
dissociates from the template and then 
reassociates. When there is a tandemly 
repeated sequence, the nascent strand 
may mispair with the template when it 
reassociates. This can result in the newly 
syntheSized strand having fewer or more 
repeat units than the template w and. 
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regions were reported to cover 360 Mb, or 12% of the genome (although that esti
mate has since been revised downward). and included many known genes. The 
mean size of the variable segments was 250 kb. The techniques used were rela
tively insensitive to smaller, kilobase-sized variants. Many such smaller variable 
segmen ts would have been missed. These smaller variants can be identified using 
the technique of paired-end mapping. This involves selecting random fragments 
of genomic DNA of a known size, and seq uencing a few dozen n ucleotides from 
each end of a fragment. One can then compare the distance apart of those end 
sequences in the selected fragment (whose size is known) with the distance apart 
of the same sequences in the reference human genome (Figure l3.6). If the sepa
ration is greater in the selected fragment than in the reference genome, the frag
ment must contain an insertion that is not present in the reference genome; con
versely, a lesser distance indicates a deletion. Recent studies have shown that 
these smaller variants are even more frequent than larger ones (Figure 13.7). 

Although SNPs are individually more numerous, copy-number variants 
(CNVs) are responsible for by far the greatest number of nucleotides that differ 
between two genomes. Thus, the human genome is considerabl y more variable 
between normal healthy people than had previously been assumed. The studies 
mentioned above did not reveal, when there is a gain in copy number, whether 
the multiple copies of the sequence are scattered across several chromosomal 
locations or clustered in tandem. Other studies show that they most commonly 
form tandem clusters. The Database of Genomic Variants (TCAG; http://projects 
.tcag.ca/variation /) is a database of variants seen in apparently healthy people, 
whereas rhe Decipher database (http://decipher.sanger.ac.uk/) records variants 
seen in people with phenotypic abnormalities (although whether any particular 
variant is the cause of the phenotypic abnormality is seldom known for certain). 

The genome sequences of single individuals that are now becoming avaiJable 
give a striking picture of the overall variability present in ostensibly healthy 
individuals. 

The pioneer genome scientist Craig Venter was the first individual whose full 
diploid genome sequence was determined. The reference human genome 
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f.lgur.1),$ A chromosomal fragile 
site. A stretch of relatively uncondensed 
chromatin in an otherwise highly condensed 
metaphase chromosome. There are about 
120 locations in the human genome where a 
chromosome of a normal healthy person has 
some lendency to show a fragile site when 
cells are cultured under special conditions. 
Shown here is an Xchromosome with the 
pathogenic fragile site FRAXA (gray arrow). 
(Courtesy of Graham Fews, University of 
Birmingham.) 

Figure 13.6 The principle of paired end 
mapping. In paired end mapping, small 
size-sele< ted fragments of sheared genomic 
DNA from BAC or PAC clones are used, 
which are marked by ligation to biotinylated 

adaptors. In both cases, the aim is to identify 
a sequence representing the two ends of the 

origInal DNA joined by the circularization. 
In chromosome jumping this was to fin d 
sequences (g reen) that were 80-130 kb 
from a known sequence (blue), in order to 
speed up construction of a clone contig 
across a large genomic region. In paired end 
mapping, the aim is to identi fy structural 
variants. by finding sequences that are a 
different distance apart in the test genome 
than in the reference human genome 
sequence. 
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sequence was a composite ofanonymous donors. Compared with this reference, 
the following variants were observed in Venter's genome: 

• 	 3.2 million SNPs 
• 	 290,000 heterozygous insertion /deletion variants (ranging from 1 to 571 bp in 

size) 

• 	 559,000 homozygous insertion/deletion variants (ranging from 1 to 

62,711 bpI 
• 	 90 large inversions 

• 	 62Iarge-copy-number variants 

A total of 12,290,9 76 nucleotides differed from the reference sequence. 
Although the majority of this variation was in noncoding DNA, 44% of Craig 
Venter's genes had a sequence variant relative to the reference human genome 
sequence; 17% encoded an altered protein, and these included 31 7 genes in 
which some variants have been identified as pathogenic. 

James Watson's diploid genome has also been published, and shows a similar 
extent of variation, with 3.3 miUion SNPs; these include 10,654 that caused amino 
acid changes in proteins. 

13.2 DNA DAMAGE AND REPAIR MECHANISMS 
Some DNA variants arise from errors in DNA replication or recombination, but a 
maj or source is a failure to repair DNA damage. The view of DNA as a stable 
genetic archive safely tucked away in the cell nucleus belies the difficnlty of main
taining its stability. Chemical attack by exogenous or endogenous agents, and 
errors arising during its normal functioning, pose constant threats to the integ
rity ofthe genome (Figure J3.6). 

DNA in cells requires constant maintenance to repair damage and 
correct errors 

The agents that damage DNA can either be external to the ceU or they may arise 
as undesired effects of internal ceU chemistry. 

There are three main external agents likely to cause DNA damage: 
• 	 Ionizing radiation-gamma rays and X-rays can cause single-strand or 

double-strand breaks in the sugar-phosphate backbone. 
• 	 Ultraviolet radiation-UV-C rays (with a wavelength of about 260 nm) are 

especially damaging, but the major source of UV damage in humans is from 
the UV-B rays (260-315 nm) in sunlight that can penetrate the ozone layer. UV 
radiation causes cross-linking between adjacent pyrimidines on a DNA strand 
to form cyclobutane pyrimidine dimers (Figure 13.90) and other abnormal 
photoproducts. 

• 	 Environmental chemicals-these include hyd rocarbons (for example, in ciga
retre smoke). some plant and microbial products such as the aflatoxins found 
on moldy peanuts, and chemicals used in cancer chemotherapy. A1kylating 

Flgure 13.7 Size distribution of copy
number variants (CNVs) in the human 
genome. Only variants larger than 1 kb are 
shown. The peak in the size distribution at 
100-200 kb is partly an artifact of the SAC 
array technology used in many studies; many 
variants reported in this size range are rea lly 
smaller than this. (Data reproduced with 
permission from the Database of Genomic 
Va ri an ts http://projec ts.tcag .ca/va riation, 
accessed January 2009.) 

http://projec
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sites susceptible to: 

-+ hydrolytic attack 

---+ oXidative damage 

~ 	nonenzymatic methylation 
by 5-adenosyl methionine 

adenine 

agents can transfer a methyl or other alkyl group onto DNA bases and can 
cause cross-linking between bases within a strand or between different DNA 
strands. 
Although external agents are more visible, the major threats to the stability of 

a cell's DNA come from internal chemical events, such as those illustrated in 
Figures 13.8 and 13.9: 

• 	 Depurination-about 5000 adenine or guanine bases are lost every day from 
each nucleated human cell by spontaneous hydrolysis of the base-sugar link 
(see Figures 13.8 and 13.9A). 

• 	 Deamination-at least 100 cytosines each day in each nucleated human cell 
are spontaneously deaminated to produce uracil (see Figures 13.8 and 13.9B). 
Less frequently, spontaneous deamination of adenine produces 
hypoxanthine. 

• 	 Atta.ck by reactive oxygen species-highly reactive superoxide anions (0,-) and 
related molecules are generated as a by-product of oxidative metabolism in 
mitochondria. They can also be produced by the impact of ionizing radiation 
on 	cellular constituents. These reactive oxygen species attack purine and 
pyrimidine rings (see Figure 13.8). 

• 	 Nonenzymatic methylation-accidental nonenzymatic DNA methylation by 
S-adenosyl methionine produces about 300 molecules per cell per day of the 
cytotoxic base 3-methyl adenine, plus a quantity of the less harmful 7 -methyl 
guanine (see Figure 13.8). This is quite distinct from the enzymatic methyla
tion of cytosine to produce 5-methyl cytosine, which cells use as a major 
method of controlling gene expression (see Chapter 11). The methylated ade
nine or guanine bases distort the double helix and interfere with vital 
DNA-protein interactions. 
In addition to damage of these various types, errors arise during normal DNA 

metabolism. A certain error rate (incorporation ofthe vvrong nucleotide) is inevi
table during DNA replication. Proofreading mechanisms correct the great major
ity of the resulting mismatches, but a few may persist, producing sequence vari
ants. Failure of the proofreading mechanism in somatic cells is one cause of 
cancer (see Chapter 17). In addition, occasional errors in replication or recombi
nation leave strand breaks in the DNA, which must be repaired if the cell is to 
survive. 

Flgu,. 13.8 Th reats to the integrity of 
genomic DNA. The figure indicates the 
sites on each nucleotide that are known 
to be altered by hydrolytic attack (red 
arrows), spontaneous oxidative damage 
(blue arrows), and uncontrolled methylation 
by the methyl group donor S-adenosyl 
methionine (yellow arrows). The width of 
each arrow indicates the relative frequency 
of each event. Ultraviolet and ionizing 
radiation pose additional threats not shown 
in this figure. [From Alberts B, Johnson A, 
Lewis Jet al. (2007) Molecular Biology of the 
Cell, 5th ed. Garland Sciencerraylor & Francis 
LLC., after Lindahl T (1993) Nature 362, 

709-71S. With permission from Macmillan 
Publishers Ltd.) 
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The effects of DNA damage 
DNA damage has two possible effects on a cell. Primarily it is cytotoxic. When the 
DNA is replicated, many types of damage will cause the replication fork to stall. 
Even outside S phase of the cell cycle, dming transcription RNA polymerase stalls 
at lesions in the DNA, preventing expression of the damaged gene. These prob
lems are potentially lethal to the cell. Special multiprotein machines constantly 
patrol the DNA of a celL detecting and responding to damage. Progression 
through the cell cycle is delayed until the damage has been repaired, and irrepa
rable damage triggers apoplosis (programmed cell death). Malfunctions of the 
systems for detecting DNA damage and coordinating the cellular response have 
major roles in the development of cancer, as described in Chapter 17_ 

f:lgur. 13.9 Common forms of DNA 
damage. (AI Oepurination. (8) Oeamination 

of cytosine to uradl,«) Oeamination of 
S-m ethyl cytosine to thymine. to) Ultraviolet 

radiation-induced thymine dimers. 
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BOX 13.3 MECHAN1SMS OF DNA REPA1R 1N HUMAN CELLS 

Human cells use at least six different DNA repai r mechanisms. Three 
of them are used to correct abnormal modified bases when these 
are present in just one of the two strands of the DNA- that Is, they 
are paired with a norma l base. The damaged base can be repaired, or 
removed and replaced. 

Base exdsion repair (BER) corrects much the commonest 
type of DNA damage (of the order of 20,000 altered bases in 
each nucleated cell in our body each day). BER glycosylase 
enzymes remove abnormal bases by breaking the sugar-base 
bond (t:=igure lA). Humans have at least eight genes encoding 
different DNA glycosylases, each responsible for identifying and 
removing a specific kind of base damage. After removal of the 
damaged base, an endonuclease and a phosphodiesterase cut 
the sugar-phosphate backbone at the position of the missing 
base and remove the sugar-phosphate residue. The gap is filled 
by resynthes is with a DNA polymerase, and the remaining nick is 
sea led by DNA ligase III. 
Nucleotide excision repair (NER) removes thymine dlmers 
and large chemical adducts (Figure 1 B). NER removes and 
resynthesizes a large patch around the damage, rather than just a 
sing le base as in BER. The sugar-phosphate backbone is cleaved at 
the site of the damage, and exonucleases remove a large stretch 
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of the surrounding DNA. As in BER, the gap is filled by resynthesis 
and sealed by DNA ligase. Nucleotide excision repair is also used 
to correct single-strand breaks in the sugar-phosphate backbone. 
Dire<.t reversal of the DNA damage is an infrequently 
used me<:hanism of DNA repair in humans. Tti ree human 
genes have been implicated in this mechanism, of which the 
best-characterized encodes the 0-6-methylguanine-DNA 
methyttransferase, which is able to remove methyl groups 
from guanines that have been incorrectly methylated. In many 
organisms, UV radiation-produced thymine dimers can be directly 
resolved by the enzyme photolyase using the energy of visible 
light (photoreactivation). Although mammals possess enzymes 
related to photo lyase, they use them for a quite different purpose, 
to control their circadian clock. 

In the repair processes described above, the second, undamaged 
DNA strand acts as a template for accurate reconstruction of the 
damaged strand. Damage that affects both strand s of DNA requires 
different mechanisms. There are two main proceSses. 

In homologous recombination, a single strand from the 
homologous chromosome invades the damaged DNA and acts 
as a template for accurate repair (F1gurw lA). This type of repa ir 
normally occurs after DNA replication but before cell division, 
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FIgure 2 Two different ways to repair 
DNA double-strand breaks. 

1 (A) Homologous recombination . The loss of nucleotides due 

to degradation from ends 
 correct sequence is reconstructed using 

the intact sister chromatid as a template 
(molecular details are not shown). This 
produces an accurate repair but is not 
always possible. (B) Nonhomologous! end join ing 
end joining is always available, but the 
repaired strand has extra or missing 

l
nucleotides at the junction . [From end proceSSing and resynthesis •

deletion of DNA sequence Alberts B, Johnson A, Lewis J et al. (2007) 
as a template Molecular Biology of the Cell, 5th ed. 
of gaps using sister chromatid 
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and involves the sister chromatid. The eukaryotic machinery chromosomal rearrangements. but it is better than leaving breaks 
for recombination repair is less well defined than the excision unrepaired.One reason why chromosomal telomeres require a 
repair systems. Human genes involved in this pathway include special structure is to protect normal chromosome ends from this 
NBS (N ijmegen breakage syndrome; OMIM 60266n. BLM (Bloom double-strand break response. 
syndrome;OMIM 604610), and the breast cancer susceptibility Afinal repair mechanism Is concerned with correcting mismatches 
genes BRCA2 (OMIM 6001 85) and BRCA 1(OMIM I 13705). caused by replication errors. Cells deficient in mismatch repair have 
In nonhomologous end joining, large multiprotein complexes mutation rates 100-1 OOO-foid normal, with a particular tendency 
are assembled at broken ends of DNA molecules, and DNA ligases to replication slippage in homopolymeric runs (see Figure 13.4). In 

rejoin the broken ends regardless of their sequence (Figu re 28). huma ns, the mechanism involves at least five proteins, and defects 
There is always some loss of DNA sequence from the broken ends. cause Lynch syndrome (OMIM 120435 and OMIM 609310). Details of 
This is a desperate measure that is likely to cause mutations or the mechani sm are given in Chapter 17. 

Even if a cell is able to survive with damaged DNA, unrepaired damage is likely 
to be mutagenic. If mutations occur in germ cells, they can give rise to new vari
ants in the population that provide much of the raw material for evolution as well 
as the intraspecific variants considered in this chapter. A major source of muta
tions is error-prone trans-lesion DNA synthesis. The sloppy polymerases t; (zeta) 
and l (iota) are able to replicate damaged DNA, bypassing stalled replication 
forks-but at the cost of a high error rate. Additionally, modified bases may mis
pair during DNA replication, introduCing permanent sequence changes. For 
example, uracil, produced by the deamination of cytosine, pairs with adenine, as 
does the 8-hydroxy guanine that is a product of oxidative attack on DNA. 

A special case is 5-methyl cytosine. When cytosine is deaminated, the prod uct 
is uracil. This is an unnatural base in DNA that is efficiently recognized and cor
rected. However, 5-methyl cytosine is deaminated to thymine, a natural base in 
DNA (Figure 13.9C). If the resulting G-T mispairing is not corrected before the 
next round of DNA replication, one daughter cell will have a permanent C....T 
mutation. Evidence from both evolutionary studies and human diseases shows 
the importance of deamination of 5-methyl cytosine as a source of sequence 
changes. Methylated cytosines are almost always found in CpG sequences (that 
is, the nucleotide 3' of cytosine is guanosine)' and CpG sequences are mutational 
hotspots (see also Chapters 8 and 11). 

In response to these various forms of damage, cells deploy a whole range of 
repair mechanisms. Different mechanisms correct different types of lesion [Box 
13.3). The importance of effective DNA repair systems is highlighted by the 
roughly 130 human genes participating in DNA repair, and by the severe diseases 
that affect people with deficient repair systems. 

DNA replication, transcription, recombination, and repair use 
multi protein complexes that share components 

The different repair systems, except for clirect repair, require exonucleases, endo
nucleases, helicases, polymerases, and Iigases (see Box 13.3). Many of the same 
functions are also required for DNA replication, transcription, and recombina
tion. In each case, large multiprotein complexes are assembled at the site of 
action and chromatin is remodeled, Although some components are specialized 
for different functions (such as the various DNA polymerases), many function in 
several different complexes. These include TFllA (general transcription factor 
llA), PCNA (proliferating cell nuclear antigen), and RPA (replication protein A). 
The transcription factorTFIIH is a multi protein complex that exists in two forms, 
one concerned with general transcription and the other with repair, probably 
specifically repair of transcriptionally active DNA. 

Defects in DNA repair are the cause of many human diseases 

Mutation screens in E. coli and yeast have identified components of the repair 
pathways by looking for mutants that are hypersensitive to tlle damaging effects 
of radiation or chemical agents. In humans, similar investigations have used cell 
lines from patients. A confusing variety of human genetic diseases show partly 
overlapping phenotypes that suggest defects in some aspect of DNA repair. These 
include xeroderma pigmentosum (OMIM 278700), Cockayne syndrome (OMIM 
216400), trichothiodystrophy (OMlM 601675), Fanconi anemia (OMIM 227650), 
ataxia-telangiectasia (OMIM 208900), Nijmegen breakage syndrome (OMIM 
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251260}, and Bloom syndrome (OMIM 210900) . Clinically, patients may suffer 
symptoms including hypersensi tivity to sunlight, neurological and /or skeletal 
problems, anemia, and especially a high incidence of various cancers. In the lab
oratory, cells from patients with these disorders show hypersensitivity to various 
DNA-damaging agents. 

Complementation groups 
Many of these conditions can be divided into a series ofcomplementation groups 
by using cell fusion tests (Figure 13.JO). If two cells, Aand B, lack function in dif
ferent repair genes, then when the cells are fused the resulting hybrid cell will 
contain functioning copies of both genes. Cell A, with gene A defective, will pro
vide a fun ctioning copy of gene B, and cell B, in which gene B is defective, will 
provide a functional copy of gene A. Thus, the hybrid should recover the wIId
type resistance to DNA damage. Using this technique, cells from patients with 
xeroderma pigmentosum, caused by defects in nucleotide excision repair (see 
Box 13.3), have been divided into seven different groups. Cells from anyone 
group will complement (make good) the defect in a cell from any other group. 
Fanconi anemia, caused by a defective cellular response to DNA damage, has 
been divided into at least 12 groups. In general, a different gene is mutated in 
each separate complementation group, although the clinical phenotypes over
lap. Details of these genetic diseases and their complementation groups can be 
found in the OMIM database (http://www.ncbi.nlm.nih.gov/omim). 

Molecular studies of these various groups have defined a large number of 
genes involved in human DNA repair. Sorting out the individual pathways has 
been greatly aided by the very strong conservation of repair mechanisms across 
the whole spectrum of life. Not only the reaction mechanisms but also the pro
tein structures and gene sequences are often conserved from E. coli to humans. 
Generally, eukaryotes have multiple systems corresponding to each single sys
tem in E. coli. For example, nucleotide excision repair requires six proteins in 
E. coli but at least 30 in mammals. A downside of the conservation is a confu Si ng 
gene nomenclature, referring sometimes to human diseases (e.g. xeroderma pig
mentosum type D, or XPD), sometimes to yeast mutants (RAD genes), and some
times to mammalian cell complementation systems (ERCC- excision repair 
cross-complementing). So, for example, XPD, ERCC2, and RAD3 are the same 
gene in human, mouse, and yeast. 

Not all the diseases that involve hypersensitivity to DNA-damaging agents are 
caused by defects in the DNA repair systems themselves. Sometimes it is the 
broader cellular response to damage that is defective. Normal cells react to DNA 
damage by stalling progress through the cell cycle at a checkpoint until the dam
age has been repaired, or by triggering apoptosis if the damage is irreparable. 
Patients with ataxia-telangiectasia and Fanconi anemia have intact repair sys
tems but are deficient in damage-sensing or response mechanisms. Defects in 
cell cycle control and in the apoptotic response are central to the development of 
cancer, and they will be discussed further in Chapter 17. 

13.3 PATHOGENIC DNA VARIANTS 
As mentioned above, the genomes of healthy individuals have huge numbers of 
sequence variants. The great majority of these are completely harmless and have 
no known effect on the phenotype. Even most of those that do affect the pheno
type are part of the normal variation that makes us all individual. Special interest, 
however, naturally attaches to those variants that are pathogenic- that is, they 
either make us ill or make us susceptible to an illness. 

Deciding whether a DNA sequence change is pathogenic can be 
difficult 

Not every sequence variant seen in an affected person will be pathogenic. Just as 
perfectly healthy people carry innumerable sequence variants, the same wilJ be 
true of a person with a genetic disease. How can we decide whether a sequence 
change we have discovered in such a person is the cause of their disease or a 
harmless variant? Only a functional test can give a definitive answer-but func
tional tests are often difficult to integrate into the work of a diagnostic laboratory. 

o 

cell A cell B 

fused cell 

repair-deflcient: repair'competent: 

same diHerent 
complementatIon complementation 

group groups 

FiguTe 13.10 Assigning DNA repair defect 

genes to complementation groups. 
Repair-deficient cel l lines from two unrelated 
patients (A and B) are fused in cell culture, 
and the fused cell s are then tested for their 
ability to repai r DNA. If the fused cells are 
competent in DNA repai r, then ce lls A and B 
belong to different complementation groups 
and probably contain defects in different 
DNA repair genes. If the fused celi s still 
lack the ability for DNA repair, then A and B 
belong to the same complementation group 
and may have defects in the same DNA 
repair gene. 

http://www.ncbi.nlm.nih.gov/omim
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In any case, for many gene products no laboratory test is available that checks all 
aspects of the gene's function in vivo. So me variants may be pathogenic only at 
times of environmental stress, and others may have subtle effects that manifest 
as susceptibility to a disease, perhaps only when in combination with certain 
other genetic variants. 

In the absence of a definitive functional test, the nature of the sequence 
change often provides a clue. First we can ask whether the variant affects a 
sequence that is known to be functional. Such sequences would include the cod
ing sequences of genes, sequences flanking exon-intron junctions (splice sites), 
the promoter sequence immediately upstream of a gene, and any other known 
regulatory seq uences. The great majority of all known pathogenic variants affect 
sequences that were already known to be functional, and these comprise only a 
small percentage of our total DNA. However, it is always possible that a variant 
located outside any known functional sequence might lie in a currently unidenti
fied functional element. As we saw in Chapter II , the ENCODE project is reveal
ing many previously unsuspected functional elements in the human genome. 
Such elements are suspected to be locations for variants that merely alter suscep
tibility ro a disease, rather than directly causing any disease. 

[fa variant does affect a known functional sequence, we must try to predict its 
effect. A table of the genetic code (see Figure 1.25) can be used to identify the 
effect of a coding sequence variant on the protein product of a gene. As described 
below, nonsense mutations, frameshifts, and many deletions can be confidently 
predicted to wreck the protein. Similarly, changes to the invariant GT...AG 
sequences at splice sites are highly likely to be pathogenic. Changes that merely 
replace one amino acid with a different one (missense changes) are more diffi
cult to interpret. 

Another approach is to look for precedents. Maybe a variant is already docu
mented in dbSNp, the database of single nucleotide polymorphisms (see above). 
Alternatively, it may be documented in one of the databases of pathogenic muta
tions listed in Further Reading. A different sort of precedent can be sought by 
checking the normal sequence of related genes. These may be in humans (para
logs) or other species (orthologs). If the variant is present as the normal, wild
type sequence of a related gene it is unlikely to be pathogenic. 

Further aspects of this problem are considered in Chapter 18, where we dis
cuss genetic testing. In the rest of this section we consider some of the many ways 
in which a change in a functional sequence can be pathogenic. 

Single nucleotide and other small-scale changes are a common 
type of pathogenic change 
Pathogenic changes are often caused by small-scale sequence changes in either 
the coding sequence or the regulatory region of a gene. 

Missense mutations 

A single nucleotide substitution within the coding sequence of a gene mayor 
may not alter the sequence ofthe encoded protein. The genetic code is degener
ate: the 64 codons encode only 20 different amino acids (plus three stop codons). 
Thus, some codon changes do not alter the amino acid-they are silent or syn
onymous. When the codon change does result in a changed amino acid (a non
synonymous change), the effect depends partly on the chemical differences 
between the old and new amino acids. As explained in Chapter I, the 20 amino 
acids can be classified into acidic, basic, uncharged polar, and uncharged nonpo
lar types. Replacing an amino acid by one in the same class (a conservative sub
stitution) has less effect on the protein strucrure than a nonconservative substi
tution. Adding or removing cysteine alters the potential for forming disulfide 
bridges, and so can cause major structural changes. Similarity matrices have 
been constructed that give a quantitative score for the likely disruptive effect of 
any substitution (see Further Reading). 

Some amino acids are crucial to the functioning of a particular protein-for 
example, those at the active site of an enzyme. Others may be important for 
maintaining tile protein structure. Globular proteins tend to have uncharged 
nonpolar amino acids in the interior and charged ones on the outside; any sub
stitution that changes this may disrupt the three-dimensional folding. The sickle
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IA) 

v H L T P E E K S 
normal H88 gene GTG CAT CTG ACT CCT GAG GAG AAG TCT 

v H L T P V E K S 
sickle·cell mutation GTG CAT CTG ACT CCT GTG GAG AAG TCT 

ID) 

Figure 13.11 The sickle·cell mutation. (A) An A-"IT mutation 
in the p-globin (HBB) gene causes an amino acid change in 
the p-globin protein. The mutation replaces glutamic acid, a 
hydrophilic charged amino acid, with valine, a hydrophobic 
nonpolar amino acid. This change on the surface of the globin 
protein allows adhesive interactions between hemoglobin 
molecules. (B, C, and 0) The result is sickle·cell anemia, in which 
hemoglobin molecules clump together, distorting red blood 
cellsand preventing them from working effiCiently. [Parts B. 
C and 0 from Nelson Ol &Cox M (2008) Lehninger Principles 
of Biochemistry. 4th ed.With permission from Palgrave 
Macmi llan.) 

cell mutation is pathogenic because it replaces a polar amino acid with a nonpo
lar one on the outside of the globin molecule (Figure J3.11). This makes the 
molecules tend to stick together. Protein aggregation, the result of abnormal pro
teins having sticky external areas, has emerged as a common pathogenic mecha
nism in a variety of diseases, especially progressive neurodegenerative condi
tions, and is discussed further on p. 425. 

It is seldom possible to predict these effects with much confidence. It helps if 
the three-dimensional structure of the protein has been solved, so that one can 
model the likely structural effect of a substitution. If amino acid sequences of 
related proteins (from humans or other organisms) are known, we can see which 
amino acids are invariant and which seem free to vary widely between species. 
Most amino acid substitutions probably have no effect on the functioning of a 
protein. 

Nonsense mutations 
Three of the 64 codons in the genetic code are stop codons, and so it is quite com
mon for a nucleotide substitution to convert the codon for an internal amino 
acid of a protein into a stop codon. When ribosomes encounter a stop codon they 
dissociate from the mRNA, and the nascent polypeptide is released (Figure 
13.12.A). However, genes containing premature termination codons seldom 
cause production of the truncated protein that might be predicted. Cells have a 
mechanism, nonsense-mediated decay (NMD), that detects mRNAs containing 
premature termination codons and degrades them. Thus, the usual result of a 
nonsense mutation is to prevent any expression of the gene. 

NMD works because the spliced mRNA that travels from the nucleus to the 
ribosomes retains a memory of the positions of the introns. The splicing mecha
nism leaves proteins of the exon junction complex (EJCj attached to splice sites. 
During the first (pioneer) round of translation, as the ribosome passes each splice 
site it clears the ETC proteins attached to that site. Ifthere is a premature termina
tion codon, the ribosome will not have traversed every splice site before it 
detaches. Some EJC proteins will remain attached to the mRNA, and this marks 
dle mRNA for destruction (Figure 13.128). 
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Nonsense-mediated decay is not always fully effective. It does not apply to 
premature stop codons that are in the last exon of a gene, or less than about 50 
nucieotides upsU'eam of the last splice junction. [n some cases, some quantity of 
truncated protein is produced even when the stop codon is not in this protected 
zone. Truncated proteins are potentially more pathogenic than a simple absence 
of the protein (Figure 13.12C) because they have the potential to interfere with 
the function of the normal product. Such dominant-negative effects will be dis
cussed later in this chapter (see p. 431). [t is assumed that NMD has arisen to 
protect against this problem. 

Changes that affect splicing of the primary transcript 
The positions of splice sites are marked by the (almost) invariant canonical GT... 
AG sequence, embedded within a less tightly defined consensus splice site recog
nition sequence (see Chapter 1). Mutations that change the canonical GT or AG 
will always prevent recognition of the site by the spliceosome and so will disrupt 
splicing at that site (Figure 13.13A), but a variety of other sequence changes may 
also affect it. Splicing is not an all-or-nothing process. As mentioned in Chapter 
II , splice sites can be strong or weak. Because of variable use of weak splice sites, 
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Flgu~ 13.11 Nonsense mutations and 
nonsense-mediated decay. (A) A G4A 
change in exon 6 of the PAX3 gene replaces 
the TGG codon for tryptophan 274 with a 
TGA stop codon. (B) Nonsense-mediated 
decay (NMD). Thi s mature mRNA was 
transcribed from a gene that has seven 
exons. Splice junctions (red bars) reta in 
proteins of the exon junction complex 
(EJC, red triangl es). As the first ribosome 
moves along the mRN A, it displaces the EJC 
proteins. If it encounters a premature stop 

codon and detaches before displacing all 
EJCs, the mRNA is targeted for degradation. 
Stop codons in the last exon or less than 
50 nucleotides upstream of the last splice 
junction (the g reen zone) do not trigger 
NMD. (C) Depending on whether or not a 
premature stop codon triggers NMD, the 
consequences of a nonsense mutation can 
be very different. Mutations in the SOXIO 
gene that trigger decay (green arrows) 
result in Waardenburg syndrome type 4 

(hearing loss, pigmentary abnormalities; 
Hirschsprung disease; OMIM 277580). 
Nonsense mutations in the 3' region of the 
mRNA that escape NMD (red arrows) cause a 
much more severe neurological phenotype. 
Shaded areas are cod ing sequence, clear 
areas are the 5' and 3' untranslated regions 
of the gene. 

Figure 13,1 J Mutations that affect 
splicing. (A) In the MITF gene, a G4A 

change in the canonica l GT sequence 
that marks the position of the first intron 
will always disrupt splicing. The exon 
sequence is in capital letters, the intron 
in lower-case letters. The transla tion start 
codon is in green. (B) A Sing le nucleotide 
change deep within intron 19 of the cystic 
fibrosis transmembrane conductance 
regulator encoded by the CFTRgene (called 
3849+ 10 kb C-+ T. although actually the 
changed nucleotide is not 10 kb but 12.191 
nucleotides from the 3' end of exon 19) 
activates a cryptic splice site. The changed 
sequence is a strong donor splice site. (C) An 
apparently silent change that affe<:ts splid ng. 
The SMNl gene is highly expre ssed. whereas 
SMN2 produces almost no protein. The 
difference is due to a ITT -+ TIC change in 
exon 7. Although both ITT and TIC encode 
phenylalanine, the change inactivates a 
spliCing enhancer and prevents correct 
spliCing at the intron 6-exon 7 junction 
inSMN2. 

http:At'CCTGGP-.AP
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most human genes produce a variety of alternatively spliced transcripts. Splicing 
enhancer or suppressor sequences modulate the strength of an adjacent splice 
site by binding proteins of the SR (serine and arginine-rich) and hRNP (heteroge
neous ribonucleoprotein) families, possibly in a stage-specific or tissue-specific 
way. If one of these modulating sequences is mutated in a gene that naturally 
produces multiple splice isoforms, the effect may just be to alter the balance of 
isoforms. Depending on the functions of the various isoforms, this may abolish 
all gene function or make more subtle changes, such as affecting the pattern of 
tissue-specific isoforms. 

Inactivating a splice site will usually destroy the function of a gene, or at least 
of all isoforms that use that site, but the precise molecular events are hard to pre
dict. Sometimes an exon is skipped; sometimes intronic sequence is retained in 
the mature mRNA; often an adjacent cryptic splice site is used. Cryptic splice 
sites are sequences within a primmy transcript (in exons or introns) that resem
ble true splice sites, but not sufficiently closely that they are normally recognized 
as such by the cell (Figure 13.13B). A nucleotide substitution within a cryptic site 
may increase the resemblance sufficiently to convert it into a functional site. This 
will disrupt the correct processing of the transcript. Alternatively, a sequence 
change may reduce the strength of a true splice site so that a nearby cryptic site is 
used preferentially. 

It is often hard to predict ftom the DNA sequence whether or not a change will 
affect splicing. Apparent missense or silent mutations may actually be patho
genic through an effect on splicing. The difference between the two human SMN 
genes illustrates such an effect (Figure 13.13C). At least two duplicated but slightly 
divergent copies of the SMNgene are found on chromosome 5q 13; the copy clos
est to the centromere is highly expressed, whereas the copy or copies nearer the 
telomere produce almost no protein. The difference is due to a TTT ....TTC change 
in exon 7. Although this is apparently silent (both ITT and TTC encode phenyl
alanine), the change inactivates a splicing enhancer and prevents correct splic
ing at the intron 6-exon 7 junction. Individuals homozygous for a loss of function 
of tl1e centromeric SMN gene suffer from spinal muscular atrophy (Werdnig
Hoffmann disease; OMIM 253300), but the severity is reduced in those patients 
who have multiple copies ofthe weakly expressed telomeric gene. 

Computer programs are available that estimate the strength of a splice site, or 
check whether an apparent missense mutation might affect a splicing enhancer 
or suppressor, but there is no substitute for real experimental data obtained by 
RT-PCR. This is also the only method likely to identify a mutation that activates a 
cryptic splice site deep within an intron, as does the cystic fibrosis 3849+10 kb 
C....T mutation (see Figure 13.13B). 

Frameshifts 
The translational reading ftame is set by the initiator AUG codon; any down
stream change that adds or removes a non-integral number of codons (that is, a 
number of nucleotides that is not a multiple of three) will cause a frameshift 
(Figure 13.14). Two out of every three random changes to the length of a coding 
sequence would be expected to produce a frameshift. Because 3 out of 64 possi
ble codons are stop codons, reading a message out of ftame will usually quickly 
hit a premature termination codon. Nonsense-mediated decay will then most 
probably mean that no protein is produced. An example is found in the GJB2 
gene that encodes connexin 26, a component of gap junctions between cells. A 
run of six consecutive G nucleotides in the gene is prone to replication slippage. 
This introduces a premature stop codon (Figure 13.15). This mutation is the most 
frequent single cause of autosomal recessive congenital hearing loss (OMIM 
220290) in most European populations. 

Several different types of event can produce a frameshift. As well as small 
insertions or deletions within a single exon, abnormal splicing or whole exon 

Figure 13.14 The reading frame. 
This continuous sequence of letters (A) uses 
the translation start Signal AUG (green) 
to establish the correct reading frame (B). 
Inserting (or deleting) a letter (red) destroys 
the meaning (e). 

exon 1 exon 2 
c==J [{ !II 

/~
normal L G G V N 

CTG GGG GGT GTG AAC 

mutant L G v aTOP 
CT G GGG ~G TGA 

Flgu,.. 13.15 A simple frameshift. 
A frameshifting deletion of one nucleotide 
in the GJB2 gene arises through replication 
sllppage in a run of six G nucleotides. The 
mutation creates a premature stop codon in 
exon 2. 
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deletions or duplications usually cause frameshifts. Most exons are not frame
neutral (that is, the numberofnucleotides in rhe exon is not a multiple ofthreel, 
so excluding one or more exons because of a deletion or spliCing error will more 
often rhan not create a frameshift. Most introns are much larger rhan rhe exons 
they surround, so in most genes the breakpoints of random intragenic deletions 
or duplications will lie wirhin introns. The result is to delete or duplicate one or 
more whole exons [FIgure 13.16). 

Changes that affect the level of gene expression 
A variant in a control sequence might affect the level of transcription of a gene, so 
that although the gene product is entirely normal, too little (or too much) of it is 
produced. Most obviously this would happen if the variant changed the promoter 
sequence. In reality, fewsuch variants have been described. This is partly because 
diagnostic laboratories do not routinely sequence promoters. If they did find a 
change, rhey would seldom know how to interpret its significance. As described 
in Chapter 1, promoters can include consensus binding sites for a variety oftran
scription factors, and the effect of a sequence change can usually only be deter
mined by experiment. 

Patients with rJ.- or ~-thalassemia have been thoroughly investigated in rhe 
search for mutations affecting transcription. Their diseases are forms of anemia 
caused by a quantitative deficiency of a- or ~-gJobin, respectively, and so were 
prime candidates for mutations of this type. However, a-rhalassemia is most 
commonly caused by reduced numbers of active a-globin genes (see below). 
Some mutations in the Jl-globin gene promoter have been identified (see OMIM 
141900, listed mutations 370-381, and also Figure 13.HAI, but rhe great majority 
of~ -rhalassemia mutations work by producing an unstable mRNA or an unstable 
globin protein, rarher than directly repressing transcription. Three common 
types of event have been noted: 
• 	 Many thalassemia mutations are splicing errors or nonsense mutations that 

produce a prematw'e termination codon, resulting in nonsense-mediated 
decay ofthe mRNA. 

• 	 Changes in the 3' untranslated region may cause the mRNA to be unstable. A 
change in rhis region may create or abolish a critical binding site for a micro
RNA or a protein that regulates translation (see Chapter Ill. 

F'g\lrtl' 3.16 Effect of deletions in the 
dystrophin gene. The gene consists of 
79 small exons surrounded by large introns. 
About 65% of all mutations in this gene are 
intragenic deletions, Because the introns are 
much larger than the exons, the breakpoints 
nearly always lie within introns. The effect is 
to delete one or more whole exons. When 
this results in a frameshift (red bars) it causes 
the severe Duchenne muscular dystrophy 
(DMD; OMIM 310200). If the deleted exons 
are frame-neutral (green bars) the result is 
the milder Becker muscular dystrophy (SMD; 

OMIM 300376), even if the deletion is larger 
than one causing DMD. 
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• 	 Cells are very efficient at detect ing and degrading abnormal prote ins that fold 
incorrectly. For example, one form of a.- thalassemia is caused by a change of 
the normal TAA stop codon of an a.-globin gene to CAA. This encodes 
glutamine, and translation of the mRNA continues for a further 31 amino 
acids until another stop codon is encountered (Figure 13.17B). This variant 
hemoglobin (Hb Constant Spring) is unstable, and clinically the effect is 
a.-thalassemia resulting from a quantitative deficiency of a.-globin chains. 

Pathogenic synonymous (silent) changes 
As mentioned above, synonymous changes are nucleotide substitutions that 
convert one codon for a particular amino acid into another that encodes the 
same ami no acid. Such changes would not be expected to have any phenotypic 
effect. Sometimes, however, the altered nucleotide is part of a splicing enhancer 
or suppressor and the change affects splicing. As mentioned above, in spinal 
muscular atrophy a silent TTC-.TTT change marks the difference between an 
active, correctly spliced gene and an inactive, incorrectly spliced gene (see Figure 
13.13C). Even silent changes that do not affect splicing may not be entirely neu
traJ. The MDRl gene encodes the P-glycoprotein, which is important in the trans
port of many drugs; its overexpression is an important determinant of multi-drug 
resistance in chemotherapy. A silent change, c.3435C-.T, in exon 26 of the gene 
results in the production ofa protein that has an unchanged amino acid sequence 
(the change converts one codon for isoleucine 1145 into another) but is subtly 
differently folded and has a different activity profile. This is thought to be because 
the alternative codon requires an alternative tRNA that is in short supply, and this 
therefore changes tlle kinetics of translation. How common such effects might be 
is not known. 

Variations at short tandem repeats are occasionally pathogenic 
Whereas single nucleotide changes might affect any coding sequence, most short 
tandem repeats are located in noncoding DNA. Those that do occur in coding 
sequences are seldom polymorpltic. However, tandem repeat varia nts located 
near promoters or splice sites ofgenes can sometimes affect gene expression. For 
example, different a lleles ofa 14 bp minisateUite near the promoter ofthe insulin 
gene on l1p15 are associated wi th differential risk of type 2 diabetes (see OM1M 
176730). Another example occurs within the cystic fibrosis transmembra ne con
duc tance regulator (CFfR) gene, where a run ofT nucleotides near the 3' end of 
intron 8 affects the effiCiency of the adjacent splice site. Al leles with five, seven, or 
nine T nucleotides are common. Whereas the splicing of 7-Tor 9-T alleles is nor
mal, 5-T aUeles are often mis-spliced and exon 9 is skipped. 5-T aUeles on their 
own do not reduce the outp ut of correctly spliced mRNA so greatly as to be path
ogenic, but in conjunc tion with other low-functioning variants they can be a 
cause of cystic fibrosis. Their effect is enhanced if a (TG)" repeat nearby in the 
intron has more than 11 repea ts (Figure \3.\8). 

Flgu.nall.17 Two globin gene mutations 
that cause thalassemia. (A) Nucleotide 
substitutions at any of positions - 31 to - 28 
(red) in the ~-globin gene are associated 
with p-thalassemia. These nucleotides 
constitute the TATA box, which is an essential 
part of the promoter. Exon sequences are 
in capital letters, and the tran slati on start 
codon is in green. (6) A variant of the major 
a-globin gene HBA2 (Hb Constant Spring) 
has aTAA~CAA substitution at th e normal 
stop codon. The resulting protein has 31 
additional amino acids (shown in recl), but 
it is unstable and so causes a-thalassemia. 
The sequence of exon 3 of the gene is shown 
here. 

http:Flgu.nall.17
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Tandem repeats within coding sequences are not normally polymorphic, but 
m ay be liable to pathogenic mutations because of polymerase stutter. Somatic 
mutations of this type are a major cause of disease in people with defects in the 
post-replicative mismatch repair system (see Chapter 17). Expanded polyalanine 
runs in certain proteins are responsible for several inherited diseases. Examples 
include the PHOX2B protein in people with congenital central hypoventiIation 
syndrome (OMIM 209880) and the HOXDI3 protein in patients with synpolydac
tyly I (OMIM 186000). These variants presumably originated through polymer
ase stutter, but within a family they are stably transmitted, just like any other 
STRP aUele. In at least some cases, th e expand ed alanine run interferes wi th cor
rect localization of the protein with in the ceU. 

Dynamic mutations: a special class of pathogenic microsatellite variants 
So-caUed dynamic mutations are STRPs that, above a certain size, become 
intensely unstable. The molecular causes are not weU wlderstood, but they may 
be a consequence of the way in which, wh en DNA is replicated, one strand (the 
lagging strand) is synthesized as a se ries of discontinuous fragments-the Okazaki 
fragme nts (see Chapter I ). A special endonuclease, FENI , cuts off the overhangs 
in overlapping Okazaki fragments. One proposed mechanism for repeat expan
sion is that FENI fails to make the CUIS, and overlapping fragments end up being 
joined end-to-end. Repeats up to a certain size are stable, and it may be signifi 
cant that, in most cases, the threshold of instability occurs wh en the repeat 
sequence reaches the typical size of an Okazaki fragment. Not all dynamic muta
lio ns are pathogenic, but several are (Table 13_1). Others are responsible for the 
nonpathogenic fragile sites seen by cytogeneticists when ceUs of some people are 
subj ected to replicative stress (see Figure 13.5). For example the FRAI6A fragile 
site on chromosome 16 is due to an expand ed (CCG)" repeat, whereas FRA16Bon 
th e same chromosome is caused by an expanded 33 bp minisateIlite. 

The diseases in Table 13.1 are heterogeneous in many respects. There are 
differe nt-size d repeat units, different degrees of expansion, different locations 
with respect to the affected gene, and different pathogenic mechanisms. Within 
these, the polyglutamine diseases fo rm a weU-defined group, of which Huntington 
disease (HD; OMIM 143100) is the prototype. In these conditions, modest expan
sions of a (CAG)n repeat in the coding sequence of a gene lead to an expanded 
polyglutamine run in the encoded protein (Figure 13,19C). This, in turn, predis
poses the protein to form intracellular aggregates that are toxic to ceUs, especial ly 
neurons (B .. x 13.4). The result is a progressive late-onset neuro degenerative 
disease. 

Other dynamic mutations affect gene sequences outside coding regions, and 
may involve much larger expansions. The expanded tandem repeat may be in the 
promoter, in the 5' or 3' untranslated region, or in an intron. Usually the effect is 
to prevent expression of the gene (Figure 13. 19A), and the pathology comes from 
the resulting lack of gene function. When th is occurs, the same disease can some
times be caused by other loss-of-function mutations in the same gene. In myo
to nic dystrophy 1 (DM1 ; OMIM 160900) the mechanism is quite different. There 
is a gain of function involving a toxic mRNA. A massively expanded (CTG)" run in 
the 3' untranslated region ofthe DMPK gene produces an mRNA that sequesters 
CUG-binding proteins in the nucleus. These are required for correct splicing of 
the primary transcripts of several unrelated genes, which therefore no longer 
fun ction correctly. The result is a mul tisystem disease whose features bear no 
relation to the function ofthe DMPKgene product, a protein kinase, which is still 
produced in normal quantities. No other mutations in the DMPK gene produce 
myotonic dystrophy, but a very similar cli nical disease (DMZ; OMIM 116955) can 
be caused by massive expansion of a (CCTG)n sequence in the completely unre
lated ZNF9 gene. 
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Fig".... ' 3.18 Variations in an intron of the 
CFTR gene affect the efficiency of splicing. 
Near the 3' end of int ron 8 (lower-ca se 
letters) are variable -length {TG)n (green) and 
Tn (red) sequences. Alleles with the 5T and 
{TG)o variants mis-splice a high proportion 
of transcripts at the nearby acceptor splice 
site, and so they produce only a low leve l 
of functioning CFTR protein. 6y themsel ves 
these changes are not pathogenic. but if that 
gene copy also contains a coding variant 
such as p.R11 7H that lowers the activity of 

the intact pro tein, the combined result of 
low pro tein level and low protein function 

makes it a pathogenic CF allele. Note that 
in the cystic fibrosis literature, for historic 
reasons, this intron/ exon pai r is usually 
called intron 8/ exon 9, bu t in the genome 
databases they are intran 9/exon 10. 
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TABLE 13.1 DISEASES CAUSED BY UNSTABLE EXPANDING NUCLEOTIDE REPEATS 

Disease OMIM 
no. 

Mode of 
inheritancea 

Nameand 
location of gene 

Location of repeat 
within gene 

Repeat 
sequence 

Stable 
repeat no. 

Unstable 
repeat no. 

1. VERY LARGE EXPANSIONS OF REPEATS OUTSIDE CODING SEQUENCE 

Fragile-X site A (FRAXA) 309550 X FMRI Xq 27.3 5' untranslated 
region 

(CGG), 6-54 200-1000+ 

Fragile-X site E (FRAXE) 309548 X FMR2 Xq28 5' untransla ted 
reg ion 

(CCGI, 4- 39 200- 900 

Friedreich ataxia (FRDA) 229300 AR FXN9q13 intran 1 (GAA)n 6- 32 200- 1700 

Myotonic dystrophy 1 (DM1) 160900 AD DMPK19q13 3' untranslated 
reg ion 

(CTG)n 5- 37 50-10,000 

Myotonic dystrophy 2 (DM2) 602668 AD ZNF93q21.3 intran 1 (CCTG)n 10-26 75- 11,000 

Spinocerebel lar ataxia 10 (SeA10) 603516 AD ATXN1022q 13.31 intran 9 (ATTCT)n 10-20 500-4500 

Myoclonic epilepsy of Unverricht 
and Lundborg 

254800 AR CSTB 21 q22.3 promoter (CCCCGC 
CCCGCG), 

2-3 40-80 

2. MODEST EXPANSIONS OF CAG REPEATS WITHIN CODING SEQUENCES 

Huntington disease (HO) 143100 AD HD 4p16.3 coding (CAG)1l 6- 34 36- 100+ 

Kennedy disease (SBMA) 313200 X ARXq12 coding (CAGI, 9- 35 38-62 

Spinocerebellar ataxia 1 (SeAl) 164400 AD ATXN16p23 coding (CAGI, 6- 38 39- 82 

Spinocerebellar ataxia 2 (SeA2) 183090 AD ATXN212q24 coding (CAG), 15-24 32- 200 

Machado-Joseph disease (SeA3) 109150 AD ATXN3 14q32.1 coding (CAGI, 13 36 61-84 

Spinocerebellar ataxia 6 (SCA6) 183086 AD CACNA1A 19p13 coding (CAGI, 4- 17 21-33 

Spinocerebellar ataxia 7 (SeAl) 164500 AD ATXN73p14.1 cod ing (CAGI, 4-35 37-306 

Spinocerebellar ataxia 17 (SeA 17) 607136 AD TBP 6q27 coding (CAG), 25-42 47-63 

Den tato ru bra I-paI lidol uysia n 
atrophy (DRPLAI 

125370 AD DRPLA 12p13.31 cod ing (CAG)n 7-34 49-88 

3. OTHER DYNAMIC EXPANSIONS 

Spinocerebellar ataxia 8 (SCAB) 608768 AD ? 13q21 untranslated RNA (CTGI, 16 34 74+ 

Spinocerebellar ataxia 12 (SeA 12) 604326 AD PPP2R285q32 promoter (CAG}n 7-45 55- 78 

Huntington disease-like 2 (HOl 2) 606438 AD JPH3 16q24.3 variably spliced 
exon 

(CTGI, 7- 28 66- 78 

aModes of inheritance: X, X-linked; AD, autosomal dominant; AR, autosomal recessive. 

A hallmark of diseases caused by dynamic repeats is anticipation-in succes
sive generations the age of onset is lower andlor the severity worse because of 
successive expansions of the repeat. See Chapter 3 for a cautionary note about 
the way in which biases in the way in which family members are ascertained can 
produce a spurious appearance of anticipation. In some cases, the threshold for 
instability is lower than the threshold for pathogenic effects, In these cases inter
mediate-sized nonpathogenic but unstable premutation alleles are seen that 
readily expand to full mutation alleles when transmitted to a child (e.g. FRAXA 
repeats of 50-200 units in fragile X syndrome; OMIM 300624). In other cases, alle
les below the pathogenic threshold only very occasionally expand (e.g. HD alleles 
with 29-35 repeats). In some cases, there is a sex effect such that large expansions 
are mainly seen in alleles inherited from a parent of one sex (the father in HD, the 
mother in myotonic dystrophy). These reflect a differential survival of gametes 
carrying large expansions, not an inherent tendency to expand in one sex rather 
than the other. 
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IA) 	 FlgufI!I13.19 Three mechanisms bywhkhL )( )no transcription dynamic mutations may be pathogenic. 
axon 1 (Al In fragile X syndrome, the expanded - II 

,/1~ I I 	 repeat in the 5' untranslated region (UTR) 
of the gene triggers methylation of the 

in 5' UTR promoter and prevents transcription. (B) In 
myotonic dystrophy, the expanded repeat in 

(CGG)" 

(8) t ranscription CUG repeat in mRNA the 3' untranslated region causes the mRNA 
) sequesters CUG-binding t ranscript to sequester splicing factors in the 

exon 15 splicing factors exon 14 cell nucleus. preventing the correct spliCing 
// of several unrelated genes. (C) In Hunt ington 

disease, the gene containing the expanded ~~ 
in 3' UTR 	 repeat is transcribed and translated as 

normal, but the protein product has an
IC) 


~------» transcription protein product is 
 expanded polyglutamine tract that renders 

exon 1 toxic to neurons it toxic. Expanded repeats are shown in red, 
and coding regions in dark blue. i'l ===== 

~~ 
in coding sequence 

Comparisons of repeat sizes in parent and child are hard to interpret mecha
nistically because they may reflect the mitotic or meiotic instability of the repeat 
in the parental germ line 01; alternatively, the ability of gametes to transmit large 
repeats. Moreover, repeat sizes are usually studied in DNA extracted from periph
eral blood lymphocytes, and if there is mitotic instability the lymphocytes may 
have very different repeat sizes from those in sperm or egg, or in the tissues 
involved in the disease pathology. Some repeats are unstable somatically, and so 
give a smeared band when blood DNA is analyzed by electrophoresis. Others are 
W1stable between parent and child but stable in mitosis, and so blood DNA gives 
a sharp band, but of different sizes in parent and child. 

Variants that affect dosage of one or more genes may be 
pathogenic 
The pathogenic potential of abnormal gene dosage has long been appreciated 
because of the severe phenotypes produced by chromosomal trisomies. 
Nevertheless, only a minority of genes are sensitive to dosage. If a condition is 
recessive, that means that heterozygoteS are phenotypically normal despite hav
ing only a single fW1ctional copy of the gene in question. For such genes, dosage 
evidently does not matter. The recent discovery of abundant and large-scale vari
ations in copy number between apparently normal people reinforces tlle mes
sage that not all variants in copy number are harmful. 

Chromosomal trisomies probably owe their characteristic phenotypes to just 
a few dosage-sensitive genes. For example, the characteristic features of Down 
syndrome are thought to be due largely to dosage effects of just two genes, DSCRI 
and DYRKIA. It is to be expected that more genes would produce phenotypic 
effects at half dosage than at 1.5-fold increased dosage. Thus, large deletions or 
monosomy of a whole chromosome are less well tolerated than duplications or 
trisomy in human development. 

BOX 1],4 DISEASES CAUSED BY ABNORMAL PROTEIN AGGREGATION 

The formation of protein aggregates is now recognized as a common it seems that a conformational change can propagate th rough a 
feature of several adult-onset neurological diseases. These include the population of protein molecules. converting them from a stable native 
polyglutamine diseases of wh ich Huntington disea se is the prototype, conformation into a new form with different properties, in a process 
Alzheimer disease, Parkinson disease, Creutzfeldt- Jakob disease, and that Is perhaps analogous to crystallization. 
the heterogeneous group known as amylo idoses. The behavior of pr ion proteins in diseases such as Creutzfeldt 

Globular protein molecules resemble oil drops, with hydrophobic Jakob disease is the most striking example. Misfo lding might 

residues in the interior and polar groups on the outside. Correct start with a chance misfolding of a newly synthesized structurally 
folding is a critical and highly speCific process, and naturally occurring normal molecule (sporadic cases), a mutant sequence wi th a greater 
proteins are selected from among all possible polypeptide sequences propensity to misfold (a genetic disease), or a misfolded molecu le 
partly for their ability to fold correctly. Mutant proteins may be more somehow acquired from the environment (infectious cases). Thus, 

prone to misfolding. Misfolded molecules with exposed hydrophobic this final common pathway brings together a set of diseases with 

groups can aggregate with each other or with other proteins, and very disparate origins. This topic is reviewed by Hardy & Orr (see 
this is somehow toxic to cells and. in particular, neurons. Sometimes Further Reading). 

http:FlgufI!I13.19
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One common mechanism generating changes in gene dosage is non-allelic 
homologous recombination (NAHR). Segmental duplications (often defined as 
sequences 1 kb or longer witb 95% or greater sequence identity) may misalign 
when homologous chromosomes pair in meiosis. NAHR then produces deletions 
or duplications. The misaligned repeats have the same sequence but not the 
same chromosomal location, so recombination is homologous but the sequences 
are not alleles. Many (but by no means all) of the common nonpathogenic vari
ants in copy number seen in normal healtby people are generated by this mecha
nism. a-Thalassemia provides a good example ofNAHR producing a pathogenic 
variation in gene dosage. Most people have four copies oftbe a-globin gene (aa/ 
a.a) as a result of an ancient tandem duplication. As shown in Figure 13.20, NAHR 
between low-copy repeat sequences flanking the a-globin genes can produce 
chromosomes carrying more or fewer a-globin genes. Reduced copy numbers of 
a-globin genes produce successively more severe effects. People with tbree cop
ies (aa/a-) are healthy; those with two (whetber the phase is a- /a- or aa/--) 
suffer mild a-tbalassemia; those with only one gene (a-/- -) have severe disease; 
and lack of all a genes (- -/- -) causes lethal hydrops fetalis (fluid accumulation 
in the fetus). 

X-chromosome monosomy and trisomy are particularly interesting because 
X-inactivation (inactivation of all except one of the X chromosomes in a cell; see 
Chapter 3) ought to render them asymptomatic in somatic tissues. However, as 
noted in Chapter 11, a surprisingly large number of genes on tbe X chromosome 
escape inactivation. Some of these have a counterpart on the Ychromosome, but 
most do not. For those genes tbat escape X-inactivation but lack a Y-linked coun
terpart, normal females would have two functional copies and males only one. 
Turner (45,X) females would have the same single active copy as normal males
but perhaps in tbe context of female development, a single copy is not sufficient. 
The skeletal abnormalities of Turner syndrome are caused by haploinsufficiency 
for SHOX (50% of the normal gene product is not sufficient to produce a normal 
phenotype). This is a homeobox gene tbat is located in the Xp/Yp pseudoauto
somal region, and so is present in two copies in botb males and normal females. 

Below the level of conventional cytogenetic resolution but above the single 
gene level, pathogenic variations in copy number are classified as microdeletions 
or microduplications Cfable 13.2). Among tbese, three different molecular 
pathologies can be distinguished: 

• 	 Single gene syndromes, in which all the phenotypic effects are due to the 
deletion (or sometimes duplication) of a single gene. For example, Alagille 
syndrome (OMIM 118450) is seen in patients with a micro deletion at 20p11. 
However, 93% of Alagille patients have no deletion but instead are hetero
zygous for point mutations in tbeJAGl gene located at 20p12. The cause of the 
syndrome in all cases is a half dosage of the JAGI gene product. 

Contiguous gene syndromes are seen primarily in males vvith X-chromosome 
deletions (Figure 13.2lA). The classic case was a boy BB who had Duchenne 
muscular dystrophy (DMD; OMIM 310200), chronic granulomatous disease 
(CGD; OMIM 306400), and retinitis pigmentosa (OMIM 312600), together 
witb mental retardation. He had a chromosomal deletion inXp21 that removed 
a contiguous set of genes and incidentally provided investigators witb the 
means to clone the genes whose absence caused two of his diseases, DMD 
and CGD. Deletions ofthe tip ofXp are seen in anotber set of contiguous gene 
syndromes. Successively larger deletions remove more genes and add more 

disease fetalis 

Ftgure13.20 Deletions of a-globin genes 
in a-thalassemia. (Al Normal copies of 
chromosome 16 each carry two a.-globin 
genes (red) arranged in tandem. Repeat 
blocks flanking the genes (shown in gray 
and yellow) may misa\ign, allowing unequal 
crossover. The figure shows one of several 
such misaligned recombinations that can 
produce a chromosome carrying only one 
active a gene. Unequal crossovers between 
other repeats (not shown) can produce 
chromosomes carrying no functional a 
gene. Thus, the number of a-globin genes 
may vary in individuals from none to four or 
more. (B) The consequences become more 
severe as the number of a genes diminishes. 
See Weatherall et al. (Further Reading) for 
detail. 

http:Ftgure13.20
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TABLE 13.2 EXAMPLES OF SYNDROMES ASSOCIATED WITH CHROMOSOMAL MICRODELETIONS 

Syndrome OM1M no. location Type of genetic anomaly 

Wolf-Hirschhorn 194190 4pter segmental aneuploidy 

Cri-du-chat 123450 5pter segmenta l aneuploidy 

Wil liams- Beuren 194050 7ql1.23 segmenta l aneuploidy 

Langer-Giedan 150230 8q24 contiguous gene (TRPS 1, EXT7) 

WAGR 194072 llp13 contiguous gene (PAX6, WT7) 

Prader- Wi lli 176270 15ql1 - q13 segmental aneuploidy (lack of paternal copy) 

Angerman 105830 15qll - q13 single gene (lack of maternal UBE3A) 

Rubinstein-Taybi 180849 16p13.3 single gene (dosage of CBP) 

MiI!er-Dieker lissencephaly 247200 17pter contiguous gene (LIS 1, etc.) 

Smith-Magenis 182290 17pl1.2 segmental aneuploidy 

Alagille type 1 118450 20p12 single gene (dosage ofJAG 1) 

DiGeorgeNCFS 188400/192430 22q1 1.21 segmental aneuploidy 

Those syndromes caused by having only one functional copy of a single gene are often also seen in patients who do not have a microdeletion, but a 
point mutation in the gene. WAGR, Wilms tumor, aniridia, genital abnormalities, mental retardation; VCFS, velocardiofacial syndrome. 

diseases to the syndrome. Microdeletions are relatively frequent in some parts 

of the Xchromosome (such as Xp21 and proximal Xq) but are rare or unknown 

in others (such as Xp22.1-22.2 and Xq28). No doubt the deletion of certain 

individual genes, and visible deletions in gene-rich regions, would be lethal. 

Similar contiguous gene syndromes are much less common with auto somes 

because ofthe presence ofthe balancing normal chromosome (Figure 13.21B). 

Langer-Giedon syndrome (trichorhinophalangeal syndrome, type II; OMIM 

150230) is a rare example. 


Segmental aneuploidy syndromes are a special type of contiguous gene syn

drome that regularly recur with a well-recognized phenotype. Examples 

include Williams-Beuren (OMIM 194050), Prader-Willi (OMIM 176270), 

Angelman (OMIM 105830), Smith-Magenis (OMIM 182290), and DiGeorge/ 


(A) X map 

patient no. 

x, 

x, 

x, 

x, 

x, 

x, 

x, 

x, 

phenotype 
of patient: 

(8) autosomal map 

1 2 3 4 5 6 7 8 

111 


x, x, x, x, A, A, A, A, 
encompassing gene As, all show the same 

+ + + 
phenotype as patient 8, who is heterozygousx, x, x, 

l 
autosome, contiguous gene syndromes 

A,t are rare because of the balanCing effect of 

the second chromosome. In this example, T 1, 1, 
only gene As is dosage sensitive. Patients 

~ =;; 5-7, with different-sized deletions all 

i i ! ~ t j 
A,t II II 

A,t II II 1A . , 
~gUI""f! 13..11 X-linked and autosomalA, 
microdeletion syndromes. (A) On the 

X chromosome, male patients 1-3 showA, 
a nested series of contiguous gene 
syndromes, whereas patient 4 has a different 

contiguous gene syndrome. Deletion of"'+ gene Xl or Xs is lethal in males. (8) On theA,t 
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velocardiofacial (OMIM 1884001192430) syndromes (see Table 13.2). These 
syndromes all have deletions produced by NAHR between low-copy repeats 
that flank the region in question. NAHR will also produce duplications of 
these regions, although these may not be pathogenic. The example ofPrader
Willi and Angelman syndromes (see Figure 11.20, p. 367) happens ro involve 
an imprinted region, which complicates the phenotype, but the same mecha
nism produces the other syndromes ruentioned above. As with other contigu
ous gene syndromes, the phenotype usually depends on dosage effects of 
more than one gene and is not seeu in people with a point mutation in just 
one of the genes. Williams-Beuren syndrome is typical. Patients are hetero
zygous for a 1.5 Mb deletion on chromosome 7ql1.23 that removes about 20 
genes. Cases have been described who have smaller deletions, but no typical 
case has been found with just one gene deleted or mutated. 
Some other recognizable recurrent syndromes are produced by independent 

random terminal deletions of chromosomes in which a dosage-sensitive geue 
lies close to the telomere. Examples are the Wolf-Hirschhorn (OMIM 194190) and 
cri-du-chat (OM1M 123450) syndromes. In Miller-Dieker lissencephaly syn
drome (OMIM 247200), random terminal deletions of 17p can remove one or 
mOre dosage-sensitive genes, producing a contiguous deletion syndrome. 

13.4 MOLECULAR PATHOLOGY: UNDERSTANDING THE 
EFFECT OF VARIANTS 
For genetic counseling and pedigree analysis, alleles are usually simply desig
nated A and a, with the capital letterrepresenting the allele whose effect is domi
nant. That is the appropriate level of description for those purposes. However, for 
molecular pathology we need to look more closely. When we describe the geno
type of a cystic fibrosis carrier as Aa, what we mean by a is any CFIR gene 
sequence that is mutated so that it does not produce a functjoning chloride chan
nel. More than 1500 different such alleles have been described. Similarly, A means 
any sequence that functions sufficiently well not to cause disease-it does not 
have to be optimally functional, just good enough to avoid overt problems. The 
actual DNA sequence ofAalleles in unrelated people will uot necessarily be 100% 
ideutical. 

The biggest distinction in molecular pathology is between loss-of
function and gain-of-function changes 

For molecular pathology, the important thing is not the sequence of a mutant 
allele but its effect. Knowing the sequence of a mutant allele is importaut for 
genetic testing, but for molecular pathology we need to know what it does or does 
not do. A mutated gene might have all sorts of subtle effects on an organism, but 
a valuable first question to ask is whether it produces a loss or gain of functjon: 
• 	 1n loss-of-functjon mutations the product has reduced or no function . 
• 	 In gain-of-function mutatjons the product does something positively 

abnormal. 
Inevitably, some mutations cannot easily be classified as either loss or gain of 

function . Has a permanently open ion channel lost the function of closing or 
gaiued the function of inappropriate opening? A mutant gene product that inter
feres with the functjon of the remaining normal allele in a heterozygote has both 
lost its normal function and gained a novel harmful function. A mutation may 
change the balance between several different functions or products of a gene. 
Nevertheless, the distinction between loss of function and gain of function is the 
essential first tool for thinking about molecular pathology. 

The mode of inheritance provides a clue to the underlying molecular pathol
ogy. If there is a gain of function, the presence of a normal allele should not pre 
vent the mutant allele from behaving abnormally. The abnormal function would 
be seen in a heterozygous person, and so we would expect the phenotype to be 
dominant. For example, both Huntington disease and myotonic dystrophy are 
dominant. For loss-of-function phenotypes, the picture is less clear. For most 
gene products, the precise quantity is not crucial, and we can get by on half the 
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normal amount. Thus, most loss-of-function mutations produce recessive phe
notypes. For example, most inborn errors of metabolism are recessive. However, 
loss-of-function conditions may be dominant if there is haploinsufficiency or a 
dominant-negative effect, as described below. 

Allelic heterogeneity Is a common feature of loss-of-function 
phenotypes 

There are many ways of reducing or abolishing the function of a gene product. 
When a clinical phenorype results from the loss of function of a gene, we would 
expect any change that inactivates the gene product to produce the same clinical 
result. Gain of fun ction, in contrast, is a rather specific phenomenon. Probably 
only a very specific change in a gene can cause a gain of function. Thus, the degree 
of allelic heterogeneity is another strong, although far from infallible, pointer to 
the underlying molecular pathology. For example, among diseases caused by 
unstable trinucleo tide repeats (see Table 13.1), fragileX syndrome (OMIM 300624) 
and Friedreich ataxia (OMIM 229300) are occasionally caused by other rypes of 
mutation in their respective genes, pointing to a loss of function, whereas 
Huntington disease and myotonic dystrophy are never seen with any other rype 
of mutation, suggesting a gain of function. 

When a clinical phenotype results from the loss of function of a gene, we 
should be able to find point mutations that have the same effect as deletion or 
disruption of the gene. For example, the ataxia-telangiectasia mutated (ATM) 
gene on chromosome llq23 encodes a protein 3056 amino acids long that is 
involved in the detection of DNA damage. When damage is detected, ATM phos
phorylates downstream proteins, which sets the repair process in motion. Patients 
suffering from ataxia-telangiectasia are deficient in repairing DNA damage. 
Different patients show a wide variety of ATM gene mutations, mostly small 
frameshifring insertions or deletions, but also nonsense and splice site muta 
tions, some missense changes, and occasional large deletions (Figure 13.22). 
Clearly, the cause of ataxia-telangiectasia is a loss of function of both copies of 
the ATM gene. 

Loss-of-function mutations produce dominant phenotypes when 
there is haploinsufficiency 

As mentioned above, for most gene products the precise quantity is not crucial. 
Most loss-of-function mutations produce recessive phenotypes, meaning that a 
person who has only one functional gene copy wi ll be phenotypically normal . In 
some cases. however, 50% of the normal level is not sufficient for normal func 
tion. People heterozygous for a loss-of-function mutation show a phenorype, 
which is therefore inherited as a dominant trait.This is called haploinsufficiency. 
Waardenburg syndrome type 1 (OMIM 193500: hearing loss and pigmentary 
abnormalities) provides an example. As Figure 13.23 shows, causative mutations 
in the PAX3 gene include amino acid substi tutions, frameshifts, splicing muta 
tions, and, in some patients, complete deletion of the gene. Because all these 
events produce the same clinical result, its cause must be a loss of fun ction of 
PAX3. Nevertheless, Waardenburg syndrome is dominant, so this is an example of 
haploinsufficiency. Table 13_3 lists some other examples. 

• • figure 13.22The spectrum of mutations
•• .... . 	 • •. •~ • - .... .! •• ~ ••• - . . . .... 

in theATM gene in patients with ataxiaI II II 111111111 1111 Jill JI I11 JI IJ IUIlil 11111111 III II o telangiectasia. The great va riety of different
I •• I I • I I ·· 1;1' • I •• 	 mutations, most of which would truncate
1 10 20 30 40 50 60 
exon 	 the gene product. show that this recessive 

d isease is caused by loss of function of the 
truncating mutations: 	 non-truncating mutations: ATM gene. [Data reported in li A& Swift M 
• nonsense mutation • missense mutation (2000) Am.J. Med. Genet. 92, 170-177. With 
~ frameshi ft.ng insertion/ deletion ~ in-trame deletion permission from Wiley-liss, Inc., a subsidiary 
• splice sIte mutation of John Wiley & Sons, Inc.; and from Ensembl 
- deletions of all or parl of the gene andOMIM.J 

http:frameshift.ng
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truncating mut.a tions; 	 non-truncating mutatIons: 

• nonsense mutation 	 • missense mutation 

• frameshlfting insertion/deletion in·frame deletion 
_ splice site mutation 

- deletions of aU Of part of the gene 

One might reasonably ask why there should be haploinsufficiency for any 
gene product. Why has natural selection not managed things better? Jf a gene is 
expressed so that two copies make only a barely sufficient amount of product, 
selection for variants with higher levels of expression should lead to the evolution 
of a more robust organism, with no obvious price to be paid. The answer is that in 
most cases this has indeed happened-which is why relatively few genes are 
dosage-sensitive. There are a few cases in which a cell with only one working copy 
of a gene just cannot meet the demand for a gene product that is needed in large 
quantities. An example may be elastin. In people heterozygous for a deletion or 
loss-of-function mutation of the elastin gene, tissues that require only modest 
quantities of elastin (skin and lung, for example) are unaffected, but the aorta, 
where much more elastin is required, often shows an abnormality, supravalvular 
aortic stenosis (OMIM 185500) . However, certain gene functions are inherently 
dosage-sensitive. These include: 

• 	 gene products that are part of a quantitative signaling system whose function 
depends on partial or variable occupancy of a receptor or a DNA-binding site, 
for example; 

• 	 gene products that compete with each other to determine a developmental or 
metabolic switch; 

• 	 gene products that cooperate in interactions with fixed stoichiometry (such 
as the Ci.- and ~-globins or many structural proteins). 
In each case, the gene product is titrated against something else in the cell. 

What matters is not the correct absolute level of product, but the conect relative 
levels of interacting products. The effects are sensitive to changes in all the inter
acting partners; thus, these dominant conditions often show highly variable 
expression. Genes whose products act essentially alone, such as many soluble 
enzymes of metabolism, seldom show dosage effects. 

Flgur.13.23 loss-of-function mutations 
in the PAX3 gene in patients with type I 
Waardenburg syndrome. A wide range 
of both truncating and non-truncating 
mutations are seen, similar to the data for 
the ATM gene in Figure 13.2 1. Missense 
changes are concentrated in the two shaded 
areas that encode key functional DNA
binding domains (orange, paired domain; 
green, homeodomain) of the PAX3 protein. 
Although the disease is dominant, the data 
in the figure show that the cause must be 
a loss of function of the PAX3 gene. This is 
therefore an example of haploinsufficiency. 

TABLE 13.3 EXAMPLES OF PHENOTYPES PROBABLY CAUSED BY 
HAPlOINSUFFICIENCY 

Cond ition OM1M no. 

Ala gille syndrom e type 1 118450 

Multiple exostoses type 1 133700 

Tomaculous neu ropathy 162500 

Supravalvular aortic stenosis 185500 

Trichorhinophalangeal syndrome type 1 190350 

Genell 

JAGl 

EXT! 

PMP22 

ELN 

TRPSl 

IIlndividuals with a single loss-of-function allele are affected, because the output of a single 
functional allele is insufficient for normal functioning or development. 

http:Flgur.13.23
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Dominant-negative effects occur when a mutated gene product 
Interferes with the function of the normal product 
Dominant-negative effects provide another reason why some loss-of-function 
mutations produce dominant phenotypes. Dominant-negative effects are seen 
only in heterozygotes, where they cause more severe effects than simple null al
leles of the same gene. A person heterozygous for a null mutation in a gene will 
still have 50% of the normal level of function, because they still have one nor
mally functioning allele. But if the product of the mutant allele is not only non
functional in itself but also interferes with the function of the remaining normal 
allele, th ere will be less than 50% residual function. The mechanism of nonsense
mediated decay (see p. 418) probably evolved as a protection against possible 
dominant-negative effects of abnormal truncated proteins: it may be better to 
have no produ ct fro m a mutant gene th an to have an abnormal product. Proteins 
that build multimeric structu res are particularly vulnerable to dominant-nega
tive effects. Collagens provide a cl assic example. 

Fibrillar collagens, the major structural proteins of connective tissue, are built 
of triple helices of polypeptide chains, sometimes homotrimers, sometimes het
erotrimers, th at are assembled into close-packed crosslinked arrays to form rigid 
fibrils. In newly synthesized polypeptide chains (preprocollagen), N- and 
C-terminal propeptides fl ank a regular repeating sequence (Gly-X-Y)n, where X 
and Yare vari able amino acids, at least one of which is often proline. Three pre
pro collagen chains associate and wind into a triple helix under control of the 
C-terminal pro peptide. After formation of the triple helix, the N- and C-terminal 
propeptides are cleaved off. Mutations that replace glycine with any other amino 
acid usually have strong dominant-negative effects because they disrupt the tight 
packing of the tr iple helix. Misse nse mutations in type 1 collagen are responsible 
for the most severe forms of brittle bone disease (osteogenesis imperfecta type 
IIA; OMIM 166210) because of these dominant-negative effects. [n heterozygotes 
the mutant collagen polypeptides associate with normal chains but then disrupt 
formation of the triple helix. This can reduce the yield of functional collagen to 
well below 50%. Null mutations in the same gene might be expected to produce 
more severe effects, but in fact the disease is milder. The simple absence of some 
collagen is less disruptive than the presence of abnormal chains (Figure 13.24). 
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Figure l3.24 Dominant-negative effects 
of collagen gene mutations. Collagen fibrils 
are built of crosslinked arrays of triple-helical 
procollagen units. The type I procollagen 
comprises two chains encoded by the 
COL IA I gene and one encoded by COL l A2. 
In the triple helix, each polypeptide chain 
consists of repeating units, (Gly-X-Y)n. ln 
osteogenesis imperfecta type IIA (01; OMIM 
166210). mutations that replace glycine with 
any other amino acid usually have strong 
dominant-negative effects because they 
disrupt the packing. The helix is assembled 
starting at the C-terminus, and substitutions 
of glycines close to that end have a more 
severe effect than substitutions nearer the 
N-terminus. Null mutations in either g ene 
result in fewer but otherwise normal triple 
helices forming (simple ha ploinsu fficiency) 
and a less severe cl inical phenotype. 
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Non-structural proteins that dimerize or oligomerize also show domin ant
negarive effects. For example, transcription factors of the bHLH-Zip family bind 
DNA as dimers. Mutants that cannot dimerize often cause recessive phenotypes, 
but mutants that are able to sequester functioning molecules into inactive dim
ers give dominant phenotypes. The ion channels in cell membranes provide 
another example of multimeric structures that are sensitive to dominant
negative effects. Connexin 26 provides an example. Six molecules of the connexin 
26 protein asso ciate to form a connexon, one half of a gap junction that allows 
small ions to move between cells. Figure 13.1 5 showed an example of a null muta
tion in the gene that encodes connexin 26. People homozygous for this mutation 
cannot make connexin 26; they lack functioning gap junctions in their inner ears, 
potassium ions cannot recirculate as they should, and the patients are deaf. 
Heterozygotes are entirely phenotypically normal (this is a problem if you wish to 
identify couples at risk of having deaf children). However, certain missense muta
tions produce structurally abnormal connexin 26 molecules. These disrupt the 
function of connexons. even if some of the six connexin molecules are normal; 
heterozygotes have hearing loss and the phenotype is dominant. 

Gain-of-function mutations often affect the way in which a gene 
or its product reacts to regulatory signals 

A mutation is unlikely to give a gene product a radically new function. The only 
mechanism that reliably generates novel gains of function is when a chromo
somal rearrangement creates a novel chimeric gene by joining exons of two dif
ferent genes. Exon shuffling of this type has been important in evolution, but not 
in inherited disease. The chromosomal translocations or inversions that produce 
these chimeric genes can propagate through successive mitotic divisions, when 
each chromosome behaves independently. However, in meiosis homologous 
chromosomes pair and recombine. As we saw in Chapter 2, pairing in carriers 
of chromosomal rearrangements involves complicated chromosomal conforma
tions that can result in mis-segregation; in some cases, recombination will pro
duce duplications and deletions. As a result, chimeric genes are often seen in 
rumors, which depend only on mitosis-many examples are described in Chapter 
17-but not in inherited conditions, in which th ey would have to pass through 
meiosis. The evolutionarily successful examples must be rare exceptions to this. 

Ratherthan producing a radically new function, most gain-of-function muta
tions affect the way in which a gene or its product reacts to regula tory signals. The 
mutated gene or its product may be unable to respond to negative regulatory 
signals. The gene may be expressed at the wrong tim e, in the wrong tissue, at the 
wrong level, or in response to the wrong signal. The product may sbow an abnor
mal and pathogenic interaction with other cellular components. Thble 13.4 lists 
some examples of ways in which a gene product can show a gain of function. A 
rare case of an inherited point mutation conferring a novel function on a protein 
is the Pittsburgh allele at the PIlocus (OMIM 107400; Plgure \3.25). An amino 

TABLE 13.4 MECHANISMS Of GAIN-Of-fUNCTION MUTATIONS 

Malfunction Gene OM1M no. Disease Comments 

Overexpression NROB7 300078 male-to-female sex reversal gene du plications cau.se overexpression and sex reversa l 

Acqu ire new 
substrate 

PI (Pitts burgh allele) 107400 lethal bleeding disorder a rare gain-of-function allele of the Ctl -antitrypsin gene 
(Figure 13.25) 

Ion channel open 
inappropriately 

SCN4A 168300 paramyotonia congenita 
of von Eulenburg 

specific mutations in this sodium channel gene delay 
closing 

Protein aggregation HD 143100 Huntington disease proteins with expanded polygl utamine runs form toxic 
aggregates 

Receptor 
permanently on 

GNAS7 174800 McCune-Albright disease somatic mutations only; constitutiona l form would 
probably be lethal 

Chimeric gene BCR-ABL 151410 ch ronic myeloid leukemia somatic mutations only 
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acid substitution in the active site converts an elastase inhibitor into a novel, 
constitutively active, antithrombin, resulting in a lethal bleeding disorder. 

Diseases caused by gain of function of G-protein-coupled hormone 
receptors 
The G-protein-coupled hormone receptors provide good examples of activating 
mutations. Many hormones exert their effects on target cells by binding to the 
extracellular domains of transmembrane receptors. Binding of ligand to the 
receptor causes the cytoplasmic tail of the receptor to catalyze the conversion of 
an inactive (GDP-bound) G- protein into an active (GTP-bound) form, and this 
relays the signal furth er by stimulating ion channels or enzymes such as adenylyl 
cyclase. Some mutant receptors are constitutionally active: they fire (signal to 
downstream effectors) even in th e absence of ligand: 
• 	 Familial male precocious puberty (OMIM 176410: onset of puberty by age 4 

years in affected boys) is found with a constitutively active luteinizing hor
mone receptor. 

• 	 Autosomal dominant thyroid hyperplasia can be caused by an activating 
mutation in the thyroid-stimulating hormone receptor (see OM[M 275200). 

• 	 The bone disorder Jansen metaphyseal chondrodystrophy (OM[M 156400) 
can be caused by a constitutionally active pa rathyroid hormone receptor. 

Allelic homogeneity is not always due to a gain of function 

We stated above that allelic heterogeneity is normally a hallmark of loss-of
function phenotypes. However, it is not safe to assume that any condition that 
shows allelic homogeneity is caused by a gain of function. There are other possi
ble explanations: 

• 	 In some diseases, the phenotype is very directly related to the gene product 
itself, rather than being a more remote consequence of the genetic change. 
The disease may then be defined in terms of a particular variant product, as in 
sickle-cell anemia. 
Some specific molecular mechanism may make a certain sequence change in 
a gene much more likely than any other change-for example the (eGG)" 
expansion in fragile X syndrome. 

• 	 There may be a founder effect. For example, certain disease mutations are 
common among Ashkenazi Jews. Present-day Ashkenazi Jews are descended 
from a fairly small number of founders. [f one of those founders carried a 
recessive allele, it may be found at high frequency in the present Ashkenazi 
population. 

• 	 Selection favoring heterozygoteS enhances found er effects and often results 
in one or a few specific mutations being common in a populatjon. 

Loss-of-function and galn-of-function mutations In the same gene 
will cause different phenotypes 

We began this section on molecular pathology by emphasizing the distinction 
between loss-of-fu nction and gain-or-function mutations. However, it is possible 
to see both types of mutation in the same gene. When this happens, the resulting 
phenotypes are often very different. 

As described above, loss-of-function mutations in the PAX3 gene cause the 
developmental abnormality Waardenburg syndrome type 1 (see Figure 13.23). A 
totally different phenotype is seen when an acquired chromosomal translocation 
creates a novel chimeric gene by fusing PAX3to another transcription factor gene, 
FKHR, in a somatic cell. The gain of function of this hybrid transcription facto r 
causes the development of a tumor, alveolar rhabdomyosarcoma (OMIM 
268220). 

Another striking example concerns the RET gene. RET encodes a transmem
brane receptor tyrosine kinase. Binding of ligand (glial cell line-derived neuro
trophic factor, or GDNF) to the extracellular domain induces dimerization of the 
receptors. This activates tyrosine kinase modules in the cytoplasmic domain of 
the receptors, which then transmit the signal into the celi (see Figure 4.15, p. 110). 
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FIgure 13.25 A mutation causing the 
a,-antitrypsln molecule to gain a novel 
function. (X, -Antitrypsin is an inactivator of 
specific proteases. The protea5e cleaves the 
peptide bond between residues 358 and 359 
in the (X ,-antitrypsin molecule. As a result, 
the two residues (shown as green balls) 
sp ring 65 Aapart. as shown by the arrOW5 
here. The conformationa l change tra p5 and 
inactivates the protease. In the wild-type 

allele, reSidues 358 and 359 are methionine 
and se rine, respectively. This creates a 
sub5trate for elastase; thus, the wild-type 
(X,-antitrypsin functions as an anti-elastase 
agent. In the Pittsburgh va riant a missense 
mutation, p.M356R. replaces the methionine 
with arginine. The structu re, and the effect 
of cleavage of the peptide bond between 
residues 358 and 359, are unaltered, but 
now the specificity is for thrombin rather 
than elastase. Thus, the Pittsburgh varia nt 
has no anti-elilstase activity, but has become 
a powerful antithrombin agent. The result 
is illethal bleeding disorder. Orilnge ilnd 
blue mark the parts of the (X,-antitrypsin 
molecule N-termina l and (-terminal of 
the cleavage site; carbohydrate reSidues 
are shown in gray. [Image 53000427 from 
University of Geneva ExPA5y mOlecular 
biology Web server, httpJlwww.expasy.chl] 
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A variety of loss-of-function mutations in the REF gene are one cause of 
Hirschsprung disease (OMIM 142623; absence of enteric ganglia in the bowel). 
These include frameshifts, nonsense mutations, and amino acid substitutjons 
that interfere with the post-translational maturation of the RET protein. Certain 
very specific missense mutations in the RETgene are seen in a totally different set 
of diseases, familial medullary thyroid carcinoma (OMIM 155240) and the related 
but more extensive multiple endocrine neoplasia type II (OMIM 162300 and 
171400). These are gain-of-function mutations, producing receptor molecules 
that react excessively to ligand or are constitutively active and dimerize even in 
the absence ofligand. Curiously, some people with missense mutations affect ing 
cysteines 618 or 620, which are important for receptor dimerization, suffer from 
both thyroid cancer and Hirschsprung disease-simultaneous loss and gain of 
function. This reminds us that loss of function and gain of function are not always 
simple scalar quantities: mutations may have different effects in the different cell 
types in which a gene is expressed. 

Table 13.5 lists several cases in which loss-of-function and gain-of-function 
mutations in a single gene result in different diseases. Usually, the gain -of
function mutant produces a qualitatively abnormal protein, but simple dosage 
effects can occasionally be pathogenic in both directions: increased and decreased 
gene dosage are both pathogenic but cause different diseases. The peripheral 
myelin protein gene PMP22 is an example. Unequal crossovers between repeat 
sequences on chromosome 17p11 create duplications or deletions of a 1.5 Mb 
region that contains the PMP22 gene (Figure 13.26). Heterozygous carriers of the 
deletion or duplication have one copy or three copies, respectively, of this gene. 
People who have only a single copy sufferfrom hereditary neuropathy with pres
sure palsies or tomaculous neuropathy (OMIM 162500), whereas people with 
three copies have a clinically different neuropathy, Charcot- Marie-Tooth disease 
1A (CMTlA; OMIM 118220). These two diseases can also be caused by point 
mutations in the PMP22 gene. Regardless of the molecular event, the cause of the 
pathology is changed activity of that one gene. 

TABLE 13,S EXAMPLES Of GENES IN WHICH LOSS-Of-fUNCTION AND 
GAIN-of-fUNCTION MUTATIONS CAUSE DIFfERENT DISEASES 

Gene Location loss (-) or Diseases Symbol OMIM 
gain(+) no. 

PAX3 2q35 Waardenburg syndrome type 1 W51 193500 

+ Alveolar rhabdomyosarcoma RM52 268220 

RET lOqt 1.2 + Multiple endocrine neoplasia MEN2A 17 1400 
type IIA 

+ Multiple endocrine neoplasia MEN2B 162300 
type liB 

+ Familial medullary thyroid FMTC 155240 
carcinoma 

Hirschsprung disease HSCR 142623 

PMP22 17pll .2 Charcot-Marie-Tooth CMT1A 118220 
neuropathy type 1 A 

+ Tomaculous neuropathy HNPP 162500 

GNASI 20q 13.2 Albright hereditary PHP1A 103580 
osteodystrophy 

+ MCCune-Albright syndrome MAS 174800 

AR Xq12 Testicular feminization TFM 300068 
syndrome 

+ Spinobulbar muscular atrophy SBMA 313200 
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Figure 13.26 Increased or decreasednon-allelic homologous recombination 
between flanking repeats gene dosage of the PMP22 gene are both 

pathogenic but cause different diseases. 

:y.: Unequal crossovers between flanking -- repeats (yellow boxes) generate duplications 

~--"-
1 

heterozygous for 
duplication deletion 

heterozygous for 1.5 Mb 
point mutations 

activating-point mutation loss-of-function -

point mutation 

Charcot-Marie-Tooth disease tornaculous neuropathy 
(CM11A) (HNPP) 

13.5 THE QUEST FOR GENOTYPE- PHENOTYPE 
CORRELATIONS 
Given the complexity of genetic interactions, it is not surprising that molecular 
pathology is a very imperfect science. The greatest successes so far have been in 
understanding cancer and hemoglobinopathies: for cancer, the phenotype to be 
explained- uncontrolled cell proliferation-is relatively simple, whereas hemo· 
globinopathies are a very direct result of abnormalities in an abundant and read· 
ily accessible protein. For most genetic diseases, the clinical features are the end 
result of a long chain of causation, and the holy grail of molecular pathology, 
genotype-phenotype correlation, will always be elusive. In reality even simple 
Mendelian diseases are not simple at all. The reviews on this topic by Scriver & 
Waters and byWeatherall are strongly recommended further reading. 

The phenotypic effect of loss-of-function mutations depends on 
the residual level of gene function 
DNA sequence changes can cause varying degrees of loss of function. Many 
amino acid substitutions have little or no effect, whereas some mutations totally 
abolish the fun ction. A mutation may be present in one or both copies of a gene. 
People with autosomal recessive conditions are often compound heterozy
gotes- that is, they have different mutations in each allele. If both mutations 
cause a loss of function, but to differing degrees, the least severe allele will dictate 
the level of residual function. Figure 13.27 represents four possible relations 
between the level of residual gene function and the clinical phenotype. Somebody 
heterozygous for a normal allele and one that is completely nonfunctional will 
have a 50% overall level of residual function. The result could be either a recessive 
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or deletions of a 1.5 Mb region containing 
the PMP22 gene (blue box). Duplication 
causes Charcot- Marie-Tooth disease; 
deletion causes tomaculous neuropathy. 
The same two diseases can result from point 
mutations that either increase the activity of 
the PMP22 gene or inactivate it. 

Flgu~ 13.27 Four possible relationships 
between loss of gene function and 
clinical phenotype. The bars show the 
overall level offunction produced by the 
combined effects of two alleles of the gene. 
(A) Thi s condition, with 50% of residual gene 
function causing no effect, will be a Simple 
recessive. (8) This condition will be dominant 
because of haploinsufficiency; loss of 50% of 
gene function causes the disease. 
(Cl This condition is recessive, but the 
severity depends on the level of residual 
function, so that there is a genotype
phenotype correlation. (D) If the clinical 
consequences are very different, depending 
on the degree of residual function, the 
results may be described as different 
syndromes (A and A + B). and they may 

100 50 o have di fferent modes of inheritance, as here. 
level of residual gene function (%) Spec ific examples are discussed in the text. 
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TABLE 13.6 CONSEQUENCES OF DECREASING FUNCTION OF HYPOXANTHINE 
GUANINE PHOSPHORIBOSYL TRANSFERASE 

HPRT activity (% of Phenotype 
normal) 

>60 no disease 

8-60 gout; no neurological problems (Kelley- Seegmiller syndrome) 

1.6- 8 gout plus variable neurological sig ns (clumsiness, choreoathetosi s); 
normal intelligence 

1.4-- 1.6 Lesch- Nyhan syndrome, but with normal intelligence 

< 1.4 Lesch- Nyhan synd rome (OMIM 300322): spasticity, choreoathetosis, 
self-mutilation, menta l re tardation 

HPRT is an X-linked gene (OMIM 308000); the phenotype in malesdirectly renects the activity of 

their single HPRT gene. 


(Figure 13.27A) or a dominant (Figure 13.27B) condition, depending on whether 
50% activity is sufficient for normal funct ion. 

Mutations in the X-linked dystrophin gene provide an example of the situa
tion shown in Figure 13.27C, in which the severity of disease correlates well with 
the extent of residual activity. Complete loss of gene function in affe cted males 
causes the severe Duchenne muscular dystrophy (DMD; OMIM 310200), whereas 
a smaller degree of loss causes a similar but milder condition, Becker muscular 
dystrophy (BMD; OMIM 300376). Despite their different names, both have the 
same cause and the same pathology; they differ only in severity. The reason for 
the difference was shown in Figure 13.16. Mutations in the X-linked hypoxan
thine guanine phosphor ibosyl transferase (HPR1) gene show a similar but clini
cally more marked series (Table 13.6). Thus, in these cases there is a clear 
genotype-phenotype correlation. 

Sometimes different amo unts of residual gene function can give rise to differ
ent clinical conditions that may even have different modes of inheritance (Figure 
l3.27D), for example: 
• 	 Mutations in the DTDSTsulfate transporter gene that cause different degrees 

of loss of function cause autosomal recessive skeletal dysplasias that have 
been given different names depending on the severity: diastrophic dysplasia 
(OMIM 226600), multiple epiphyseal dysplasia 4 (OMIM 226900), atelosteo
genesis 11 (OMIM 256050)' and achondrogenesis type IB (OMIM 600972). 
Extracellular matrix is rich in sulfated proteoglycans such as heparan sulfate 
and chon-droitin sulfate, and defects in sulfate transport interfere with skel
etal development. 

• 	 Simple loss-of-function mutations in the KVLQTl K+ channel have no effect in 
heterozygotes. However, a dominant-negative mutation in the same gene 
reduces the overall function to about 20% of normal and produces the domi
nandy inherited Romano- Ward syndrome (OMIM 192500: cardiac arrhyth
mia). Total loss of function in people homozygous for loss-of-function muta 
tions causes the more severe recessive Jervell and Lange- Nielsen syndrome 
(OMIM 220400: heart problems and hearing loss). 

In the COLlAl or COLlA2genes that encode type I collagen, mutations in the 

same gene can produce two or more dominant conditions, dle milder one 

by simple haploinsufficiency, and more severe forms through dominant

negative effects (see Figure 13.24). 


Genotype- phenotype correlations are especially poor for 
conditions caused by mitochondrial mutations 
Mutations in the mitochondrial DNA have ra ther unpredictable effects, both in 
terms of whether or not dleywill make somebody ill, and in terms of what disease 
they will cause. A given mtDNA sequence change may be seen in patients with 
several different diseases, and patients with the same mitochondrial disease may 
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have different mutations in their mtDNA. In addi tion, because cells contain 
thousands of mtDNA molecules, they can be homoplasmic (every mtDNA mole
cule is the same) or hereropiasmic (a mixed population of normal and mutant 
mitochondrial DNA). Unlike mosaicism, heteroplasmy can be transmitted from 
mother to child through a heteroplasmic egg. Egg cells contain more than 100,000 
mitochondtia, so every child of an affected mother will inherit at least some of 
her mutant mitochondria even if the mother is heteroplasmic. However, mito
chond rial diseases often show very reduced penetrance (see Figure 3.10, p. 68). 

Leber hereditary optic neuropathy (OMIM 535000: sudden irreversible loss of 
vision) illustrates some of the problems. Eighteen different point mutations in 
mtDNA have been associated with this condition; 5 of these have a sufficiently 
serious effect to cause the disease on their own, and the o ther 13 have a contribu
tory effect. Fifry per cent of affected people have a g.1l778G-7A substitution. 
Most of these patients are homo plasmic, but about 14%, no less severely affected, 
are heteroplasmic. Even in homoplasmic families the condition is highly'varia
ble; penetrance overall is 33-60%, and 82% of affected individuals are male. 

There are several possible reasons for this poor correlation: 

• 	 Mitochondrial DNA is much more variable than nuclear DNA, and some syn
dromes may depend on the combination of the reported mutation with other 
unidentified variants. 

• 	 Some mitochondrial diseases seem to be ofa quantitative nature: small muta
tional changes accumulate that reduce the energy-generating capacity of the 

mitochondrion and, at some threshold deficit, clinical sym ptoms appear. 


• 	 Heteroplasmy can be tissue-specific, and the tissue that is examined (typi
cally blood or muscle) may not be the critical tissue in the pathogenesis. 

• 	 Early in germ-line development, cells go through a stage when they contain 
only a small number of mitochondria (the mitochondrial bottleneck). In a 
heteroplasmic mother, random sampling error at this stage means that the 
proportion of normal to mutant mitochondria may be significantly different 
hefore and after the bottleneck. Thus, the degree of heteroplasmy can vary 
widely between mother and child. 

• 	 Duplications and deletions of the mitochondrial genome often evolve over 
the years within a single affected individual; similarly, in heteroplasmic peo
ple, tlle proportion of mutant mitochondria may change over time. 

• 	 Many mitochondrial functions are encoded by nuclear genes, so that nuclear 
variation can be an important cause or modifier of mitochondrial pheno
type. 
The MITOMAP database of mito chondrial mutations (http://www.mitomap 

.org) has a good general discussion, and also extensive data tables showing just 
how great is the challenge of predicting phenotypes. 

Variability within families is evidence of modifier genes or chance 
effects 
Many Mendelian conditions are clinically variable even between affected mem
bers of the same family who carry exactly the same mutation. Intrafamilial vari
ability must be caused by some combination of the effects of other unlinked 
genes (mod ifier genes) and environmental effects (including chance events) . 
Humans are typical of a natural popUlation, showing greater genetic diversity 
and a wider variety of environments than in laboratory animals, so it is not sur
prising that genotype-pheno type correlations are much looser in humans than 
in laboratory mice. Phenotypes depending on haploinsufficiency are especially 
sensitive to the effects of modifiers. Waardenburg syndrome is a typical example: 
Figure 13.23 shows the evidence th at this dominant condition is caused by hap
loinsufficiency, and Figure 3.17 shows typical intrafamilial variation. 

Genotype-phenotype correlations would become significantly more precise 
if the genotypes rook account of modifie<s as well as the primary mutation. 
However, identification and characterization of modifier genes in humans js 
extremely challenging. Given the inevitable limits of genetic analysis in humans, 
the most fruitful approach may come through the identification of all compo
nents of the biochemical pathway involved in a disease. 

http://www.mitomap
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CONCLUSION 
In this chapter, we have described the many ways in which the genomes of two 
humans can differ. Principally, these are through single nucleotide polymor
phisms, variable numbers oftandem repeats, and large -scale copy-numbervari
ants. Studies of these differences are directly relevant to understanding many 
features of human populations. The structure of populations in terms of inbreed
ing and reproductive isolation, the relationship of different populations to each 
other, the geographical and historical origins of populations- all these aspects 
are illuminated by studies of genetic variation. 

When we come to studies of health and disease, it is not quite so straightfor
ward. Connecting sequence variants with health and disease requires approach
ing the question from both ends. We have seen how one can try to decide whether 
a particular variant may be pathogenic or not. In some cases the answer is clear, 
but all too often simply looking at the DNA seq uence does not give a clear answer. 
Even when we can be confident that a sequence change would be pathogenic. we 
can very rarely predict the actual clinical symptoms it would produce. To relate 
DNA to disease we need also to start from the disease end of the connection. 
Studying genetic diseases allows us to identify the underlying pathogenic 
sequence variants. This approach has been hugely successful with the Mendelian 
diseases, as the next chapters demonstrate. Given su itable fa milies, it is relatively 
easy to identify the chromosomal location of the gene underlying a Mendelian 
character (Chapter 14), which usually allows the researcher to go on to identify 
the relevant gene (Chapter 16). Often it remains puzzling why a malfunction in a 
particular gene should cause that part icular set of symptoms, but at least the 
pathogenic variants can usually be identified unambiguously. 

Many genetic variants do not cause Mendelian conditions but may neverthe
less have an influence on health. Genetic susceptibility factors are important 
determinants, though not the sole ones, of many common diseases. Linking spe
cific variants to specific disease susceptibilities has been a very difficult task that 
is still far from fully accomplished. Chapters 15 and 16 review progress in that 
area. Hopefully we will eventually be in a position to derive useful predictive 
health information from analysis of a person's genome sequence- which wi ll 
raise a whole series of issues about genetic testing and population screening. 
These are covered in Chapters 18 and 19. 
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Chapter 14 


Genetic Mapping of 
Mendelian Characters 

KEY CONCEPTS 

<} Genetic mapping is needed to localize genes underlying observable phenotypes, which cannot 
be identified by searching the DNA sequence of the human genome. 

During meiosis there is normally at least one crossover in each arm of each pair of synapsed 
homologous chromosomes. Pedigree analysis reveals the result of these crossovers as genetic 
recombination. 

• 	 Genes that are physically close together on the same chromatid tend to travel together duri ng 
meiosis; genes that are farther apart are liable to separate th rough crossovers between 
homologous ciuomosomes. 

• 	 The genetic distance between two loci is defined as the frequency with which recombination 
separates them during meiosis. This is often measured as the fraction of gametes that are 
recombinant. A recombinant fraction of 0.01 corresponds to 1% recombination and a genetic 
distance of 1 centimorgan (eM) . 

• 	 Recombinant fractions never exceed 0.5, regardless of whether the tv • .10 loci concerned are on the 
same or different chromosomes. 

Genetic maps are co-linear with physical maps, but distances do not necessarily correspond 
because the probability of recombination per megabase of DNA is not uniform along the length 
of a chromoso me, and differs between males and females. 

To map human traits, it is necessary to assemble family pedigrees containing a sufficient number 
of informative meioses. 

Genes are mapped by checking a collect ion of pedigrees for co -segregation orthe relevant 
phenotype and the alleles of genetic markers. The main markers used are short tandem repeat 
polymorph isms (STRPs or microsateilites) and single nucleo tide polymorphisms (SNPs). 

The statistical criterion for assessing linkage is the logari thm of the odds or lod score. In simple 
situations, the threshold of significance for linkage is a lad score of +3 and against linkage -2. 

• 	 Human pedigrees often have complex structures in which recombinants cannot be identified 
through simple inspection, and so software programs are needed that calculate the relative 
likelihood of the observed data on the competing hypotheses of linkage Or no linkage. 

• 	 Linkage analysis can be more efficient if data for more than two loci are analyzed simultaneously, 
an approach known as mul tipoint mapping. 

• 	 Multipoint linkage analysis has been used on large family pedigrees to construct marker 
framework maps, which can then be used to pinpoint the location of a disease gene. 

• 	 Autozygosity mapping is a powerful method of mapping genes for rare recessive conditions. it 
works by hunting for ancestral chromosome segments shared by affected people in large 
consanguineous families. 

The resolution of linkage analysis depends on the number of meioses analyzed. The ultimate 
resolution is obtained by typing individual sperm. 

(, 	 The methods described above have been very successful for mapping Mendelian conditions, but 
loci conferring susceptibility to common complex diseases require different approaches, which 
are described in Chapter 15. 
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The finished sequence of the human genome is the ultimate physical map, allow
ing the chromosomal location of physical entities (such as DNA sequences and 
breakpoints) to be defined to the nearest nucleotide_ However, nothing in the raw 
sequence would have allowed a researcher to locate the gene, HD, responsible for 
Huntington disease, or any ot her phenotypic character. Of course, the HD gene 
can now be located by using a genome browser, but this is only possible because 
the gene was previously localized and identified by other means, and that infor
mation was added to the annotation used by the browser. To locate genes respon
sible for a particular disease or any other phenotypic character, we still need a 
genetic map. 

Genes defined through phenotypes can be identified in various ways (as will 
be described in Chapter 16), but the usual methods all involve first discovering 
the chromosomal location of the gene. Such genetic mapping can be performed 
for any phenotypic determinant. The first step is to collect a series of clinically 
well-phenotyped cases, which are then genotyped in the laboratory for a series of 
genetic markers. These genotypes are then analyzed to map the determinant. In 
this chapter we describe the basic principles of genetic mapping and their appli 
cation to Mendelian characters. Mapping susceptibility factors for complex dis
eases, where there is genetic susceptibility but not a Mendelian inheritance pat
tern, is based on the same principles, but brings in extra complications, which 
are considered in Chapter 15. 

14.1 THE ROLE OF RECOMBINATION IN GENETIC 
MAPPING 
In principle, genetic mapping in humans is exactly the same as genetic mapping 
in any other sexually reproducing diploid organism. The aim is to discover how 
often cwo loci are separated by meiotic recombination. 

Recombination is a normal part of every meiotic cell division. During prophase 
of meiosis I, pairs of homologous chromosomes synapse, and individual chro
matids exchange segments (see Figure 2.6). This involves physically cutting and 
re-joining chromatids. The mechanisms that achieve this are quite complicated 
(Box 14_1). Recombination is a reciprocal process: equivalent segments are 
exchanged and nothing is gained or lost. Gene conversion is a non-reciprocal 
(one-way) process, in which a short (typically 1 kb) patch of a donor sequence 
replaces arecipient sequence, while the original sequence in the donor is retained. 
It can occur either as a concomitant of recombination, affecting sequences at the 
exact point of exchange, or independently of recombination, as an alternative 
outcome of the processes shown in Box 14.1. 

Recombinants are identified by genotyping parents and offspring 
for pairs of loci 

Consider a person who is heterozygous at cwo loci (A and B) and has the genotype 
A,Az B,B2. Suppose the alleles A, and Bt in this person came from one parent, and 
A2 and B2 from the other. Any of that person's gametes that carries one of these 
parental combinations (A,B} or A2B2) is non-recombinant for those cwo loci, 
whereas any gamete that carries A}B2 or A2B} is recombinant (Figure 14,1). The 
proportion of gametes that are recombinant is the recombination fraction 
becween the cwo loci A and B. 

Recombination is normally observed by genotyping offspring rather than 
gametes (although some researchers have typed individual sperm by ultra
sensitive PCR) and, in the context of human genetic mapping, it is normal to 
speak of a person being recombinant or non-recombinant. It is understood that 
we are really talking about one of the parental gametes that made the person. If 
there is any ambiguity about which parent's gamete is involved, it would be nec
essary to state this. 

The recombination fraction is a measure of the genetic distance 
between two loci 
If cwo loci are on different chromosomes, they will assort independently. [n the 
pedigree shown in Figure 14,2A, the cwo loci are on different chromosomes. 
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BOX 14.1 RECOMBINATION AND GENE CONVERSION 

Recombination is believed to involve the following steps (Figure 1): Figure t The stages of recombination and gene conversion. 
A double-strand break is made in one parental DNA molecule Note that here we show the individual strands of each double 
(yellow). Exonuc1eases strip back the 5' ends of the broken strands, helix; Figure 14.3 shows chromatids, each of w hich contains an 
leaving single-stranded 3' overhangs. The single-stranded ends intact double helix. [From Alberts B, Johnson A, l ewis J et al. (2007) 
are stabilized by cooperative binding of Rad51 or related proteins. Molecular Bio logy of the Cell, 5th ed. Garland SciencefTaylor & 
The single strand invades the complementary double helix Francis l lC.] 

(red), initially forming a triple helix but 

eventually displacing one of the original 


original chroma lids complementary strands. DNA synthesis 


extends the invading strand for a kiloba se 

or so (g reen). The displaced complementary 

strand pairs with the remaining strand of 
the cut molecule, which is extended by DNA 

1double-strand breaksynthesis (green). 
strip back 5' ends

The two junctions linking the two double 
helices (known as Holliday junctions after 

Or Robin Holliday, who first described their 

properties) are each resolved by cutting 

two strands and ligating the cut ends to the 

opposite partner. strand invasion 


Depending on the strands cut, the resulting DNA synthesis1 
double helices are recombinant or non
recombinant. However, w ithin the region ,
between the two Holliday junctions, things are 
more complicated. Recombination is a reciprocal z
process (an equal eXChange between the two 
double helices), but in the region between the ) , 
two junctions two mechanisms may cause a ligale 
non-reciprocal transfer of sequence, known .! _. ., 1
as gene conversion. First, both stretches of 
newly synthesized DNA (green) have been 
made by using the red strand as a template, +/+ +\+ =" +\+ It-rath er than one using the red and the other 
the yellow strand. Second, if there were any 
sequence differences between the two original DNA strands cut at arrows 1 + 1double helices, the hatched regions in the figure 
may contain mismatches. Mismatch repair 
enzymes will correct these by stripping back 
and resynthesizing one of the wands, chosen at 
random. The result of either of these processes is non-recombinant recombinant 

., 
to patch short (typically 1 kb) stretches of 
sequence derived from one parenta l double 
helix into the other, without making any reCiprocal replacement. 

Recombination generally takes place only in prophase of the 
fi rst division of meiosis, and normally involves truly allelic sequences. 
However, there are exceptions: 

Recombination happens in mitosis at maybe 10-'* times the 
frequency of meiotic recombination. Mitotic recombination is 
a significant mechanism in carCinogenesis and is discussed in 
Chapter 17. 
Many sequences occur more than once in the genome and so 
homologous but non-allelic recombination is not infrequent. 
In Chapter' 3 we saw how recurrent microdeletions and 

microduplications are produced by non-allelic homologous 
recombination between low-copy-number repeats spaced along 
the same chromosome. 
Nonhomologous recombination can sometimes also occur, 
presumably through chance malfunction of the recomb ination 
machinery. This can be a source of chromosomal rearrangements. 
Special recombination mechanisms rearrange immunoglobulin 
and T-cell receptor genes during the maturation of lymphocytes. 
These generate the diversity that al lows an immune response to 
be mounted against virtually any antigen (see Chapter 4). 
However, these exceptions do not affect the use of normal meiotic 

recombination for genetic mapping. 

Consider spermatogenesis in individual Ill. At the end of meiosis, if a sperm 
receives the grandpaternal (red) allele for the upper locus, there is a 50% chance 
that it will receive the red allele and a 50% chance it will receive the blue (grand
maternal) allele at the lower locus. Thus, on average, 50% of the children will be 
recombinant and 50% non-recombinant for the paternal gamete. The recombi
nation fraction is 0.5. In the pedigree shown in Figure 14.2B, the loci are syrltenic; 
that is, they lie on the same chromosome. If there were no crossing over, every 
gamete would carry the same combination of alleles at the two loci as one of the 
parental chromosomes. Given that crossing over is a feature of every meiotic divi
sion, there is always the possibility that two syntenic loci will be separated by a 
crossover occurring in the interval between them. Thus, some proportion of the 
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offspring may receive a recombinant ga mete, but unless the two loci are velY far 
apart on the chromosome, we would expect only a minority of gametes to be 
recombinant. In this pedigree the recombination fraction is 0.1. 

At the stage when crossing over occurs, the DNA has already been replicated 
and each chromosome consists of two sister chromatids. Only two of the four 
chromatids are involved in any particular crossover. A crossover that occurs 
between the positions of the two loci will create two recombinant chromatids 
and leave the two non-involved chromatids non-recombinant. Thus, one cross
over generates 50% recombinants between loci flanking it. 

Recombination will rarely separate loci that lie very close together on a chro
mosome, because only a crossover located precisely in the small interval between 
the two loci will create recombinants. Therefore, sets of alleles on the same small 
chromosomal segment tend to be transmitted as a block through a pedigree. 
Such a block of alleles is known as a haplotype. Haplotypes mark recognizable 
chromosomal segments that can be tracked through pedigrees and through pop
ulations when not broken up by recombination. 

The farther apart two loci are on a chromosome, the more likely it is that a 
crossover will separate them. Thus, the recombination fraction is a measure of 
the distance between two loci. Recombination fractions define genetic distance. 
Two loci with a recombination fractio n of 0.01, and thus 1% recombination 
between them, are defined as being 1 centlmorgan (cM) apart on a genetic map 
(the M is capitalized because it refers to the name ofTH Morgan). 

(A I 

(61 

I I I I I I 
N N N 

Figure 14.1 Recombinants and 
non-recombinants. In this family, there are 
twO loci (A and B) at which alleles (A l and A2, 
B, and B2) are segregating. Colored boxes 
mark combinations of alleles that can be 
traced through the pedigree. In generation 
III, we can distinguish people who received 
non-recombinant (N; A,B, or A:zB:z) or 
recombinant (R; A,B2 or AlB,) 
sperm from their father (II,) . Th eir mother 
(112) is homozygous at these two loci, and so 
we cannot identify which individuals 
in generation III developed from 
non-recombinant or recombinant oocytes. 

'Flgur.14.l lndependent assortment 
and linkage. In each pedigree, the upper 
and lower squares represent alleles at two 
loci, color·coded according to their parental 
origin. In each pedigree, individual II, is 
doubly heterozygous, and his partner is 
homozygous for a different allele (shown as 
a thin Hne). Using the logic of Fig ure 14.1 , we 
can identify which individuals in generation 
III received a re<:ombinant (R) or 
non-recombinant (N) gamete from 111 . 
(A) The two loci in this pedigree are on 
different chromosomes.They assort 
independently. There were five 
non-recombinant and five recombinant 
gametes, giving a recombination fraction of 
0.5. (6) The two loci in thispedigree are a few 
megabases apart on the same chromosome. 
They show linkage.There were nine 
non-recombinant gametes and only one 
recombinant gamete. The recombination 
fraction is 0.1. We assume here that we 
al ready know the two loci to be linked. If 
thispedigree were being used to decide 
whether or not the two loci were linked, this 
pedigree would provide suggestive but not 
statistically significant evidence of linkage. 
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F1gu-"1~.3 Single and double crossovers. 
The figure shows the chromosomal events 
that determine whether a gamete is 
recombinant or non-recombinant for the 
twO loci A and 8. Each crossover involves 
two of the four chromatids of the two 
synapsed homologous ch romosomes. 
One chromosome carries alleles AI and 
8\, the other alleles A2 and 82. Chromatids 
in the gametes labeled N carry a parental 
combination of alleles (A IBI or A2Bl). 
Chromatids labeled R carry a recombinant 

combination (A IB2 or A2B\). Note that 
recombinant and non-recombinant are 
defined on ly in relation to th ese two loc i. 
For example, in the result of the 
three-strand double crossover, the second 
chromatid from the left has been involved 
in crossovers-but it is non-recombinan t 
for loci A and B because it carries alleles Al 
and B1, a parental combination. A single 
crossover generates two recombinant and 
two non-recombinant chromatids (SOOIo 
recombinants). The three types of double 
crossover occur in random proportions, so 
the average effect of a double crossover is to 
give SO% recombinants. 

Recombination fractions do not exceed 0.5, however great the 
distance between two loci 
A single recombination event produces two recombinant and two non
recombinant chromatids. When loci are well separated, there may be more than 
one crossover between them. Double crossovers can involve two, three, or all four 
chromatids, but the overall effect, averaged over all double crossovers, is to give 
50% recombinants (Figure 14.3). Loci very far apart on the same chromosome 
might be separated by three or more crossovers. Again, the overall effect is to give 
50% recombinants. Recombination fractio ns never exceed 0.5, however far apan 
the loci are. 

Mapping functions define the relationship between 
recombination fraction and genetic distance 
Because recombination fractions never exceed 0.5, they are not simply additive 
across a genetic map. If a series of loci, A, E, C, .. .• are located at 5 eM intervals on 
a map, locus N may be 65 eM from locus A, but the recombination fraction 
between A and Nwill not be 65%. The mathematical relationship between recom
bination fraction and genetic map distance is described by the mapping 
function. 

If crossovers occurred at random along a bivalent and had no influence on 
one another, the appropriate mapping function would be Haldane's function: 

W = - I/, ln(l- 29) 
or e= 1/,11- exp(-Zw)1 

where w is the map distance and 9 the recombination fraction; as usual In means 
logarithm to the base e, and exp means e to the power of. However, we know that 
the presence of one chiasma strongly inhibits the formation of a second chiasma 
nearby. This phenomenon is called interference. A variety of mapping functions 
exist that allow for varying degrees of interference. A widely used function for 
human mapping is Kosambi's function: 

W= Yolnl(l + Z9)/(1 - Z9)J 
or 9 = V,lexp(4w) -llllexp(4w) + 11. 

On the basis of a very large set of linkage data, Broman & Weber in ZOOO esti
mated the probability of a true double crossover between markers d eM apart as 
roughly (0.01l4d- 0.0154)4 For d = 10 eM this works out at only 0.001 %, which is 
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much lower than the theoretical chance ofa double crossover between two mark
ers 10 cM apart if there were no interference (J 0% x 10% ~ 1%) . The interested 
reader should consult Ott's book (see Further Reading) for a fuller discussion of 
mapping functions. 

Interference makes true close double recombinants very unlikely, but gene 
conversion (see Box 14.1) can produce results that are indistinguishable from 
very close double recombinants. Only very short sequences are involved in gene 
conversion-of the order of 1 kb. This is far below the resolution of almost all 
genetic mapping, and so most gene conversion events have no influence on 
genetic maps. However, they could pose a problem for identifying conserved 
ancestral chromosome segments, as explained in Chapter 15 (see Section 15.4). 

Chiasma counts give an estimate of the total map length 
Each crossover during meiosis produces two recombinant and two non
recombinant chromatids, giving 50% recombination between flanking markers. 
As 1% recombination equates to 1 cM, one crossover therefore contributes 50 cM 
to the overall genetic map length. By counting chiasmata under the microscope 
and multiplying the number per cell by 50, we can estimate the total map length 
in centimorgans. Male meiosis can be studied relatively easily in testicular biop
sies (Figure 14.4A). The average chiasma count is reported as 50.6 per cell, giving 
a map length of2530 cM. Female meiosis I in humans takes place at 16-24 weeks 
of fetal life and so can only be observed in the ovaries of aborted female fetuses. 
Accurate chiasma counts were difficult to achieve until the application offluores
cent antibodies against MLHl, a mismatch repair protein that is part of the 
recombination machinery (Figure 14.4BJ. Chiasmata are more frequent in female 
meiosis, exemplifying Haldane's rule that the heterogametic sex (males in mam 
mals and Drosophila, females in birds) has the lower chiasma count. The average 
autosomal count in ovaries from one aborted female fetus was 70.3, giving a map 
length of3515 cM. The actual count varies both between individuals and between 
different meiotic cells in the same individual. 

These cytologically derived map lengths can be compared with the estimates 
of2590 cM (male) and 4281 cM (female, excluding the X chromosome) in the best 
current linkage map, obtained by Kong and colleagues by typing 5136 microsatel
lites in 1257 meioses in a collection of 146 Icelandic families. Estimates from 
genetic mapping necessarily represent an average over many individuals. 

Recombination events are distributed non-randomly along 
chromosomes, and so genetic map distances may not correspond 
to physical distances 

Physical maps show the order of features along the chromosome and their dis
tance in kilobases or megabases; genetic maps show their order and the proba
bi�ity that they will be separated by recombination. Although the order of features 
should be the same on both maps, the distances will only correspond if the prob
ability of recombination per mega base of DNA is constant for all chromosomal 
locations. In fact, recombination probabilities vary considerably according to sex 
and chromosomal location. 

The distribution of recombination along a chromosome can be estimated 
either directly under the microscope (see Figure 14.4) or, with potentially much 
higher resolution, by relating genetic map distances to physical locations of 
markers. With the completion of the Human Genome Project, the physicalloca
tion of microsatellite or SNP markers can be easily found in the hum an genome 
sequence. Both methods show a similar non-random pattern of recombination 
along chromosomes. There is more recombination toward the telomeres of chro
mosomes, especially in males, whereas centromeric regions have recombinants 
in females but not in males. Flgu.re 14.5 shows some examples. 

The general trends shown in Figure 14.5 hide substantial local variations. The 
overall sex-averaged recombination rate is 1.22 cM per megabase (0.88 cM/Mb in 
males, 1.55 cM/Mb in females). This gives a useful rough rule of thumb of about 
1 cM per megabase-but there are recombination deserts up to 5 Mb in length 
with sex-averaged recombination less than 0.3 cM /Mb, and recombination jun
gles with more than 3 cM/Mb. The most extreme deviation is shown by the 
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Figure 14.4 Crossovers in male and female 
meiosis. (Al Male meiosis late in prophase I. 
Chiasmata (arrows) mark the positions of 
crossovers within each bivalent as v isualized 
under the microscope. (8) Female meios is 
at mid-prophase I (pachytene stage). The 
bright dots of yellow fluorescent MLHl 
antibody mark positions of crossovers. The 
same method can also be used to study male 
meiosis. [(A) courtesy of Maj Hulten, University 
of Warwick. (8) from Tease C, Hartshorne 

GM & Hulten MA (2002) Patterns of meiotic 
recombination in human fetal oocytes. Am. J. 
Hum. Genet 70,1469-1479. With permi ssion 
from Elsevier.) 
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Figule 14.5 The distribution of 
recombinants along the length of a 
chromosome is non-random and 
sex-spedfic. (Al Hi stograms illustrating the 
distributions of chiasmata in spermatocytes 
(b!ue) and MlHl foci in oacytes (red) 
on chromosomes 13, 18, and 21. Each 
chromosome pair is divided in to 5% length 
in tervals. (8) The same crossover d istribution 
patterns shown for each chromosome as 
recombination maps. These ma ps highlight 
the di fferent patterns of crossover numbers 
and distributions in male and female germ 
cells and the consequent effec t on the 
recombination map. [From Hulten MA & 
Tease C (2003) Genetic maps: direct meiotic 
analysis. In Encycloped ia OfTh e Human 
Genome (ON Cooper ed.). With permi ssion 
from Macmillan Publishers Ltd.} 
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pseudoautosomal region at the tip of the short arms ofthe Xand Y chromosomes. 
Males have an obligatory crossove r wi thin this 2.6 Mb region, so that it is 50 cM 
long. Thus, for this region in males I Mb = 19 cM, whereas in females 1 Mb = 
2.7 cM. Uniquely, the Y chromosome, outside the pseudo autosomal region, has 
no genetic map because it is not subject to synapsis and crossing over in 
me iosis. 

Two lines of evidence show that recombination is also highly non- random at 
a much fin er, kilobase, level of resolution: 

When individuals are genotyped fo r a dense map of SNP markers, and the 
results fro m many different individuals are compared, it seems that our 
genome consists of a set of conserved ancestral segments separated by fairly 
sharp boundaries. This structure implies that, historically, very few recombi
nation events have talen place within the ancestral blocks, whereas block 
boundaries are hotspots for recombination. Typical block sizes are 5- 15 kb. 
These fi nd ings, from the International HapMap Project, are discussed in more 
detail in Chapter 15. 
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Recombination events can be observed directly at I kb Or higher resolution by 
genotyping single sperm from suitably heterozygous men. Such work by 
Jeffreys and colleagues on two different chromosomal regions has clearly 
shown that almost all recombination occurs in scattered 1-2 kb hotspots 
(Figure 14.6). By and large (although not entirely). these hotspots correspond 
to the gaps between ancestral conserved segments. It is not possible to study 
female meiosis in the same way, but the general agreement with the block 
structure defined tluough population studies suggests that recombination in 
females must also be largely confined to the same small hotspots. 
The restriction of recombination events to such very localized hotspots has 

major implications for studies of the mechanism of recombination. Tantalizingly, 
the DNA sequence at these points does not have any obvious special feature to 
explain this behavior. Identical DNA sequences can be hotspots in humans but 
not in chimpanzees. However, genetic mapping in general is not affected by this 
very fine-scale irregularity. The best current human genetic map has a resolution 
of only about 500 kb. 

Individuals also vary in the average number of crossovers per meiosis, and if 
they do, then they will also have different genetic map lengths IFlgure 14.7). 
Thus, genetic maps are always probabilistic and sho uld not be over-interpreted. 
In fact, the same is true of physical maps. Although physical distances in anyone 
individual's DNA can be stated with complete precision, we saw in Chapter 13 
that human populations are polymorphic for numerous large deletions, inser
tions, and inversions. In the end, both genetic and physical maps are tools for 
achieving certain purposes, not absolute descriptions of human beings. 

14,2 MAPPING A DISEASE LOCUS 
The main purpose of genetic mapping is to locate the determinants of pheno
types. As mentioned above, these can not be inferred by any inspection of the 
unannotated human genome sequence. Genetic mapping depends on estimat
ing the recombination fraction between pairs of loci. This requires an individual 
who is heterozygous for both loci, as shown in Figure 14.1. People heterozygous 
for two different genetic diseases are extremely rare. Even if they can be found, 
tlley ,"viII probably have no children or be unsuitable for genetic analysis in some 
other way. Thus, it is seldom possible in humans to map diseases or other pheno
types against one another, as one would in Drosophila, 

Mapping human disease genes depends on genetic markers 
To map a human disease (or the locus determining any other uncommon pheno
type), we need to collect families in which the character of interest is segregating, 
and then find some other Mendelian character that is also segregating in these 
same families, so that individuals can be scored as recombinant or non
recombinant. A suitable character would have the follOwing characteristics: 
• 	 It should show a clean pattern of Mendelian inheritance, preferably co

dominant so that the genotype can always be inferred from the phenotype. 

• 	 It should be scored easUy and cheaply using readily available material (e.g. a 
mouthwash rather than a brain biopsy). 

Figure 14.6 At the highest resolution, 
recombination is concentrated in 
small hotspots. DNA-level distribution 
of recombination in males in a 206 kb 
region of chromosome 1 q42.3; 9S% of all 
recombination occurs at highly localized 
hotspots, with average recombination 
frequencies up to 70 cM/Mb. Outside the 
hotspots, recombination is no more than 
0.04 cMlMb. Green bars mark relatively 
stable haplotype blocks where crossovers 
are infrequent. Black bars mark the short 
sequences that were selected for analysis 
of crossovers in individual sperm. [Adapted 
from Jeffreys AJ, Neumann R, Panayi M 
et al. (200S) Nat. Genet. 37,601-606. With 
permission from Macmillan Publishers ltd.} 
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Figul'. 14.7 Individual differences in 
numbers of recombinations per meiosis. 
Cheung and colleagues studied an average 
of eight meioses per individual in 34 women 
and 33 men by genotyping members of 
the Centre d'~tude du Polymorphisme 
Humain (CEPH) Utah families for 6324 SNP 
markers. Each vertical line of dots shows the 
number of recombinations identified in the 
different meioses in one person. The scatter 
within and between individuals shows that 
there is no one correct human map length. 
(From Cheung VG, Burdick JT, Hirschmann 
D & Morley M (2007) Am. J. Hum. Geller. SO, 
526-530. With permission from Elsevier.) 
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MAPPING A DISEASE LOCUS 

TABLE 14.1 THE DEVELOPMENT OF MARKERS FOR HUMAN GENETIC MAPPING 

Type of marker Oates used No. ofloei Features 

Blood groups 1910-1960 - 20 May need fresh blood, and rare antisera . Genotype cannot always be inferred from 
phenotype because of dominance. No easy physical localization 

Electrophoretic mObility 
variantsof serum proteins 

1960-1985 -30 May need fresh serum, and specialized assays. No easy physical localization. Often 
limited numbers of alleles and low frequency polymorphism 

HLA tissue types 1970 One set of closely linked loci, usually scored as a haplotype. Highly informative; 
many alleles with high or moderate frequency. Can only test for linkage to 6p21.3 

DNA RFLPs 1975 > 105 Two-allele markers, maximum heterozygosity 0.5. Assayed previously by Southern 
bloning, now by PCR. Easy physical localization 

DNA VNTRs (minisatellites) 1985-1990 _104 Many alleles, highly informative. Assayed by Southern blotting. Easy physical 
localization. Tend to cluster near ends of chromosomes 

DNA VNTRs (microsatel lites) 1990 _105 Many alleles, highly informative. Can be assayed by automated multiplex PCR. 
Easy physical localization. Distributed throughout "genome 

DNA SNP, 2000 _ 107 Two-allele markers. Densely distributed across the genome. Massively parallel 
technologies (microarrays, etc.) al low a sample to be assayed for thousands of 
$NPs in a single operation. More stable over evolutionary time than microsatellites 

RFLP, restriction fragment length polymorphism;SNP, single nucleotide polymorphism; VNTR, variable number of tandem repeats. 

• 	 The locus that determines the character should be highly polymorphic, so 
that a randomly selected person has a good chance of being heterozygous. 
Any character that satisfies these criteria can be used as a genetic marker. 

Originally, protein variants such as blood groups and tissue types were used as 
human genetic markers, but these have been superseded by DNA markers such 
as microsa tellites and SNPs (Table 14.1 ). 

Disease-marker mapping, if it is not to be a purely blind exercise, requires the 
markers themselves to have already been mapped, so that their chromosomal 
locations and distances apart are known. This avoids the frustrating situation 
that arose in 1985, when the long-sought first linkage was established to the cystic 
fibrosis locus. The linkage was to a protein polymorphism of the enzyme paraox
onase-but the chromosomal location of the paraoxonase gene was not known. 
Framework maps of markers, developed as part of the effort to sequence the 
human genome (see Chapter 8)' are also an important tool for human genetic 
mapping. They are generated by marker-marker mapping, in which the segrega· 
tion ofmultipJe markers is foUowed in large, multigenerational pedigrees. 

For linkage analysis we need informative meioses 

Linkage analysis requires us to be able to score meioses as recombinant or non
recombinant for the loci in question. A meiosis is said to be informative for link
age when we can do this. The minimum requirement for this is that the person in 
whom the meiosis takes place should be heterozygous at both loci. The mean 
heterozygosity of a marker (the chance tilat a randomly selected person will be 
heterozygous) is used as the measure of its usefulness for linkage analysis. If there 
are marker alleles AI, A" As, ... ,An with gene frequencies PI. p" {J3, ... , pn, then the 
proportion of people who are heterozygous is 1- (PI' + p,2 + {J3'+ ... + p,,'). 

Being heterozygous is necessary but is not always sufficient for a meiosis to be 
informative. In the pedigree shown in l'igurc 14.08 the meiosis is uninformative 
even though it occurs in a doubly heterozygous person, because both parents are 
heterozygous for the same alleles. A more sophisticated but seldom used meas· 
ure, the polymorphism information content (PIC), allows for such cases. 

Suitable markers need to be spread throughout the genome 

To be able to map a locus that might be anywhere in the genome, markers need 
to be available for every part of every chromosome. How densely the markers 
need to cover each chromosome depends on the amount of pedigree data 
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(A) (8) (C) (D) 

III 

available. In theory, linkage could be detected between loci that are 40 cM apart, 
but the amount of data required to do this is prohibitive ('fable 14.2). 

Obtaining enough family material to test more than 20-30 meioses can be 
seriously difficult for a rare disease. Thus, as can be seen in Table 14.2, mapping 
requires markers spaced at intervals no greater than 10-20 cM across the genome. 
Given the genome lengths calculated above, and allowing for imperfect informa
tiveness, we need a minimum of several hundred markers to cover the genome. 
Human genetic mapping only became generally feasible with the identification 
of DNA markers, starting with restriction fragment length polymorphisms 
(RFLPsj in the 1970s. As well as being more numerous than earlier protein-based 
markers, DNA markers have the advantage that they can all be assayed with the 
same techniques. Moreover, their chromosomal location can be easily deter
mined by reference to the human genome sequence. This allows DNA-based 
genetic maps to be cross-referenced to physical maps. 

Linkage analysis normally uses either f1uorescently labeled 
micro satellites or SN Ps as markers 

The first DNA-based linkage studies used RFLPs that had to be assayed by the 
very laborious Southern blotting technique, which made a genomewide search 
for linkage extremely onerous. Subsequent developments have steadily made 
linkage analysis quicker and easier. Microsatellite (STRP) markers were intro
duced that were highly informative because they had many possible alleles, and 
could be assayed using PCR. In the early days, each microsatellite was amplified 
individually and run individually on a manually poured slab gel. Later, compati
ble sets of microsatellite markers were developed that could be amplified together 
in a multiplex PCR reaction to give non-overlapping allele sizes, so that they 
could be run in the same gel lane. With fluorescent labeling in several colors, it 
became possible to genotype a sample for 10 or more markers in a single gel lane 
or capillary of a sequencing machine. 

A major achievement of the early stages of the Human Genome Project was to 
identify upward of 10,000 highly polymorphic microsatellite markers and place 
them on framework maps (see Chapter 8). These maps made possible the spec
tacular progress ofthe 1990s in mapping Mendelian diseases. The original micro
satellites were mostly repeats of the dinucleotide sequence CA. Trinucleotide and 
tetranucleotide repeats have gradually replaced dinucleotide repeats as the 
markers of choice because they give cleaner results. 

With the widespread adoption of microarray technology, SNPs have come to 
the fore as genetic markers. SNPs normally have only two alleles, which means 
that a higher proportion of meioses are uninformative for linkage using a SNP 
than using a microsatellite. Two to three SNPs will generally be required to 

Flgur~ 14.8 Informative and 
uninformative meioses. In each pedigree, 
individual 111 has a dominant condition that 
we know he inherited along with marker 
allele A, because he inherited the condition 
from his mother, who is homozygous AlA,. 
Is the sperm that produced his daughter 
recombinant or non-recombinant between 
the loci for the condition and the marker? 
(A) This meiosis is uninformative: the father 
(II,) is homozygous and so his marker alleles 
cannot be distinguished. (B) This meiosis 
is uninformative because both parents are 
heterozygous for alleles A, and A2: the child 
could have inherited A, from the father and 
A2 from the mother, or vice versa. (el This 
meiosis is informative and non-recombinant: 
the child inherited A, from the father. (0) This 
meiosis is informative and recombinant: the 
child inherited A2 from the father. 

TABLE 14.2 THE NUMBER OF INFORMATIVE MEIOSES NEEDED TO OBTAIN EVIDENCE OF LINKAGE BETWEEN TWO LOCI 

Recombinati on fraction o 0.05 0.10 0. 15 0.20 0.30 0.40 

Minimum no. of informative meioses 10 14 19 26 36 84 343 

The higher the recombination fraction is between two linked loci, the more meioses are needed to obtain eVidence that they are linked. See Box 14.2 

for an explanation of how these figures were calculated. 
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produce the same amount of linkage data as a single microsatellite. However, 
SNPs are far more densely distributed across the genome than microsatellites, 
and with micro arrays 500,000 or more SNPs can be assayed in a single operation, 
opening the way for quick and very high -resolution mapping. 

14.3 TWO-POINT MAPPING 
Having collected families wh ere a Mendelian disease is segregating, and geno
typed them with an informative marker, how do we know when we have found 
linkage? There are two aspects to this question: 
• 	 How can we work out the recombination fraction? 

• 	 What statistical test should we use to see whether the recombination fraction 
is significantly different from 0.5, the value expected on the null hypothesis of 
no linkage? 

Scoring recombinants in human pedigrees is not always simple 
In some families, the first question can be answered very simply by counting 
recombinants and non-recombinants. The family shown at the start of this chap
ter in Figure 14.1 is one example. There are two recombinants in seven meioses, 
and the recombination fraction is 0.28. figure 14.9A shows another example. 
Individual III is a double heterozygote and is also phase-known: we know which 
combination of alleles was inherited from each parent, and so we can unambigu
ously score each meiosis as recombinant Or non-recombinant. In Figure 14.9B, 
individual [[I is again doubly heterozygous, but this time phase-unknown (both 
parents are dead and therefore not available for genotyping). Among her chil
dren, either there are five non-recombinants and one recombinant, Of else there 
are five recombinants and one non -recombinant. We can no longer identify 

phase known 	 phase unknown 

(A) 	 (8 ) 

A2~ AlAs 

II 

Ai ~ I A3 A4 

A, A, 


R 


"' "' Ai A3 A2 A3 AI A~ Al A~ A2 A4 AIA3 ~A3 AI A4 AIA4 A2A4 A2A3 

N N N N N 

(C) 

"' 
 A1 AJ A,A3 AIAa AIA4 ~A4 A,As At ~ Al A6 

Figur. 14.9 Recognizing recombinants. Three versions of a family with an autosomal dominant disease, typed for a marker with alleles A,- A6' 
(AJ All meioses are phase -known. We can identify !II,-Ills unambiguously as non-recombinant (N) and 1116as recombinant (Rl. (9) The same family, but 
phase-unknown. The mother, II" could have inherited either marker allele A, or A2 with the disease; thus, her phase is unknown. Either 11I,-lIIs are 
non-recombinant and 1116 is recombinant; or Ilil-lils are recombinant and 1116 is non-recombinant. (C) The same family after further tracing of relatives. III, 
and ilia have also inherited marker alle le A, along w ith the disease from their father-but we cannot be sure whether their father's allele A, is identical by 
descent to the allele Al in his sister 11 ,. Maybe there are two copies of allele A, among the four grandpa rental marker alleles. The likelihood of this depends 
on the gene frequency of allele A, . Thus, although this pedigree contains linkage information, extra cting it is problematIc. 
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recombinants unambiguously, even if the first alternative seems much more 
likely than the second. Figure 14.9C adds yet more complications: furrher rela
tives have been traced who have also inherited marker allele Al along with the 
disease from rheir father Ih-but we canno t be sure whether this Al allele is iden
tical by descen t to the A l allele in their aunt III . However, if this were a familywirh 
a rare disease, no researcher wo uld be willing to ignore it. Some method is needed 
to extract the linkage information fro m a family wirh only the incomplete or 
ambiguous identification of recombinants and non·recombinants. 

Computerized lad score analysis is the best way to analyze 
complex pedigrees for linkage between Mendelian characters 
In the pedigree shown in Figure 14.9B, it is not possible to identify recombinants 
unambiguously and count them. It is possible, however, to calculate the overall 
likelihood of the pedigree, on the alternative assumptions rhatrhe loci are linked 
(recombination fraction =8) or not linked (recombination fraction =0.5). The 
ratio of these two likelihoods gives the odds of linkage, and the logarithm of the 
odds (lod) is rhe lod score. Lod scores are symbolized as Z. Newton Morton dem
onstrated in 1955 that lod scores represent the most efficient statistic for evaluat
ing pedigrees for linkage, and derived formulae to give the lod score (as a func
tion of the recombination fraction 8) for various standard pedigree structures. 
Box \4.2 shows how this is done for simple structures such as those in Figure 
14.9A and B. Being a function of the recombination fraction, lod scores are calcu
lated for a range of 8 values. The most likely recombination fraction is the value 
at whi ch the lod score is maximal. In a set of fa milies, the overall probability of 
linkage is the product of the probabilities in each individual family; therefore lod 
scores (being logarirhms) can be added up across families. 

Calculating the fulliod score for the family in Figure 14.9C is difficult. To cal
culate rhe likelihood that Ill, and Ills are recombinant or non-recombinant, we 

BOX 14.2 CALCULATION OF LOO SCORES 

Let us take as an example a calculation of lod scores for the families in Family B 
Figure 14.9A and B. The mother (11 1 in Figure 14.9B) is phase-unknown. 

Given that the loci are truly linked, with recombination fraction If she inherited Al with the disease, there are five non-recombinants 
9, the likelihood of a meiosis being recombinant is 9 and the and one recombinant. 
likelihood of its being non·recombinant is 1 - 9. If she inherited A2 with the disease, there are live recombinants and 
Ifthe loci are, in fact. unlinked, the likelihood of a meiosis being one non-recombinant. 
either recombinant or non·recombinant is 0.5. The overall likelihood is ~[(1 - 9)s x 9/(0.5)6] + V2[(1 - 9) x 951(0.5)6]. 

This allows for either possible phase, with equal prior probability. Family A 
The lad score, Z, is the logarithm of the likelihood ratio. There are live non-recombinants (1 - 9) and one recombinant (9) . 


The overall likelihood, given linkage, is (1 - 9)5 x 9. 

The likelihood, given no linkage, is (0.5)6. 
 r;-r; 0.1 0.2 0.3 0.4 0.5 
The likelihood ratio is (1 - 9)5 x e1 (0.5)6. 

0.276 0.076Z 0.323 0.222 0 

0.7I : 0 0.1 
-
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0.623 

0.3 0.4 0.5 

-~ 0.577 0.509 0.299 0 
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The loci score, Z, is the logari thm of the likelihood ratio. 0.5 

0 .7 ~ 0.4 
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Flglll't! 2 Lod score curve for family B. 
0.1 0.2 0.3 0.4 0.5 0.6 

recombination fraction FamilyC 
Ffgut. 1 Lod score curve for family A. At this point non-masochists tu rn to the computer. 
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must take likelihoods calculated for each possible genotype of II, 12, and 113, 
weighted by the probability of that genotype. For Il and 12, the genotype proba
bilities depend on both the gene frequencies and the observed genotypes of III, 
III?, and IIIe. Genotype probabilities for 113 are then calculated by simple 
Mendelian rules. Human linkage analysis, except in the very simplest cases, is 
entirely dependent on computer programs that implement algorithms for han
dling these branching trees of genotype probabilities, given the pedigree data 
and a table of gene frequencies. 

The result oflinkage analysis is a table oflod scores at various recombination 
fractions, like the two tables in Box 14.2. Positive lod scores give evidence in favor 
oflinkage, and negative lods give evidence against linkage. Note that only recom
bination fractions between 0 and 0.5 are meaningful, and that a1llod scores are 
zero at e=0.5 [because they are then measuring the ratio of two identical prob
abilities, and 10g IO (lJ =OJ. The results can be plotted to give curves (see Box 
14.2J. 

Returning to the two questions posed at the start of this section, we now see 
that the most likely recombination fraction is the one at which the lad score is 
highest. If there are no recombinants, the lad score will be maximum at e = o. If 
there are recombinants, Z will peak at the most likely recombination fraction 
(0.167 = lf6 for family A in Figure 14.9, but it is harder to predictfor fanlily B). 

Lod scores of +3 and - 2 are the criteria for linkage and e><clusion 
(for a single test) 

The second question posed at the start of this section concerned the threshold of 
significance. Here the answer is at first sight surprising. Z =3.0 is the threshold for 
accepting linkage, with a 5% chance of a type 1 error (fal sely rejecting the null 
hypothesis). For most statistics, p < 0.05 is used as the threshold of Significance, 
but Z = 3.0 corresponds to 1000:1 odds [IoglO (1000) = 3.01. The reason why such a 
stringent threshold is chosen lies in the inherent improbability that two loci, cho
sen at random, should be linked. With 22 pairs of autosomes to choose from, it is 
not likely the two loci would be located on the same chromosome (syntenic) and, 
even if they were, loci well separated on a chromosome segregate independently. 
Common sense tells us that if something is inherently improbable, we require 
strong evidence to convince us that it is true. This common sense can be quanti
fied in a Bayesian calculation (Box 14.3), which shows that odds of 1000: 1 in fa ct 
correspond preCisely to the conventional p= 0.05 threshold of significance. Thus, 
Z = 3.0 is the threshold for accepting linkage with a 5% chance of falsely rejecting 
the null hypothesis. Linkage can be rejected if Z < -2.0. Values of Z between -2 

BOX 14.3 BAYESIAN CALCULATION OF lINKAGE THRESHOLD 

The likelihood that two loci should be linked (the prior probability of linkage) has been argued 
over, but estimates of about 1 in 50 are widely accepted. 

I Hypothesis Loci are linked 
(recombinat ion fraction 
=9) 

1150 

i 

loci are not linked 
(recombinati on 
fraction = 0.5) 

I 49/50 
- -

Prior probability 

Conditional likelihood: 1000:1 
odds of linkage [lad score 
Z(9) = 3.01 

1000 1 

Joint probability (prior x 
conditional) 

20 -1 

Because of th e low prior probability that two randomly chosen loci shou ld be linked, evidence 
giving 1000:1 odds in favor of linkage is required in order to give overal l 20:1 odds in favor of 
linkage. This corresponds to the conven tional p = 0.05 threshold of statistical significance. The 
calculation is an example of the use of Bayesian statistics to com bine probabilities. See the text 
for a description of the lod score. 
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FiguMI!! 14.10 Lod score curves. Graphs of lod score against recombination 
5 

fraction (9) from a hypothetical set of linkage experiments. The green curve shows 
evidence of linkage (Z > 3) with no recombinants. The red curve shows evidence 
of linkage (Z > 3)' with the most likely recombination fraction being 0.23. The 
purple curve shows linkage excluded (Z < -2) for recombination fractions 
below 0.12; inconcluslye for larger recombination fractions. The blue curve is 
inconclusiye at all recombination fractions. 

and +3 are inconclusive. The same logic suggests a threshold lod score of 2.3 for 
establishing linkage between an X-linked character and an X-chromosome 
marker (prior probability of linkage ~ 1110). 

Confidence intervals are hard to deduce analytically, but a widely accepted 
support interval extends to recombination fractions at which the lod score is 1 
unit below the peak value (the lad -1 rule). Thus, the red Curve in Flgure 14.10 
gives acceptable evidence oflinkage (Z> 3), with the most likely recombination 
fraction 0.23 and support interval 0.17-0.32. The curve will be more sharply 
peaked for greater amOuntS of data but, in general, peaks are quite broad. It is 
important to remember that distances on human genetic maps are ofren very 
imprecise estimates. 

Negative lod scores exclude linkage for the region where Z < -2. The purple 
curve in Figure 14.10 excludes the disease from 12 eM (= 0.12 recombination frac
tion) either side of the marker. Although gene mappers hope for a positive lod 
score, exclusions are not without value. They tell us where the disease is not 
(exclusion mapping). This can exclude a possible candidate gene, and if enough 
of the genome is excluded, only a few possible locations may remain. 

Table 14,3 shows a real example of two-point lod scores from a study offami
lies with migraine with aura. There are several points worth noting: 

There is evidence oflinkage-some lod scores are well above the 3.0 threshold 
(green shaded rows). 

TABLE 14.3 TWO-POINT LOD SCORES FOR A SERIES OF MARKERS IN FAMILIES SHOWING AUTOSOMAL DOMINANT 
INHERITANCE OF MIGRAINE WITH AURA -
Marker led (Z) at e= 

0.001 0.01 0.05 0.1 0.2 0.3 0.4 

0155817 -1.95 -0.96 -0.30 -0.06 0.11 0.17 0.14 

0155128 1.73 2.65 3.02 2.88 2.27 1.47 0.59 

015510 0.78 1.57 1.98 1.93 1.50 0.93 0.35 

0155986 -0.41 1.36 2.40 2.56 2.23 1.58 0.78 

0155113 -0.05 1.72 2.76 2.92 2.56 1.84 0.91 

I1AIIItJ 1M 5.41 5.04 ..... UJ 2.10 W 
~ 

...,01591 $21 4.80 4.2111 3.ll 1.94 0.73 

CillIIItM 4.07 4.M ...08 UO 2.10 0.92..,6 
~ 

0155975 0.74 1.67 2.02 1.88 1.31 0.80 0.36 

-
D,SSl"" 4M ""1 4.07 3.63 2.71 1.71 0.69 -
01551010 - 7.44 - 3.59 -0.88 0.13 0.75 0.71 0.35 

015597/ -13.62 - 7.64 - 3.59 - 199 -0.69 -0.22 -0.06 

D155118 -1 1.80 -5.88 -2.02 -0.65 0.26 0.37 0.16 

0'55101 2 - 14.11 -8.14 --4.08 -2.46 - 1.05 -0.43 -0.14 

Markers from chromosome lSq 1 1 -q13 are listed in chromosomal order. For each marker, the maximum lod score is shown in bold.The markers 
highlighted in green show signilicant evidence of linkage to the locus (Le. Z> 3.0) determining migraine in these families. A multipoint analysis of the 
same data is shown in Figure 14.10. IData from Russo L. Mariotti P. Sangiorgi Eet al. (2005) Am. 1. Hum. Genet. 76, 312-326.] 

http:0.17-0.32
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• 	 For some markers, the maximum lad score is at zero recombination (like the 
green curve in Figure 14.10; actually e= 0.001 is used to avoid problems with 
minus infinity scores for unlinked markers). For some others (D15S986 and 
D15S113) it is slightly negative at e=0.001 but rises almost to the threshold of 
significance at e= 0.1, like the red curve in Figure 14.10 altll0ugh less extreme; 
for others (D15S1012 and D15S971) it is always negative, like the purple curve 
in Figure 14.10. 
Tables like this should not be over-interpreted. The precise lad score depends 

on the vagaries of which meioses were informative with which markers. The thing 
to note is the overall trend, showing strongly positive scores for markers toward 
the center of the region covered, with negative scores at each end of the region. 

For whole genome searches a genomewide threshold of 
significance must be used 

In disease studies, families are usually gena typed for hundreds or thousands of 
markers, each of which is checked for evidence of linkage. The appropriate 
threshold for significance is a lad score such that there is only a 0,05 chance of a 
false positive result occurring anywhere during a search of the whole genome. As 
shown above, a lad score of 3.0 corresponds to a significance of 0.05 at a single 
point. But if 500 markers have been used, the chance of a spurious positive result 
isgreaterthan ifonlyone marker has been used. Astringent procedure (Bonferroni 
correction) would multiply the p value by the number of markers used before 
testing its significance. The threshold lod score for a study using n markers would 
be 3 + log(n); that is, a lad score of 4 for 10 markers, 5 for 100, and so on. However, 
this is over-stringent. Linkage data are not independent. If one location is 
excluded, then the prior probability that the character maps to another location 
is raised. The threshold for a genomewide significance level ofO.05 has been much 
argued over, but a widely accepted answer for Mendelian characters is 3.3. In 
practice, claims of linkage based on lad scores below 5, whether with one marker 
or many, should be regarded as provisional. 

14.4 MULTIPOINT MAPPING 
Linkage analysis can be more efficient if data for more than two loci are analyzed 
simultaneously. Multilocus analysis or multipoint mapping is particularly useful 
for establishing the chromosomal order of a set of linked loci. Experimental 
geneticists have long used three-point crosses for this purpose. The most usual 
three-paint cross has one parent heterozygous at each of three linked loci (A, B, 
and C) and the other a triply recessive homozygote (abel abc). Among the off
spring of this cross, the rarest recombinant class is that which requires a double 
recombination. In Table 14.4, the gene order A-C-B is easily seen. This procedure 
is more efficient than estimating the recombination fractions for the intervals 
A-B, A-C, and B-Csepatately in three separate two-point crosses. Ideally, in any 
linkage analysis the whole genome would be screened for linkage, and the full 
data set would be used to calculate the likelihood at each location acIOSS the 
genome. 

A second advantage of multipoint mapping in humans is that it helps over
come problems caused by the limited informativeness of markers. Some meioses 
in a family might be informative with marker A, and others uninformative for A 
but informative with the nearby marker B. Only simultaneous linkage analysis of 
the disease with markers A and B extracts the full information. This is less impor
tant for mapping with highly informative microsatellite markers rather than two
allele RFLPs, but it surfaces again when SNPs are used. 

The CEPH families were used to construct marker framework 
maps 

The power of multipoint mapping in ordering loci is particularly useful for con
structing marker framework maps. However, ordering the loci in such maps is 
not a trivial problem. For n markers, there are n! /2 possible orders [i.e. for n = 100, 
n! / 2= (100 x99 x98 x ". x 1)/2], and current maps have hundreds of markers per 
chromosome. Before the human genome sequence was completed, this was a 
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TABLE 14A GENE ORDERING IN DROSOPHILA BY ATHREE-POINT CROSS -
Cla ss of offspring Position of recombination (x) Number of offspring 

ABC/abc Non-recombinant 853 
abc/abc 

ABc/abc (A,B)-x-C 5 
abO abc 

Abc/abc A-x-(B, C) 47 
aBC/abc 

AbC/abc B-x- (A, C) 95 
aBc/abc 

One thousand offspring have been scored from crosses between female Drosophila fruit flies 

heterozygous for recessive characters at three linked loci (ABC/abc) and triply homozygou s 

males (abc/abc).This design allows the genotype of the eggs to be inferred by inspection of the 

phenotype of the offspring. The rarest class of offspring will be those whose production requires 

two crossovers. Of the 1000 flies, 142 (95 + 47) are recombinant between A and B, 52 (47 + S) 

between A and C, and 100 (9S + S) between Band C. Only five flies are recombinant between A and 

Cbut not between Aand B, so these must have double crossovers, A- x- C- x-8. Therefore the map 

order is A-C-B and the genetic distances are approximately A- (S cM)-C-(1 0 cMJ-B. 


serious difficulty for map makers. Something more intelligent than brute-force 
computing had to be used to work out the correct order. Even without large-scale 
sequence data, physical mapping information was immensely helpful. Markers 
that can be assayed by PCR can be used as sequence-tagged sites (STS) and phys
ically lOCalized, either by database searching or experimentally byusing radiation 
hybrids. The result is a physically anchored marker framework. 

Disease-marker mapping suffers from the necessity of using whatever fami
lies can be found in which the disease of interest is segregating. Such families will 
rarely have ideal structures. Ali too often the number of meioses is undesirably 
small, and some are phase -unknown. Marker-marker mapping can avoid these 
problems. Markers can be studied in any family, so families can be chosen that 
have plenty of children and ideal structures for linkage, liJce the family in Figure 
14.1. The construction of marker framework maps has benefited greatly from a 
collection offamilies each with eight or more children and all four grandparents, 
assembled specifically for tile purpose by the Centre d'Etude du Polymorphisme 
Humain (CEPH; now the Fondation Jean Dausset) In Paris. Immortalized cell 
lines from every individual of these CEPH families ensure a permanent supply of 
DNA, and sample mix-ups and non-paternity have long since been ruled out by 
typing with many markers. As an example, the widely used 1998 CHLC 
(Cooperative Human Linkage Center) map was based on the results of scoring 
eight CEPH families with 8325 microsatellites, resulting In more than 1 million 
genotypes. 

Multipoint mapping can locate a disease locus on a framework of 
markers 
For disease-marker mapping, the starting point is the framework map of mark
ers. This is taken as given, and the aim is to locate the disease gene in one of the 
intervals of the framework . Programs such as Linkmap (part of the Linkage pack
age) or Genehunter can move the disease locus across the marker framework, 
calculating the overall likelihood of the peiligree data with the disease locus in 
each possible location, takIng into account the genotypes at more than just the 
inlmediately flanking markers-ideally of every marker used, although this may 
not be computationally feasible. The result (Figure 11,l1Jis a curve oflod score 
against map location. This method is also useful for exclusion mapping: if the 
curve stays below a lad score of -2 across the region, the disease locus is excluded 
from that region. 

The apparently quantitative nature of Figure 14.11 is largely spurious. Peak 
heights depend crucially on the precise genetic distances between markers, 
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which are usually only very roughly known. The physical distances may be known 
precisely, but for this purpose we need the genetic distances. For markers 1 cM 
apart on the highest resolution map currently available (the rcelandic map of 
Kong et al.J. the 95% confidence interval for their true distance is 0.5-1.8 cM. 
Moreover, those figures relate only to the individuals whose data were used in 
constructing the map, who will not be the same individuals as those used in any 
particular disease mapping study. As Figure 14.7 shows, total map length varies 
between individuals. Additionally, none ofthe mapping functions in linkage pro
grams even approximates to the real complexities of chiasma distribution (see 
Figure 14.5). However, unless distances on the marker map are radically wrong, it 
remains true that the highest peak marks the most likely location. If the marker 
framework is physically anchored, as described above, the stage is then set to 
search the DNA of the candidate interval and identify the disease gene. 

14.5 FINE-MAPPING USING EXTENDED PEDIGREES 
AND ANCESTRAL HAPLOTYPES 
The resolution of mapping depends on the number of meioses-the more mei
oses that are analyzed, the greater is the chance of a recombination event nar
rowing down the linked region. The small size of most human families severely 
limits the resolution attainable in family studies. However, extended family struc
tures can sometimes be used for high-resolution mapping. In some societies, 
people are very aware of their clan membership and may see themselves as part 
of highly extended families. Even in societies in which people limit their family 
feeling to close relatives, ultimately everybody is related, and sometimes one can 
identify shared ancestral chromosome segments among ostensibly unrelated 
people. Autosomal recessive diseases lend themselves to such analyses, because 
a mutated allele can be transmitted for many generations; for most dominant or 
X-linked diseases, the turnover of mutant alleles is too fast to allow sharing over 
extended famili es. For a recessive disease, the potential resolution of mapping is 
set by the number of meioses linking distantly related affected people through 
their common ancestor. 

Autozygosity mapping can map recessive conditions efficiently In 
extended inbred families 

Autozygosity is a term used to mean homozygosity for markers identical by 
descent-that is, the two alleles are both copies of one specific allele that was 
present in a recent ancestor. In a consanguineous marriage, both partners share 
some of their ancestors and so may have each inherited a copy of the same ances
tral allele at a locus. Their child may then be autozygous for that allele. Suppose 
that the parents are second cousins (i.e. offspring of first cousins): they would be 
expected to share 1/32 of all their genes because of their common ancestry, and 

Flgur.14.1' Multipoint mapping in 
humans. The data from Tabl e 14.3 on 
linkage between migraine with aura and 
markersfrom chfOmosome 15, analyzed by 
a multipoint mapping program (Simwalk). 
The genetic map of markers is taken as fixed; 
the disease locus is placed successively at 
each point on the genetic marker framework 
(marker positions are shown by black arrows; 
colored arrows indicate the poSition of 
two candidate genes) and the multipoint 
lod score is calcu lated for each possible 
location of the disease locus. Lad scores 
dip to stron gly negative values near the 
position of loci that show recombinants 
with the disease.The highest peak marks 
the most likely location; odds in favor of 
this location are measured by the degree to 
which the highest peak overtops its rivals. 
The peak 100 score is 6.54; that is, a tenfold 
stronger likelihood than the maximum of 
5.56 obtained by two~point analysis. There 
were no recombinants with in this region in 
this data set, so the candidate region could 
not be narrowed down further. (From Russo 
L, Mariotti p, Sangiorgi Eet al. (2005) Am. J. 
Hum. Genef. 76, 327-333. With permission 
from Elsevier.] 



a child would be autozygous at only 1/ 64 of all loci (Flgure 14.12) . If that child is 
homozygous for a particular marker allele. this could be because of autozygosity 
or it could be because a second. independent example of the same allele has 
entered the family at some stage (these alleles can be described as identical by 
state. or IBS). The rarerthe allele is in the population. the greater is the likelihood 
that homozygosity represents autozygosity. In practice. the requisite rar ity is 
achieved by uSing a haplotype of closely linked markers. For an infinitely rare 
allele or haplotype. a single homozygous affected child born to second cousins 
generates a lod score ofiog lO(64) = 1.8. If there are two other affected sibs who are 
both also homozygous for the same rare allele. the lod score is 10glO(64 x 4 x 4) = 
3.0; the chance that a sibling would have inherited the same pair of parental hap
lotypes even if they are unrelated to the disease is 1 in 4. 

Thus. quite small consanguineous families can generate significantlod SCOres. 
Autozygosity mapping is an especially powerful tool if famili es can be found with 
multiple people affected by the same recessive con clition in two or more sibships 
linked by consanguinity. Suitable families may be found in Middle Eastern co un
tries and parts of the Inclian subcontinent where first-cousin and other consan
guineous marriages are common. The method has been applied with great suc
cess to locating genes for autosomal recessive hearing loss (Figure 14.13). As 
mentioned in Charter 3. extensive locus heterogeneity makes recessive hearing 
loss impossible to analyze by combining data from several small nuclear 
families. 

A bold application of autozygosity in a Northern European population ena
bled Houwen and colleagues in 1994 to map a rare recessive condition, benign 
recurrent intrahepatic cholestasis (OMIM 243300). using only four affected indi
viduals (two sibs and two supposedly unrelated people) from an isolated Dutch 

1/16 + 
1/16 
= 1/8 

A 

c 

Flgur.14.11 Second cousins share 1/32 of 
their genes, on average, by virtue of their 
relationship. Individuals A and Bare second 
cousins (their mothers are first cousins). The 
figures show the proportion of A's genes that 
each linking rel ative is expected to share. C, 
the child of A and B, wou ld be expec ted to 
be autozygous at 1/64 of all loci. 
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Flgul'.14.1 3 Autozygosity mapping. A large. multiply consanguineous family in which several members suffer from autosomal recessive profound 

congenital deafness (fi lled symbols). Shaded blocks mark a haplotype of microsatellite markers from chromosome 2 that segregates with the deafness. 
Markers AFMa052yb5 and 025158 (blue) are homozygous in all affected people and no unaffected people. The deafness gene should lie somewhere 
between the two markers that flank these (AFMb346ye5 and 025174). (Adapted from ( haib H, Place C, Salem N et at (1996) Hum.Mol. Genet. 5, 155- 158. 

With permission from Oxford University Press.) 
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village. Similar virtuoso applications of autozygosity have been reported from 
Finland. The more remote the shared ancestor. the smaller is the proportion of 
the genome that is shared by virtue of that common ancestry. and therefore the 
greater is the significance of demonstrating that the patients share a segment 
identical by descent. However. at the same time. the remoter the common ances
tor. the more chances there are for a second independent allele to enter the fam
ily from outside. and so the less likely it is that homozygosity represents autozy
gosity. either for the disease or for the markers. With remote common ancestry. 
everything depends on findi ng people with a very rare recessive condition who 
are homozygous for a rare marker allele or (more likely) haplotype. The statistical 
power of the study of Houwen et al. seems almost miraculous. but it is important 
to remember that this methodology applies only to diseases and populations in 
which most affected people are descended from a common ancestor who was a 
carrier. 

Identifying shared ancestral chromosome segments allows 
high-resolution genetic mapping 

Cystic fibrosis (CF; OMIM 219700) is uncommon in the non-European countries 
where family structures are more likely to allow autozygosity mapping. and so 
mapping CF depended on rare unfortunate nuclear families with more than one 
affected child. Using these. CF was mapped in 1985 to chromosome 7q3 1.2; how
ever. after all available recombinants had been used. the candidate region was 
still dauntingly large for the gene identification techniques available at the time. 
Arguing that CF mutations might be mostly very old (not only is there no selec
tion against heterozygotes. there is probably positive selection in their favor; see 
Section 3.5 on factors affecting gene frequency). researchers set out to identify 
shared ancestral chromosomal segments on CF chromosomes from unrelated 
patients. Sharing would be indicated by repeatedly findlng the same haplorype of 
marker alleles. The phenomenon is called linkage disequilibrium (LD); see 
Chapter 15 for a full er description. Table 14.5 shows typical data for two markers 
from within the CF candidate region. Non-CF chromosomes show a random 
selection ofhaplorypes. but CF chromosomes tend to carry the alleles X" K2. The 
significance of this is that LD is a very short-range phenomenon-shared ances
tral segments are short because of recurrent recombination-and so it pointed 
researchers to the exact location ofthe elusive CF gene. 

A mOre recently cloned gene. governing Nijmegen breakage syndrome (NBS; 
OMIM 25 1260), shows a more detailed application of the same prinCiple. NBS is 
a very rare autosomal recessive disease characterized by chromosome breakage, 
growth retardation. microcephaly. immunodeficiency. and a predisposition to 
cancer. This condition was mentioned in Chapter 13 because its suspected cause 
is a defect in DNA repair. Conventional linkage analysis in small nuclear families 
located the NBS locus to chromosome 8q21, but. after all recombinants were 
used. tlle target region still spanned 8 Mb between markers D8S271 and D8S270. 
Fifty-one apparently unrelated patients and their parents were then genotyped 
for a series of microsatellite markers spaced across the candidate region. This 

TABLE 14.5 ALLELIC ASSOCIATION IN CYSTIC FIBROSIS 
---" 

Marker alleles Chromosomes with CF mutation Normal chromosomes 

X"K, 3 49 

X,.K2 147 19 

X2,K, 8 70 

Xl< K2 8 25 

Data from typing for two RFLP markers, the first with alleles XI and X2 and the second with alleles 
K, and K2 in 114 British families with a child with cystic fibrosis (CF). Chromosomescarrying the CF 
disease mutation tend to carry allele XI and allele K2. [Data from Ivinson AJ, Read AP, Harris Ret al. 
(1989) J. Med. Genet 26, 426-430.1 
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generated 102 hap lotypes of chromosomes that carried an NBS disease muta
tion_ Of these, 74 looked like derivatives of a common ancestral haplotype, most 
probably of Slav origin. The most highly conserved region lay between markers 
11 and 12 (FIgure 14.14), which therefore marked the likely location of the NBS 
gene. Subsequently, a gene encoding a novel protein was cloned from this loca 
tion and was shown to carry mutations in NBS patients. As predicted, patients 
with the common haplotype all had the same mutation, whereas those with inde
penden t haplotypes had independent mutations. 

Linkage disequilibrium is a central tool in efforts to identify susceptibility 
genes for complex diseases, and is discussed in detail in Chapter 15. 

, 4.6 DIFFICULTIES WITH STANDARD LOD SCORE 
ANALYSIS 
Standard lod score analysis is a tremendously powerful method for scanning the 
genome in 20 Mb segments to locate a disease gene, but it can run into difficul
ties. These include: 

vulnerability to errors 
computational limits on what pedigrees can be analyzed 

• 	 problems with locus heterogeneity 
limits on the ultimate resolution achievable 
the need to specify a precise genetic model, detailing the mode of inheritance, 
gene frequencies, and penetrance of each genotype. 

FigUN 14.14 An ancestral haplotype 
in European patients with Nijmegen 
breakage syndrome. In a ser of 5 1 
apparently unrelated patients with this 
recessive cond ition, 74 out of 102 haplotypes 
around the disease location on chromosome 
8q2 1 see med to be derived from a common 
ancestor. The 74 haplorypes (rows) were 
defined using 16 markers, shown in 
chromosomal order acrossthe top of the 
tabl e. The beige color markslocations with 
allelesidentical to those of the inferred 
ancestral haplotype. Allelescolored orange 
differ from the putative ancestral version 
but might be the result of a mutation of the 
ancestral allele. Allelescolored blue differ 
substantially from the ancestral allele. and 
are probably the result of recombination. 
Blanks mark loci for which there are no 
data. Only at loc i 11 and 12 are there no 
recombinant (blue) alleles. suggesting that 
the NBS gene maps to thisposition. (Data 
reported in Varon R. Vissinga C, Planer M et 
at (1998) Ceff93, 467-476. With permission 
from Elsevier.] 
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Errors in genotyping and misdiagnoses can generate spurious 
recombinants 
With highly polymorphic markers, common errors such as misread gels, switched 
samples, or non-paternity will often lead to a situation in which an offspring's 
stated genotype is incompatible with the parental genotypes. The linkage analy
sis program will stall untll such errors have been corrected. During data check
ing, markers with allelic distributions that deviate significantly from Hardy
Weinberg proportions (see Chapter 3) are flagged . Significant deviation generally 
indicates systematic errors in genotyping (usually missing heterozygotes)
although in a sample ofpeop)e selected because they have a certain disease, such 
a deviation might indicate a true connection between the marker genotype and 
disease status. 

Errors that introduce theoretically possible but incorrect genotypes are diffi
cult to identify because they are not flagged during data checking. The most seri
ous problems are introduced by misassignment of disease status (an individual 
who is affected is scored as unaffected, or vice versa). Such individuals will seem 
to be recombinant between the disease locus and any marker that is, in truth, 
linked to the disease locus. Multilocus analysis can help, because such spurious 
recombinants appear as close double recombinants. As we saw previously, inter
ference makes close double recombinants very tmIikely. In Figure 14,15 , the 
probability of a true double recombinant with markers 5 eM apart is extremely 
small, well below 0.05 x 0.05 = 0.0025 (the probability if there were no interfer
ence). Apparent double recombinants usually signal an error in genotyping the 
markers, a clinical misdiagnosis, or locus heterogeneity. Mutation in one of the 
genes or germinal mosaicism are rarer causes. VVhen marker framework maps are 
made, error-checking routines test the extent to which the map can be shortened 
by omitting any single test result. Individual genotypes that significantly lengthen 
the map (i.e. add recombinants) are suspect. 

Errors in the order of markers on marker framework maps used to cause prob
lems (single recombinants could seem to be double), but these have receded as 
genetic maps are cross-checked against physical sequence. 
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Figure 14.1 S Apparent double 
recombinants suggest errors in the data. 
In this phase-known tri ple heterozygote, 
two markers (A and 8) flank the disease 
locus (0) . On the genetic map. the markers 
are each only 5 cM from the disease locus. 
giving a recombination frequency for each 
single crossover of 0,05. The recombination 
frequencies ofthe possible gametes are 
shown below. Because of interference, the 
probability of true double recombinants 
would be substantially below the theoretical 
value of 0.05 x 0.05 = 0.0025. 
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Computational difficulties limit the pedigrees that can be 
analyzed 

As we saw in the discussion of the pedigree in Figure 14.9C, human linkage analy
sis depends on computer programs that implement algorithms for handling 
branching trees of genotype probabilities, given the pedigree data and gene fre
quencies. These algorithms are computationally extremely intensive, and large 
analyses can stretch the capacity of even mainframe machines. Liped was the 
first generally useful program, and Mlink (part of a package called Linkage) used 
the same basic algorithm, the Elston-Stewart algorithm, but extended it to 
multipoint data. The Elston-Stewart algorithm can handle arbitrarily large pedi
grees, but rhe computing time increases exponentially with increasing numbers 
of possible haplotypes (more alleles and/or more loci) . This limits its utility for 
analyzing multipoint data. An alternative algorithm, the Lander-Green algo
rithm, is able to handJe any number ofloci (the computing time increases linearly 
with the number of loci) but has memory problems with large pedigrees. This 
algorithm is implemented in the Genehunter and Merlin programs. These pro
grams are particularly good for analyzing whole genome searches of modest
sized pedigrees. 

Locus heterogeneity is always a pitfall in human gene mapping 

As we saw in Chapter 3, it is common for mutations in several unlinked genes to 
produce the same clinical phenotype. Even a dominant condition with large fam 
ilies can be hard to map if there is locus heterogeneity within the collection of 
families studied. It took years ofcollaborative work to show that tuberous sclero
sis was caused by mutations at either of two loci, TSCI (OMIM 191100) at 9q34 
and TSC2 (OMIM 191092) at 16p13. With recessive conditions, the difficulty is 
multiplied by the need to combine many small families. Autozygosity mapping 
(see above) is the main solution for recessive conditions. 

Software programs such as Genehunter or Homog (see Further Reading) can 
compare the likelihood of the data on the alternative assumptions of locus homo
geneity (all families map to the location under test) and heterogeneity (a propor
tion ex of unlinked families), and give a maximum-likelihood estimate of cx. 
However, because this introduces an extra degree of freedom into the hypothesis, 
more data are required to produce definitive answers. 

Pedigree-based mapping has limited resolution 
The resolution of mapping depends on the number of meioses analyzed. Human 
families are quite limiting for this purpose-for example, the CEPH family collec
tion mentioned above can provide an average resolution of only about 3 Mb. One 
solution is to genotype sperm. Men may have too few children for high
resolution mapping, but they produce untold millions of sperm. The protocol 
illustrated in Figure 14.16 allows the identification of individual sperm that are 
recombinant across a predefined region of a few kilo bases. The recombination 
fraction is estimated by comparing the number of recombinant sperm recovered 
with the total number of sperm tested, as measured by the total amount of sperm 
DNA used in the experiment. The exact position of each crossover can be deter
mined, allowing the identification of recombination hotspots. This method 
cannot be used to map diseases, but it does allow a researcher with the necessary 

Flgut.14.16 Scoring recombinant sperm. (A) A man is selected who is 
heterozygous for many SNPs across the region of interest (typically a few 
kilobases). (8) His sperm DNA is divided into aliquots sufficiently small that each 
is estimated to contain, on average, less than one molecule that is recombinant 
aCrOSS the region of interest along with several thousand non-recombinant 
molecules. (C) PCR is performed on each aliquot by using allele-specific primers 
(red and blue arrows); red circles and blue squares represent the alternative alleles 
at each heterozygous SNP. Only recombinant molecules (the bottom molecule in 
the figure) will hybridize to both primers and be amplified. Any peR product can 
th·en be genotyped for the individual SNPs to identify the exact position of the 

crossover that produced each recombinant sperm. 
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high degree of technical skill to identify eJCtremely rare recombinants between 
very closely linked markers. ln 2005, Jeffreys and colleagues identified the exist
ence of very localized recombination hotspots (see Figure 14.6) by measuring 
recombination fractions as low as 0.00001. Of course, sperm analysis only gives 
information on male recombination. 

Characters with non-Mendelian inheritance cannot be mapped by 
the methods described in this chapter 

The methods of lod score analysis described in this chapter require a precise 
genetic model. Before the computer can start the analysis, it requires a series of 
parameters to be specified. These include the mode of inheritance, the gene fre
quencies, and the penetrance of each genotype. Penetrance is the most difficult 
of these to specify. ldeally, there would be an exact relationship between some
body's disease status and their genotype ar the disease locus. But two factors limit 
this. First, as we saw in Chapter 3, there may be reduced penetrance of the dis
ease genotype. Sometimes a person has the genotype that would normally cause 
disease but for one reason or another (such as other genes, lifestyle, or simple 
luck) is unaffected. Second, somebody may be affected despite not having the 
disease genotype-that is, they are a phenocopy. For example, in a family being 
studied to map a gene causing deafness, one family member might be deaf 
because of head trauma or meningitis rather than because he has inherited the 
family mutation. If nO allowance were made for possible non-penetrance and 
phenocopies, such persons would be wrongly scored as recombinant, following 
the logic shown in Figure 14.15. However, ifthe penetrance is set too low, there is 
a reduction in the power to detect linkage, because a less precise hypothesis is 
being tested. Families coUected fot study are usually selected because they 
include multiple affected people, and this systematically biases the estimate of 
penetrance upward. 

Despite these complications, for Mendelian characters it is not usually a major 
problem to provide plausible values for the parameters. However, for common 
complex diseases such as diabetes or schizophrenia, we have no real idea of the 
gene frequencies or penetrance of any susceptibility alleles, or even the mode of 
inheritance. The problem ·of specifying an appropriate genetic model is far more 
intractable. As a result, the methods described in this chapter are not appropriate 
for mapping the genetic factors that govern susceptibility or resistance to com
plex diseases; this task requires different approaches, which are described in 
Chapter 15. 

CONCLUSION 
The human genome sequence provides the ultimate physical map, enabling 
physical entities such as genes, DNA sequences, and chromosomal breakpoints 
to be localized to the nearest nucleotide. However, localizing the determinants of 
phenotypes such as genetic diseases requires an alternative approach, namely 
genetic mapping. Genetic mapping depends on identifying a physical entity that 
consistently travels together (co-segregates) with the phenotypic determinant 
through multiple meioses in a collection of families. Because of recombination 
during meiosis, only sequences that lie very close together on the same chromo
somal segment will consistently co -segregate. 

The usual physical entities used in genetic mapping are microsatellites or sin
gle nucleotide polymorphisms (SNPs). Array-based technologies allow hundreds 
of thousands of SNPs, distributed across the whole genome, to be tested quickly 
and easily for co-segregation with a phenotype of interest. If there is significant 
but imperfect co-segregation, tile fraction of meioses in which the two fail to co
segregate (the recombination fraction) is a measure of their genetic distance 
apart. Genetic distances are nor identical to physical distances, measured in kilo
bases, because tile probabiliry of a crossover is not uniform along the whole 
length of every chromosome. It varies systematically between the sexes and 
between individuals. The relationship between the genetic distance, measured in 
centimorgans, and the recombination fraction is not linear, but must be expressed 
mathematically by a mapping function. This is necessary because recombination 
fractions never exceed 0.5, no matter how far apart physically two loci are. 
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Additionally, the presence of one crOssover inhibits the formation of further 
crossovers close to it (interference). 

The consistency with which a genetic marker co-segregates with a phenotype 
is assessed by calculating the lad score (the logarithm ofthe odds of linkage). For 
most pedigrees, elaborate computer programs are needed to do this. There is a 
trade-off between the number of meioses studied and the number of markers 
that would be necessary to have the possibility of achieving a statistically signifi
cant lod score. Fewer markers can be used if more meioses are studied, and vice 
versa . It is more effi cient to calculate lad scores by using multiple markers 
(multipoint mapping) than to calculate the score with each individual marker in 
turn. Framework marker maps have been established to assist in multipoint 
mapping. 

The resolution of genetic mapping-that is, the precision with which a genetic 
entity can be localized-is determined by the number of meioses studied. Very 
high resolution can be achieved by studying affected people who are related 
through a remote common ancestor (autozygosity mapping). For mapping DNA 
sequences, even higher resolution is achievable by genotyping individual sper
matozoa produced by a doubly heterozygous male. This allows the exact posi
tions of crossovers to be identified in studies of the mechanism of recombi
nation. 

The methods of lod score analysis described in this chapter have been very 
successful with Mendelian characters, but they have some limitations. These 
methods are called parametric because a series of parameters needs to be speci
fied before analysis can begin. These include the mode of inheritance, the gene 
frequencies, and the penetrance of each genotype. For Mendelian characters it is 
not usually a major problem to provide plausible values for these parameters. 
However, for common complex diseases such as diabetes or schizophrenia, the 
problems are far more intractable. Any genetic model is no more than a hypoth
esis-we have no real idea of the gene frequenCies or penetrance of any suscepti
bility alleles, or even the mode of inheritance. This makes it very unwise to apply 
the methods described in this chapter to such diseases. Nevertheless, identifying 
the genetic components of susceptibility to complex diseases is now a major part 
of human genetiCS research. The ways in which one can attempt to do this are the 
subject of Chapter 15. 
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Chapter 15 


Mapping Genes Conferring 
Susceptibility to Complex 
Diseases 

KEY CONCEPTS 

Many common diseases are multifactorial, with a variety of environmental and genetic 
factors each reducin g or increasing an individual's susceptibility to that disease. They are 
also usually complex, having many different possible causes. 

The major genetic effects on human health and disease come from genetic factors that 
affect susceptibility to common complex diseases, rather than those that cause Mendelian 
diseases. Amain aim of much current hwnan genetic reseruch is to identify such factors. 

• 	 Evidence for the role of genetic factors in many common complex diseases comes from 
studies of families, twins, and adopted people. Such studies need careful interpretation to 
disentangle genetic effects from the effects of a shared family environment. 

• 	 Linkage analysis has shown only very limited success in mapping susceptibility factors for 
commo n complex diseases. Standard lod score analysis cannot be used because it is not 
possible to specify certain parameters for the susceptibility factors, such as the mode of 
inheritance, gene frequencies, or penetrances. Instead, non-parametric methods are used, 
which do not require a detailed genetic model to be provided. Non-parametric linkage 
methods take affected relatives and look for chromosomal segments that they share more 
often than expected by chance. Affected sib pairs are the most freque ntly used sets of 
relatives. 

• 	 An alternative approach to finding susceptibility factors is to seek populationwide statistical 
associations between a certain genotype and a disease. Such associations may arise because 
many supposedly unrelated people share a chromosome segment inherited from a distant 
common ancestor who carried a susceptibility factor. However, not all populationwide 
associations have a genetic cause. 

• 	 The International HapMap Project has defined the ancestral chromosome segments in four 
human popUlations, and cataloged markers (tagging SNPs) that can be used to identi.fy 
them. 

• 	 Shared ancestral chromosome segments are extremely small (typically a few kilobases). 
Thus, seeking associations requires the use of a dense array of closely spaced markers. It has 
only recently become feasible to conduct genomewide association studies. 

• 	 Identifying susceptibili ty factors, either by linkage studies or by association, has proved 
unexpectedly difficult. Only recently have studies become sufficiently powerful to identify 
susceptibility factors reliably. 

• 	 Association studies can only identify factors that are present on chromosome segments that 
are shared by many individuals in the study group. Thus, the ability of association stu dies to 
identify susceptibility factors for common complex diseases depends on the common 
disease-common variant hypothesis, which supposes th at most susceptibility factors are 
ancient variants found on shared ancestral chromosQ,me segments. 

An alternative hypothesis, the lIlutation-selection hypothesis, supposes 1Il0st factors to be 
the result of a highly heterogeneous set of individually rare recent mutations. 

• 	 If the mutation-selection hypothesis is true, identifying susceptibility factors will require 
large-scale resequencing of individual genomes from cases and controls. New sequencing 
technologies make this feasible. 

http:identi.fy
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The main genetic contribution to morbidity and mortality is through the genetic 
component of common complex diseases. These diseases have no one single 
cause, but result from the cumulative effects of a variety of genetic and environ
mental factors, often different in different affected individuals. Identifying the 
genes concerned is a central task for medical research. However, this is a much 
more formidable task than identifying the mutations that cause monogenic dis
eases. For Mendelian diseases, given a sufficient collection of affected families, 
linkage analysis as described in Chapter 14 can usually local ize the causative 
gene to a small chromosomal segment containing only a handful of candidate 
genes. Similar studies in complex diseases have been much less successful. 

A meta-analysis by A1tmillier and colleagues in 2001 reviewed !OI linkage 
studies in 31 complex diseases. The result was sobering. Candidate regions 
defined in different linkage studies of the same disease rarely coincided. There 
were some real successes, reviewed by Lohmueller and colleagues (see Further 
Reading) but, despite huge efforts by leading research teams, overall the studies 
had made only limited progress in localizing susceptibility genes. Recently this 
has changed. A combination of new technology (high -resolution SNP chips) and 
new understanding of the structure of human genomes (the HapMap project) is 
finally allowing susceptibility factors to be reliably identified. In this chapter, we 
describe the ways in which this difficult problem has been approached. 

15.1 FAMILY STUDIES OF COMPLEX DISEASES 
Before work can begin on uncovering the genetic factors involved in common 
complex diseases, it is necessary to establish the criteria by which people are to 
be labeled as affected or unaffected. With Mendelian syndromes it is usually fairl y 
obvious which features of a patient form part of the syndrome and which are 
coincidental. Different features may have different penetrances, but basically the 
components of the syndrome are those that co-segregate in a Mendelian parrern. 
Things are much less clear cut for non-Mendelian conditions. Even physically 
obvious conditions such as the major birth defects are very variable in severity
where is the line to be drawn? Should we lump together or split apart the various 
types of congenital heart malformation for example? 

Psychiatric and behavioral conditions are especially difficult. A diagnostic 
label can be valid, in the sense that two independent investigators will agree 
whether or not it applies to a given patient, without being biologically meaning
ful. Great efforts have been made to establish valid diagnostic categories. These 
are codified in the successive versions of the Diagnostic and Statistical Manual of 
Mental Disorders (DSM) published by the American Psychiatric Association. 
Adhering to such conventions helps make different studies comparable, but it 
does not guarantee that the right genetic question is being asked. 

Having established clear diagnostic criteria for a complex disease, it is neces
sary to show whether or not genetics has a role in the etiology of the condition. 
Peop le who share more of their DNA should be more likely to share the pheno
type under investigation. The obvious way to approach this is to show that the 
character runs in families. This involves family, twin, or adoption studies. The 
difficulty of distinguishing the effects of shared family environment ftom tllOse of 
heredity has often made such studies controversial. especially for psychiatric 
conditions. 

The risk ratio (A) is a measure of familial clustering 
Nobody would dispute the involvement of genes in a character that consistently 
gives Mendelian pedigree patterns or that is associated with a chromosomal 
abnormality. However, with non-Mendelian characters, whether continuous 
(quantitative) or discontinuous (dichotomous), there is no such reality check. It 
is necessary to prove claims of genetic determination. The obvious way to 
approach this is to show that the character runs in famili es. 

The degree of family clustering of a disease can be expressed by the risk ratio 
(AR), the risk to areiative (R) of an affected proband compared with the risk in the 
general population. A risk ratio of I implies no addi tional risk above that of the 
general population. Separate values can be calculated for each type of relative, 
for example As for sibs. The mathematical properties of AR are derived in the 1990 
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TABLE 15.1 RISK OF SCHIZOPHRENIA AMONG RELATIVES OF SCHIZOPHRENICS: 
POOLED RESULTS OF SEVERAL STUDIES 

Relative No. at risk Risk (%) A 

Parents 8020 5.6 7 

Sibs 9920.7 10.1 12.6 

Sibs, one parent affected 623.5 16.7 20.8 

Offspring 1577.3 12.8 16 

Offspring, both parents affected 134 46.3 58 

HaiHib 499.5 4.2 5.2 

Uncles, aunts, nephews, nieces 6386.5 2.8 3.5 

Grandchildren 739.5 3.7 4.6 

Cousins 1600.5 2.4 3 

Numbers at risk are corrected to allow for the fact that some at-ri sk relatives were below or only 

just within the age of risk (or schizophrenia (say, 15-35 years). A values are calculated assuming a 

population incidence of O.8%.lData from McGuffin P, Shanks MF & Hodgson RJ (eds) (1984) The 

Sdentific Principles of Psychopathology. Grune & Stratton.] 


papers by Risch (see Further Reading). As an example, TabJe 15.1 shows pooled 
data from several studies of schizophrenia. Family clustering is evident from the 
raised A values, for example a sevenfold increased risk for somebody, one of 
whose parents is schizophrenic. As expected, A values drop back toward 1 for 
more distant relationships such as nephews, nieces, and cousins. 

Shared family environment is an alternative explanation for ' 
familial clustering 
Geneticists must never forget that humans give their children their environment 
as well as their genes. Many characters run in famities because of the shared fam
ily environment- whether one's native language is English or Chinese, for exam
ple. One always has to ask whether shared environment might be the explanation 
for familial clustering of a character. This is especially important for behavioral 
attributes such as IQ or schizophrenia, which depend at least partly on upbring
ing. Even for physical characters or birth defects it cannot be ignored: a family 
might share an unusual diet or some tradi tional medicine that could cause devel
opmental defects. Among the Fore people of New Guinea, a degen erative brain 
disease, kuru, ran in families because, as part of funerary rituals, close relatives 
ate infectious brain material from deceased affected people. Something more 
than a familial tendency is necessary to prove that a non- Mendelian character is 
under genetic control. These reservations are not always as clearly stated in the 
medical literature as perhaps they should be. Table l5.5 on p. 472 shows what can 
happen if shared family environment is ignored. 

Twin studies suffer from many limitations 
Francis Galton, the brilliant but eccentric cousin of Charles Darwin, who laid so 
much of the foundation of quantitative genetics, pointed out the value of twins 
for human genetics. Monozygotic (MZ) twins are genetically identical clones and 
should always be concordant (both the same) for any genetically determined 
character. This is true regardless of the mode of inheritance or number of genes 
involved; the only exceptions are for characters dependent on post·zygotic 
somatic genetic changes (the pattern of X-inactivation in females, the repertoire 
of functional immunoglobulin and T-cell receptor genes, and random post
zygotic somatic mutations leading to mosaicism). Dizygotic (DZ) twins share half 
their genes on average, tlle same as any pair of sibs. 

Concordance can be calculated in two ways. Pairwise concordance co unts the 
number of pairs of twins, ascertained through an affected proband, in which 
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TABLE 15.2 TWIN STUDIES IN SCHIZOPHRENIA 

Study Country Concordant pairs 

MZ DZ 

Kringlen et al. (1968) Norway 14/50 (0.28) 6/94 (0.06) 

Fischer et al. (1969) Denmark 5/21 (0.23) 4/41 (0. 10) 

Tienari et aL (1975) Finland 3/20 (0.15) 3/42 (0.07) 

Farmer et al. (1987) UK 6/17 (0.35) 1/20 (0.05) 

Onstad et al. (199 1) Norway 8/24 (0.33) 1/28 (0.04) 

The numbers show the total number of twin pairs ascertained and the number that were 

concordant (both twins diagnosed as schizophrenic). Diagnostic and inclusion criteria varied 

between studies; despite the heterogeneity there is a clear tendency for more monozygotic (MZ) 
than dizygotic (DZ) pairs to be concordant. [For references, see Onstad S, Skre I, Torgersen S & 

Kringlen E (1991) Acta Psychiatr. Scand. 83, 395-401.] 

both twins have the condition (concordant, +1+) and the number of pairs in 
which only one twin is affected (discordant, +1-). Probandwise concordance is 
obtained by counting a pair twice if both were probands, and thus gives higher 
values for the concordance. For example, in the study by Onstad et a1 cited in 
Table 15.2, in 7 of the 24 MZ twin pairs, both twins were independently ascer
tained as affected probands. Thus, the probandwise concordance was 0.48, cal
culated as [(8 + 7)1 (24 + 7)], in comparison with the pairwise concordance of 0.33 
(8/24). Probandwise concordances are thought to be more comparable with 
other measures of family clustering. 

Genetic characters should show a higher concordance in MZ than DZ twins, 
and many characters do. However, a higher concordance in MZ twins than in DZ 
twins does not prove a genetic effect. For a start, half of DZ twins are of different 
sexes, whereas all MZ twins are the same sex. Even if the comparison is restricted 
to same-sex DZ twins (as it is in the studies shown in Table 15.2), at least for 
behavioral traits the argument can be made that MZ twins are more likely to look 
very similar, to be dressed and treated the same, and thus to share more of their 
environment than DZ twins. 

Separated monozygotic twins 
Monozygotic rwins separated at birth and brought up in entirely separate envi
ronments seem to provide an ideal experiment for separating the effects of shared 
genes and shared environment. Francis Crick once made the tongue-in-cheek 
suggestion that one of each pair of twins born should be donated to science for 
this purpose. Such separations happened in the past more often than one might 
expect-the birth of twins was sometimes the last straw for an overburdened 
mother. Fascinating television programs can be made about twins reunited after 
40 years of separation, who discover they have similar jobs, wear similar clothes, 
and like the same music. As research material, however, separated twins have 
many drawbacks: 

Any research is necessarily based on small numbers of arguably exceptional 
people. 
The separation was often not total-often the twins were separated some time 
after birth, and were brought up by relatives. 


There is a bias of ascertainment-everybody wants to know about strikingly 

similar separated twins, but separated twins who are very different are not 
newsworthy. 
Research on separated twins cannot distinguish intrauterine environmental 
causes from genetic causes. This may be important, for example in studies of 
sexual orientation (the gay gene), in which some people have suggested that 
maternal hormones may affect the fetus in utero so as to influence its future 
sexual orientation. 
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Thus, for all their anecdotal fascination, separated twins have contributed 
relatively little to human genetic research. 

Adoption studies are the gold standard for disentangling genetic 
and environmental factors 
If separating twins is an impractical way of disentangling heredity from family 
environment, studying adopted people is much more promising. Two study 
designs are possible: 
• 	 Find adopted people who suffer from a particular disease known to run in 

families, and ask whether it runs in their biological family or their adoptive 
family. 

• 	 Find affected parents whose children have been adopted away from the fam
ily, and ask whether being adopted saved the children from the family 
disease. 

A celebrated butcontroversial study by Rosenthal & Kety (see Further Reading) 
used the first of these designs to test for genetic factors in schizophrenia. The 
diagnostic criteria used in this study have been criticized, and there have also 
been claims (disputed) that not all diagnoses were made truly blind. However, an 
independent re-analysis using DSM-lll diagnostic criteria reached substantially 
the same conclusion: it was the genes rather than the environmental influence of 
a schizophrenic parent that increased the risk for the offspring. Tobie 15.3 shows 
the results of a later extension of this study. 

The main obstacle in adoption studies is lack of information about the bio
logical family, frequently made worse by the undesirability of approaching them 
with questions. Efficient adoption registers exist in only a few countries. A sec
ondary problem is selective placement, in which the adoption agency, in the 
interests of the child, chooses a family likely to resemble the biological family. 
Adoption studies are unquestionably the gold standard for checking how far a 
character is genetically determined, but because they are so difficult, they have in 
the main been performed only for psychiatric conditions, for which the nature
nurture arguments are particularly contentious. 

15.2 SEGREGATION ANALYSIS 
Pure Mendelian and pure polygenic characters represent the opposite ends of a 
continuum. In between are oligogenic traits governed by a few major susceptibil
ity loci, possibly operating against a polygenic background, and possibly subject 
to major environmental influences. Segregation analysis is a statistical tool for 
analyzing the inheritance of any character. It can provide evidence for or against 
a major susceptibility locus and can at least partly define its properties. The 
results can help guide future linkage or association studies. 

Complex segregation analysis estimates the most likely mix of 
genetic factors in pooled family data 
Analyzing data on the relatives of a large collection of people affected by a famil
ial but non-Mendelian disease is not a simple task. There could be both genetic 
and environmental factors atwork; the genetic factors could be polygenic, oligo
genic, or monogenic (Mendelian) with any mode of inheritance, or any mixture 

TABLE 15.3 AN ADOPTION STUDY IN SCHIZOPHRENIA 

Case types Schizophrenia cases among Schizophrenia cases among adoptive 
biological relatives relatives 

Index cases (47 chronic schizophrenic adoptees) 44/279 {1 5.8%1 2/1'1 (1.8%) -
Control adoptees (matched for age, sex. social status of adoptive 5/234 (2 .1 %1 2/117 (1 .7%) 

family, and number of years in institutional care before adoption) 

The study involved 14,427 adopted persons aged 20-40 years in Denmark; 47 of them were diagnosed as chronic sch izophrenic. The 47 were 
matched with 47 non-schizophrenic control subjects from the same set o f adoptees. (Data from Kety 55, Wender PH, Jacobsen Bet al. (1 994) 
Arch. Gen. Psychiatry 51,442-455.1 
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TABLE 15.4 COMPLEX SEGREGATION ANALYSIS OF HIRSCHSPRUNG DISEASE 

Model d q H z X X' p 

Mixed l.()() 7.51 9.6x 10-6 0.01 0.15 

Sporadic 334 < 10- 5 

Polygenic l.()() l.()() 78 < 10- 5 

Major recessive locus 0.00 8.22 3.8 x 10-3 35 < 10-s 

Major dominant locus l.()() 7.56 1.2 x 10- 5 0.19 2.8 0.42 

Data are for families ascertained through a proband with long-segment Hirschsprung disease (OMIM 142623). Parameters [hat can be varied are as 
follows: d, the degree of dominance of any major disease allele; r, the difference in liability between people homozygous for the low-susceptibility 
and the high-susceptibility alleles of a major susceptibility gene, measured in units of standard deviation of liability; q, the gene frequency of any 
major disease all ele; H, the proportion of total variance in liability that is due to polygenic inheritance, in adults; z, the ratio of heritability in children to 
heritability In adults; x, the proportion of cases due to new mutation. The values shown are those that best account for the family data using the stated 
model. The X2 statistic is a standard test that compares the performance of each model with the mixed model, in which a mix of all mechanisms is 
allowed. A single major locus encoding dominant susceptibi lity explains the data as well as the mixed model. [Data from Badner JA, Sieber WK, 
Garver Kl &'Chakravarti A (l990) Am. J. Hum. Genet. 46, 568-580.) 

of these, and the environmental factors may include both familial and non 
familial variables. [n complex segregation analysis, a whole range of possible 
inheritance patterns, gene frequencies, penetrances, and so on, are modeled by 
computer analysis to find the mix of scenarios that gives the greatest overall like
lihood for the observed data. Factors in this mixed model are then omitted or 
constrained to identify the minimum that must be included so as to avoid a sig
nificant loss of explanatory power. As with lod score analysis (see Chapter 14), the 
question asked is how much more likely the observations are when one hypoth
esis is compared with another. 

In the example of Table 15.4, the ability of specific models (sporadic, poly
genic, recessive, dominant) to explain the data was compared with the likelihood 
calculated by a general mixed model, in which the computer program could 
freely optimize the mixture of single-gene, polygenic, and random environmen
tal causes. All models were constrained by the overall epidemiology, sex ratios, 
and probabilities of ascertainment estimated from the collected data. A single
locus dominant model is not significantly worse than the mixed model at explain
ing the data (r = 2.8, P = 0.42). [n contrast, models assuming no genetic factors 
(sporadic), pure polygenic inheritance, or pure recessive inheritance perform 
very badly. On the argument that simple explanations are preferable to compli
cated explanations, the analysis suggests the existence of a major dominant sus
ceptibility to Hirschsprung disease. One such factor has now been identified, the 
RET (rearranged during transfection) oncogene (OMIM 164761). 

However clever the segregation analysis program is, it can do no more than 
maximize the likelihood across the parameters it was given. If a major factor is 
omitted, the result can be misleading. This was well illustrated by the data in 
Table 15,5. McGuffin & Huckle asked their classes of medical students which of 
their relatives had attended medical school. When they fed the results through a 

TABLE 15.5 A RECESSIVE GENE FOR ATTENDING MEDICAL SCHOOL? 

Model d q H X' p 

Mixed 0.087 4.04 0.089 0.008 

S:::oradic 163 <10-5 

PolygeniC 0.845 14.4 <0.005 

IVlajor recess ive locus 0.00 7.62 0.88 0.1 1 n.S. 

The data are taken from a survey of medical students and their families. The meaning of the 
symbolsis explained in the foornote to Table 15.4. Affected is defined as attending medica l school. 
The analysis seems to support recessive inheritance, because this accounts for the data equally well 
as the unrestricted model (but see the text). n.S., not significant. {Data from McGuffin P& Huckle P 
(1990) Am. J. Hum. Genet. 46, 994-999.1 
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segregation analysis program, it came up with results apparently favoring the 
existence of a recessive gene for attenrung medical school. Though amusing, this 
was not done as a joke, nor to discredit segregation analysis. The authors did not 
allow the segregation analysis program to consider the likely true mechanism, 
namely a shared family environment. The program's next best alternative was 
mathematically valid but biologically unrealistic. The serious pointthatMcGuffin 
& Huckle were making was that there are many pitfalls in segregation analysis of 
human behavioral traits, and incautious analyses can generate spurious genetic 
effects. 

Although complex segregation analysis can provide a valuable framework for 
detailed genetic studies of a condition, in recent yea.rs its use in research has 
declined. This is partly because most of the major complex diseases have already 
been investigated. Another key reason is that segregation analysis is not able to 
decompose the heterogeneity that is characteristic ofcomplex traits. Segregation 
analysis necessarily provides a top-down, bird's-eye view of a condition. Given 
the extreme genetic heterogeneity of most if not all multifactorial diseases, the 
value of such a view can be questioned. Provided there is evidence that genetic 
factors are involved somewhere in the etiology, it may be more productive to dive 
in and use the tools of molecular genetics to hunt for the factors directly, rather 
than worry about their overall statistical properties. Thus, the focus has moved 
on, first to linkage analysis and more recently to association studies. 

'5.3 LINKAGE ANALYSIS OF COMPLEX CHARACTERS 
Linkage studies for complex diseases use rather different methods from those 
described in Chapter 14. Rather th an test a detailed hypothesis about recombi
nation fractions, the analysis seeks to identify chromosomal segments shared by 
affected family members, without having to specify exactly how any susceptibil
ity factors carried on those shared segments contribute to the disease. These 
methods are very robust for detecting susceptibility factors that are neither nec
essary nor sufficient for the disease to develop. 

Standard lod score analysis is usually inappropriate for 
non-Mendelian characters 
Standard lod score analysis is called parametric because it requires a precise 
genetic model, detailing a series of parameters: the mode of inheritance, gene 
frequencies, and information about the penetrance of each genotype. As long as 
a valid model is available, parametric linkage provides a wonderfully powerful 
method for scanning the genome in 5-10 Mb segments to locate a disease gene. 
For Mendelian characters, specifying an adequate model should be no great 
problem. Non-Mendelian conditions, however, are much less tractable. Although 
complex segregation analysis can provide parameters for the overall genetic sus
ceptibility, the parameters for anyone susceptibility factor are impossible to 
guess in advance. Thus, the type of linkage analysis that was described in Chapter 
14 cannot be used for complex diseases. 

Near-Mendelian families 

One approach to this problem is to look for a subset of families in which the con
dition segregates in a near-Mendelian manner. Segregation analysis is used to 
define the parameters of a genetic model in those families, which are then used 
in a standard (parametric) linkage analysis. Such families may arise in three 
ways: 

• 	 Any complex disease is likely to be heterogeneous, so the family collection 
may well include some with Mendelian conditions phenotypically indistin
guishable from the non- Mendelian majority. 

• 	 The near-Mendelian families may represent cases in which, by chance, many 
determinants of the disease are already present in most people, so that the 
balance is tipped by the Mendelian segregation of just one of the many sus
ceptibility factors. 

• 	 The near-Mendelian pattern may be spurious-just chance aggregations of 
affected people within one family. 
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In the first case, identifying the Mendelian subset is intrinsically valuable, but 
it does not necessarily cast any light on the causes of the non -Mendelian disease. 
That was the case with breast cancer and Alzheimer disease. In breast cancer this 
led to the discovery of the BRCAl and BRCA2 genes, as described in Chapter 16 
(see Case 7, p. 526). Mutations in the PSEN1, PSEN2, and APP genes cause rare 
Mendelian forms of early-onset Alzheimer disease. However, the common non
Mendelian forms of breast cancer and Alzheimer disease do not usually involve 
any of these genes. In the second case, the loci mapped are also susceptibility 
factors for the common non-Mendelian disease-Hirschsprung disease is an 
example. Finally, an early study of schizophrenia exemplified the th ird case, pro
ducing a lad score of 6 that is now generally agreed to have been spurious. This 
debacle was enough to persuade most investigators to switch to alternative meth
ods of analysis. 

Non-parametric linkage analysis does not require a genetic model 

Model-free or non-parametric methods of linkage analysis look for alleles or 
chromosomal segments that are shared by affected individuals more often than 
random Mendelian segregation would predict. Some of the basic ideas underly
ingthese approaches were set out in 1990 in the three papers by Risch mentioned 
previously. 

Identity by descent versus identity by state 
It is important to distinguish segments identical by descent (IBD) from those 
identical by state (IBS). Alleles that are lED are demonscrably copies of the same 
ancestral (usually parental) al lele. ISS alleles look identical, and may indeed be 
copies, but their common ancestry is not demonstrable. This may be because of 
a lack of information about any common ancestor, or because the genotypes do 
not permit unambiguous tracing of the ancestral origin of the alleles. figure 15.1 
illustrates the difference. In non-parametric analysis, IBD alleles are treated 
mathematically in terms of the Mendelian probability of inheritance from the 
defined common ancestor; for IES alleles, the population frequency is used. for 
very rare alleles, two independent origins are unlikely, so IBS generally implies 
lED. With common alleles, no such inference can be made. Multiallele microsat
ellites are more efficient than two-allele markers such as SNPs for defining lSD, 
and multilocus multi allele haplotypes are better still, because anyone haplotype 
is likely to be rare. Shared segment analysis can be conducted with either ISS or 
lED data, provided that the appropriate analysis is used. IBD is the more power
ful of the two, but it requires samples from more relatives because it is necessary 
to work out the likelihood that sharing is lED ratherthan IBS. 

Affected sib pair analysis 
Picking a chromosomal segment at random, pairs of sibs are expected to share 0, 
I, or 2 parental haplotypes with frequencies of 11" V2, and 11" respectively (ratios of 
1:2:1). However, ifboth sibs are affected by a genetic disease, then any segment of 
chromosome that carries the disease locus is likely to be shared. For a fully pen
etrant Mendelian dominant disease, affected sibs would always share the paren
tal haplotype that carried the disease allele; if the tlisease is recessive they would 
always share both the relevant parental hap 10types (Figure 15.2). If a susceptibil 
ity factor is neither necessary nor sufficient for disease, then not all affected sib 
pairs will share the relevant chromosomal segment, but there will still be a statis
tical tendency to share that segment more often than just by chance. This allows 
a simple form of I in kage analysis. Affected sib pairs (ASPs) are typed for markers, 

Figure 15.2 Affected sib pair analysis. (A) By random segregation, sib pairs 
share 2 (both AC), , (AC and either AD or BC), or 0 (AC and BO) parental haplotypes 
Y., 1/ 2 , andY. of the time, respectively. (B) Pairs of sibs who are both affec ted by a 
Mendelian dominant condition must share the segment that carries the disease 
allele, and they mayor may not (a 50:50 chance) share a haplotype from the 
unaffected parent. (C) Pairs of sibs who are both affected by a Mendelian recessive 
condition necessarily share the same two parental haplotypes for the relevant 
chromosomal segment. (0) For complex conditions, haplotype sharing above that 
expected to occur by chance (as in panel A) identifies chromosomal segments 
containing susceptibility genes. 
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FIgure 15.1 Identity by state and identity 
by descent. Both sib pairs share alieleA\. 
The first sib pair have two independent 
copies ofAI (colored red and blue), 
indica ting identity by state but not by 
descent. The second sib pair share copies of 
the same paternal Al allele (red), showing 
identity by descent. The difference is only 
apparent if the parental genotypes are 
known. 
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and chromosomal regions are sought where the sharing is above the random 
1:2:1 ratios of sharing 2, 1, or 0 haplotypes IBD. If the sib pairs are tested only for 
IBS, the expected sharing on the null hypothesis must be calculated as a function 
of the gene frequencies. 

Shared segment analysis can be performed using any set of affected relatives 
and without making any assumptions about the genetics of the disease. Affected 
sib pairs are especially favored because they are relatively easy to collect. 
Multilocus analysis is preferable to single-locus analysis because it more effi
ciently extracts the information about lED sharing across the chromosomal 
region. The MapmakerlSibs computer program is widely used to analyze multi
point ASP data. Programs such as Genehunter extend shared segment analysis to 
other relationships. The programs calculate the extent to which affected relatives 
share alleles IBD. The result across all affected pedigree members is compared 
with the null hypothesis of simple Mendelian segregation (markers will segregate 
according to Mendelian ratios unless the segregation among affected people is 
distorted by linkage or association). The comparison can be used to compute a 
non-parametric lod (NPL) score. Theoretical arguments by Lander & Kruglyak 
suggest genomewide lod score thresholds of 3.6 for lED testing of affected sib 
pairs, and 4.0 for IBS testing. 

linkage analysis of complex diseases has several weaknesses 
One drawback of ASP analysis is that the candidate regions it identifies are large 
and likely to contain many genes. Few recombinants separate sibs, so shared 
parental chromosome segments are large. Identifying the actual disease gene or 
susceptibility factor in such a large region will be challenging. Crucially, complex 
disease analysis has no process analogous to the end-game of Mendelian map
ping, in which closer and closer markers are tested until there are no more recom
binants. Moreover, sib pairs share many segments by chance. Nevertheless, 
because of its simplicity and robustness, ASP mapping has been one ofthe main 
tools for seeking genes conferring susceptibility to common complex diseases. 

Any individual susceptibility factor is neither necessary nor sufficient for a 
person to develop a complex disease. This means that any genetic hypothesis 
being tested is necessarily much looser than the hyp otheses involved in Mendelian 
linkage analysis. In addition, it is often supposed that many susceptibility factors 
are of ancient origin and common in the population, unlike the variants that 
cause Mendelian diseases. This means that, in extended families, even if two 
affected relatives both have a certain factor, they may have inherited it through 
two different recent ancestors, maybe in association with different alleles of the 
marker. As a result of these problems, lod scores are typically modest, and only 
occasionally reach the threshold of significance. 

Significance thresholds 

For a genomewide study (whether of a Mendelian character or a complex one), 

the threshold of significance is a lod score at which the probability of finding a 

false positive anywhere in the genome is 0.05. In Chapter 14, we noted the dis

tinction between pointwise (or nominal) and genomewide significance: 
• 	 The pointwise pvalue of a linkage statistic is the probability of exceeding the 

observed value at a specified position in the genome, assuming the null 
hypothesis of no linkage at that location. 

• 	 The genomewide p value is the probability that the observed value will be 
exceeded anywhere in the genome, assuming the nu.ll hypothesis of no link
age for each individual location. 
Lander & Kruglyak proposed the terminology shown in Table 15.6 for report

ing the strength of linkage data. This is now widely accepted for use in reports. 
Note that a p value of 10-3 is not equivalent to a lod score of 3.0-the two meas
ures are not the same: 

Alod score of3 means that the data are 103 times more likely on the given link
age hypothesis than on the null hypothesis. This is a measure of likelihood, or 
the relative probability ofthe data on two competing hypotheses. 

• 	 APvalue of 10-3 means thatthe stated lod score will be exceeded only once in 
103 times, given the null hypothesis. This is a statement about the probability 
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TABLE 1S.6 CRITERIA FOR REPORTING LINKAGE IN GENOMEWIDE STUDIES 

Category of 
linkage 

Expected number of occurrences Range of 
by chance in a genomewide scan approximate p 

values 

Range of 
approximate 
lod scores 

Suggestive 7x 10-~ to3x 10-s 2.2-3.5 

Significant 0.05 

Highly significant 0.001 

Confirmed 0.01 in a search of a candidate 
region that gave significant linkage 
in a previous independent study 

2 x 1O-s to 4 X 10-7 3.6-5.3 

:o:;;3xlO-7 ~ 5.4 

Criteria suggested by lander E& Kruglyak l (1995) Nat. Genet. 11,241-247. The figures for p values 

and lod scores are for ASP studies as given by Altmuller ), Palmer LJ, Fischer G et al. (2001) 

Am. J. Hum. Genet. 69, 936-950. 

of the data on the given hypothesis. For example, as explained in Chapter 14, 
in two-point analysis of a Mendelian cond ition, a lod score of 3 corresponds 
to an absolute probability of 0.05. 
Complex disease studies often use simulation to estimate their significance 

thresholds. In a typical permuta.tion test, 1000 replicates of the family collection 
are generated by a computer program with random marker genotypes, but based 
on correct allele frequencies, recombination fractions, and so on. A genomewide 
search is conducted in each simulated data set and the maximum lod score is 
noted. The genomewide threshold of significance is set at a score that is exceeded 
in less than 5% of the replicates. This is taken to be a lod score that has no more 
than a 5% probability of having arisen purely by chance in the real data set. 

Striking lucky 
The actuallod score for any particular factor depends on how it happened to 
segregate in the particular families studied. But there are many susceptibility fac
tors, and a genomewide scan tests for all of them. If there are a dozen or more 
susceptibility loci, but the studies are only marginally powerful enough to detect 
the effect of any of them, then there is a large and unavoidable element of chance. 
In one set offamilies, a certain factor may happen to segregate in a way that gives 
a significant lod score, whereas in an independent set of families used in a repli
cation study, that factor may not happen to show such a favorable pattern (Plgure 
15_3). In fact, targeted replication requires a study design with a much higher 
statistical power than the original study. Thus, failure to replicate the conclusion 
of a study does not necessarily mean that the original report was a false positive. 
Nevertheless, for a long time the paucity ofwell-replicated findings cast a shadow 
over linkage studies of complex disease. 

An example: linkage analysis in schizophrenia 
As an example of these problems, 'lable 15.7 gives a rough summary of major 
findings from the 10 genomewide linkage studies of schizophrenia that formed 
part of the meta-analysis by AltmUller et al. that was cited in the introduction to 
this chapter. Thatpaper should be consulted for references to the 10 studies, and 
the original papers should be consulted for more details-the studies often used 
sophisticated multi-stage designs and produced large amounts of interesting 
information. Nevertheless, the conclusion is clear: suggestive linkages found in 
one study were almost never confirmed in any of the others, and overall there 
was no evidence that any true susceptibility loci had been identified. 

Figure \5.4 shows the results of one of these studies in more detail. Because it 
is unclear what definition of affected might be the most biologically relevant, 
these authors analyzed their data using three alternative criteria for affected sta
tus (for details see the figure legend). This is an entirely reasonable strategy, but it 
does introduce extra degrees of freedom into the analysis, and hence requires a 
more stringent threshold of significance to be used. In this case, no suggestive or 
significant linkages were found. 

threshOld of 
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initial study 
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ten susceptibility loci (LCllO) 

F.gu.... 15.3 The role of chance in 
detecting weak effects. In a genomewide 
linkage study of a disease, alleles at each of 
ten lod (L ,- L 10) confer susceptibility to the 

disease under study, but each has such a 
weak effect that a linkage study of a given 
collection of families is not predicted to give 
a significant lod score. By chance, however, 
genotypes at two of the loci, L3 and L9, 
happen to give a significant lod score in 
this collection of families. In a replication 
study using an independent sample, family 
members do not happen to have this chance 
favorable set of genotypes for L3 and L9, and 
therefore the previous significant lod scores 
are not confirmed. Instead, other loci, Ls 
and La. happen to have genotypes that give 
Significant lod scores. 
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TABLE 15.7 POSITIVE FINDINGS FROM 10 GENOMEWIDE LINKAGE STUDIES OF SCHIZOPHRENIA 

------~ 
Study Sample No. of individuals Significance level Chromosomal region 

genotyped reported 

Coon etal. (1994) families (mixed) 126a suggestive 4q,22q 

Moises et al. (1995) families (m ixed) 213a none 

Blouin et al. (1998) families (mixed) 363 signincant 13q 

suggestive 8p 

Faraone et at. (1998) families (European American) 146 suggestive lOp 

Kaufman et al. (1998) families (African American) 98 none 

Levinson et al. (1998) families (mixed) 269 none 

Shaw et al. (1998) ASPs (European descent) 171 a none 

Hovatta et al. (1999) families (Finnish isolate) 20 families suggestive l q 

Williams et al. (1999) ASPs (UK or Irish Caucasian) 196 ASPs suggestive 4p, 18q, Xcen 

Ekelund et al. (2000) ASPs (Finnish) 134 ASPs suggestive l q,7q 

aNumber of affected individuals. ASPs, affected sib pairs. Significance levels follow the Lander-Kruglyak criteria shown in Table 15.6. These studies 

formed part of the meta-analysis by AltmGller J, Palmer LJ, Fischer G et al. (2001) Am. J. Hum. Genet. 69, 936-950. Full references are given in that paper. 

15.4 ASSOCIATION STUDIES AND LINKAGE 
DISEQUILIBRIUM 
The low success rate of linkage studies for complex traits in the 1990s suggested 
that many, if not most, ofthe susceptibility factors must be relatively weak, highly 
heterogeneous, or both. More statistical power would be needed to detect them 
reliably. Some researchers responded to the challenge by starting studies of much 
larger samples. However, a seminal paper by Risch & Merikangas in 1996 showed 
that power to detect weak effects should be achieved more easily by studying 
associations rather than through linkage analysis. This prompted a general move 
to association studies. Rather than studying affected relatives, association stud
ies seek populationwide associations between a particular condition and a par
ticular allele or haplotype sornewhere in the genome. In this section, we consider 
how populationwide associations between a specific susceptibility allele and a 
disease arise, and how they might be detected. 

Association is not a specifically genetic phenomenon; it is simply a statistical 
statement about the co-occurrence of alleles or phenotypes. Allele Ais associated 
with disease D if people who have D also have A significantly more often (or 
maybe less often) than would be predicted from the individual frequencies of D 
andAin the population. For example, HLA-DR4is found in 36% of the general UK 
population but in 78% of people with rheumatoid arthritis (RA). Thus HLA-DR4 
is associated with RA. The strength of the association is measured by the relative 
risk. This is the amount by which being DR4-positive multiplies the baseline risk 
of RA. It would be calculated by ascertaining the incidence of RA in DR4-positive 
and DR4-negative people. A relative risk of 1 means that being DR4-positive con
fers no additional risk ofRA. An alternative measure that is often used is the odds 
ratio. This is explained in Box 19.3 (p. 609). The odds ratio has the advantage that 
it can be calculated directly from the results of a case-control study, without the 
need for any information about the population incidence. Again, an odds ratio of 
1 means that the factor has no effect on risk. 

Associations have many possible causes 
A population association can have many possible causes, not all of which are 
genetic. 
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FlgUf215.4 Results of a genomewide association study of schizophrenia. A total of 171 affected individuals from 70 multiply affected sibships were 
genoryped for 338 microsatellite markers spaced across the genome. The blue line shows results when only people with schizophrenia (DSM-III criteria) 
were counted as affected. For the red line, individuals with DSM schizoaffective disorder were also included. The green line uses a broad definition of 
affected (schizophrenia, schizoaffective disorder, paranoid or schizotypal personality disorder, delusional disorder, or brief reactive psychosis). In the 
event, no significant or suggestive lad scores were observed. NPL, nonparametric lod score. [From Shaw SH, Kelly M, Smith AS et al. (1998) Am. J. Med. 

Genet. (Neuropsychiatr. Genet.) 81, 364-378. With permission ofWiley-Liss, Inc., a subsidiary of John Wiley & Sons, Inc.] 
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• 	 Direct causation; having allele A makes you susceptible to disease D. 
Possession of A may be neither necessary nor sufficient for somebody to 
develop D, but it increases the likelihood. 

• 	 An epistatic effect; people who have disease D might be more likely to survive 
and have children if they also have allele A. 

• 	 Population stratification; the population contains several genetically distinct 
subsets, and both the disease and allele A happen to be particularly frequent 
in one subset. Lander & Schork give the example of the association in the pop
ulation of the San Francisco Bay area between carrying the Ai allele at the 
HlA locus and being able to eat with chopsticks. HLA'Ai is more frequent 
among Chinese than among Caucasians. 

• 	 Type I errOr; association studies normally test a large number of markers for 
association with a disease. Even without any true effect, 5% of results will be 
significant at the p = 0.05 level and 1% at the p = 0.01 level. These are false 
positives, or type [errors. The raw pvalues need correctingforthe number of 
questions asked. In the past. researchers often applied inadequate correc
tions. Even after adequate correction, there will remain a certain probability 
of a false positive result. 

• 	 linkage disequilibrium (LD); the disease-associated allele A marks an ances
tral chromosome segment that carries a sequence variant causing suscepti
bility to the disease, as described below. Most disease association studies aim 
to discover associations caused by linkage disequilibrium; it is then an addi
tional step to identify the actual causative sequence variant. 

Association Is quite distinct from linkage, except where the family 
and the population merge 
In principle, linkage and association are totally different phenomena. Linkage is 
a relation between loci (physical sites on the chromosome), but association is a 
relation between specific alleles andlor phenotypes. Linkage is a specifically 
genetic relationship, whereas association is simply a statistical observation that 
might have various causes. However, where the family and the population merge, 
so do linkage and association. 

Linkage does not of itself produce any association in the general population. 
For example, the STR45 microsatellite locus is linked to the dystrophin locus. 
Nevertheless, the distribution of STR45 alleles among a set ofumelated Duchenne 
muscular dystrophy patients (OMIM 310200), all of whom carry dystrophin 
mutations, is just the same as in the general population. The mutations arose 
independently, on a set of chromosomes whose distribution of STR45 alleles was 
typical of the general population. However, within a family where a particular 
dystrophin mutation is segregating, we would expect affected people to share the 
same allele of STR45, because the loci are tightly linked. Thus, linkage creates 
associations within families, but not between unrelated people. But how far does 
a family extend? 

All humans are related, if we go back far enough. A rough calculation suggests 
that, in the UK, two unrelated people would typically have common ancestors 
not more than 22 generations ago. If fully outbred, they would have 222 = 4 mil
lion ancestors each at that time. Assuming a generational time of 25 years, 22 
generations is about 500 years, and in the year 1500 the population of Britain was 
only a little over 4 million (Figme IS.5). lt is nevertheless useful to draw a distinc
tion between people who know they are part of one family and those who simply 
have unknown common ancestors. We will lise the word unrelated to describe 
people who do not have a demonscrable common ancestor, normally in the past 
four or so generations. 

Association studies depend on linkage disequilibrium 
[f two supposed.1y unrelated people with disease D have actually inherited their 
disease susceptibility from a distant common ancestor, they may well tend also 
to share particular ancestral alleles at loci closely linked to the susceptibility 
locus. Thus, in so far as a population is one extended family, population-level 
associations should exist between alleles of ancestral disease susceptibility genes 

http:supposed.1y
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and closely linked markers. Particular combinations of alleles at closely linked 
loci occur more often (or less often) than the individual allele frequencies would 
predict. This phenomenon is called linkage disequilibrium (LD). Strictly, it 
would be better called allelic association, but the use of the term LD is firmly 
established in human genetics. 

Linkage disequilibrium can only paint to susceptibility factors that have been 
inherited from ancient common ancestors. A set of unrelated Duchenne muscu
lar dystrophy patients would not be expected to share an ancient disease allele. 
As mentioned in Chapter 3, there is a rapid turnover of mutant dysrrophin alleles, 
a high rate ofloss through natural selection being balanced by a high rate offresh 
mutations. Unrelated patients are likely to carty unrelated mutations. Linkage 
disequilibrium can only cause populationwide disease associations if the disease 
allele has persisted for many generations. The hope behind disease association 
studies is that many susceptibility factors are in themselves quite benign, at least 
in the environments in which our genomes evolved (or alternatively, any delete
rious effect in relation to one disease might be balanced by an advantageous 
effect for a different condition). It is only when they get into combination with 
other factors that they cause susceptibility. Moreover, many common diseases 
affect mainly older people well past childbearing age, by which time natural 
selection has far less relevance for the survival of their genes. 

The size of shared ancestral chromosome segments 
Suppose that two unrelated people each inherit a disease susceptibility allele 
from their common ancestor. During the many generations and many meioses 
that separate them from their common ancestor, repeated recombination will 
have reduced the shared chromosomal segment to a very small region (FIgure 
15.6). Only alleles at loci tightly linked to the disease susceptibility locus will still 
be shared. For a marker showing recombination fraction Bwith the shared dis
ease locus, a proportion eof ancestral chromosomes will Jose the association 
each generation, and a proportion (1- B) will retain it. After Il meioses, a fraction 
(I - B)" of chromosomes will retain the association. The half-life of LD between 
loci I cM (B = 0.01) and 2 cM (B = 0.02) apart is 69 and 34 meioses respectively, 
since (0.99)69 ={O.98)34 =0.5. 

We calculated above that the ancestry of two unrelated British people merges 
completely 22 generations back. That calculation was grossly simplified because 
it assumed that the entire British population has been one freely interbreeding 
urnt over the past 500 years. However, it provides a first crude estimate that the 
ancestnti segments shared between two unrelated people frolll a large popula
tion might be of the order ofa few megabases long (using the rule of thumb that 
l c~I =I Mb). For a population aSSOCiation, we require ancestral segments that 
are shared not just by two particular individuals but by a significant proportion of 
all descendants of that ancestor. The locations of crossovers will be different in 
each lineage leading down from the common ancestor. Thus, segments that are 
shared by enough people to produce population associations will, on average, be 
much shorter than the segments shared by any two particular individuals (in 
reality this will be a few kilobases-see Figure 15.6). More sophisticated calcula
tions use a Poisson distribution of recombination events and incorporate 

Flgure-1.53 Merging into the gene pool. 
The number of a person's ancestors (red 
circles) compared with the population 
of England and Wales (blue squa res). 
This model assumes that there are no 
consanguineous marriages and that there 
is a 25-year generation time. On this model 
two unrelated present-day people would 
share all thei r ancestors in 1470.ln reality, of 
course, the population is not fully outbred, 
and the two people would have strongly 
overlapping but not identical pools of 
ancestors. 
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asswnptions about population structure and history to estimate the size distri
bution of shared ancestral segments. However, the wide stochastic variance and 
reliance on unknowable details of population history make even the most elabo
rate calculations unreliable. What we need is data, and recently increasing quan
tities of real data have become available. 

Studying linkage disequilibrium 
LD is a statistic about populations, not individuals. To study it, a sample of indi
viduals from the chosen population is genotyped for a series of linked polymor
phic markers. SNPs are the markers of choice, for three reasons: 

• 	 They are sufficiently abundantthat they can be used to check very short chro
mosome segments for djsequilibrium. 

• 	 Tn comparison with microsatellites, they have a far lower rate of mutation. 
This is important when the aim is to identify ancient conserved chrom osomal 
segments. 

• 	 SNPs are easy to genotype on a large scale, up to 1 million at once, spread 
across the genome. This is very hard with other polymorphisms. 
Unless genotyping is done on individual chromosomes isolated by laboratory 

mauipulation (an expensive option). the raw data will consist of the genotypes at 
each individual locus, rather than haplotypes of alleles across multiple linked 
loci. The raw genotype data must be phased-that is, converted into haplotypes
before any useful analysis can be done. This can be done by genotyping other 
family members to infer haplotypes; alternatively, computer programs can be 
used to convert genotypes into haplotypes. These programs use a maximwn
likelihood procedure: they guess possible haplotypes, and keep trying until Illey 
find the guess that best explains the whole data set with the minimum number of 
plausibly related haplotypes (haplotypes within a population should be related 
to one another by a minimum ntu11ber of recombinations), 

Various statistics have been used as measures of LD (Box 15,11. 

The HapMap project is the definitive study of linkage 
disequilibrium across the human genome 
Early studies of specific chromosome regions showed that LD is common but 
unpredictable. The data were in striking contradiction to the naive expectation 
that LD between any two loci would fall off as a smooth function of their physical 

chromosome is shown in a common 
ancestor, 20 generations ago, of four 
present-day individuals. There will be one or 
two randOm crossovers in each chromosome 
arm in each ofthe 20 meioses linking 
each present-day person to their common 
ancestor. Only a small proportion of the 
sequence of the ances10r's chromosome 
will be inherited by descendants after 20 
generations (red segments). The ancestral 
segments that are shared by a Significant 
proportion of all descendants are ve ry small, 
typically 5- 1 5 kb. 
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BOX 15.1 MEASURES OF LINKAGE DISEQUILIBRIUM 

If two loci have alleles A,a and B,b with frequencies PA, Po, PrJ. and Pb, 
there are four possible haplotypes: AB, Ab, aB, and abo Suppose that 
the frequenc ies of the fou r haplotypes are PAS. PAb. PaB, and Pob. If 
there is no LD, PAS = PAPs and so on, because the haplotype will be 
const ru cted just by random assortment of the consti tuent alleles. The 
degree of departure, 0 , from this random association can be measured 
by 0 = PASPob - PAbPaB. As a measure of LD, 0 suffers from the property 
that i ts maximum absolute value depends on the gene frequencies 
at the two loci, as well as on the extent of disequilibrium. Among 
preferred measures are: 

D' = (PAB - P~sJIDma~1 where Omax is the maximum value of 
IPAS - PAPsl possible with the given allele frequencies; [he vertical 
lines indicate the absolute value or modulus of the expression . 

.12 = (PAS - PAP(j)2;(PAPaPBPb). 
D' is the most widely used. It varies between 0 (no LD) and ± 1 
(complete association) and is less dependent than D on the all ele 
frequencies. As a rule of thumb, D' > 0.33 is often taken as the 
threshold level of LD above which associations will be apparent in 
the usual size of data set. The prolifera tion of alternative measures 
suggests that none is ideal. 

distance apart. Closely spaced SNPs often showed little or no LD, whe reas some· 
times there was strong LD between more widely separated SNPs. Box 15.2 shows 
how the patterns of disequilibrium can be represented graphically, and also illus· 
trates just how complex and irregular the patterns can be. These irregularities 
reflect the combined effects of several factors: 

• 	 Recombination, the force that breaks up ancestral segments, occurs mainly at 
a limited number of discrete hotspots (see Chapter 14). SNPs that are close 
together but separated by a hotspot show little or no LD, whereas, conversely, 
LD may be strong across even a large chromosomal region if it is devoid of 
hotspots. 

• 	 Gene conversion (see Box 14.l) may replace a small internal part of a con
served segment, producing a localized breakdown of LD, whereas markers 
either side of the replaced segment continue to show LD with each other. 

• 	 Population history is important. The older a population is, the shorter are the 
conserved segments. LD is more extensive and of longer range in populations 
derived from recent founders, as often occurs with small, genetically isolated 
populations. LD will have a shorter range in populations that have remained 
constant in size than in populations that have undergone a recent expansion. 
Superimposed on this regularity are many stochastic effects. Chromosome 
segments may carry a mixture of marker alleles thai are IBD and alleles that 
are only IBS (through independent mutations, back mutation, and so on), but 
LD statistics do not distinguish between these two cases. 
Efficient disease association studies depend on a detailed knowledge of the 

patterns of LD across the genome. It is important to know how big and how 
diverse the ancestral chromosome segments are, so that SNPs can be chosen to 
test each conserved ancestral segment. The International Hap Map Project was 
established to provide this detailed knowledge. A conso rtium of academic insti
tutions and pharmaceutical companies typed several million SNPs in 269 indi
viduals drawn from four human populations: 30 white American parent--<:hild 
trios from Utah (CEU). 30 Yoruba parent-child trios fro m Ibadan, Nigeria (YRI), 
45 individual Han Chinese from Beijing (CHB), and 44 individual Japanese from 
Tokyo (JPT ). All were ostensibly healthy and, although not a formal popnlation 
sampl e, were hopefully typical of the population from which they were drawn. 
The Phase I report in 2005 (see Further Reading) summarized results from 
1,007,329 SNPs; Phase 1I has added a further 3 million. The same individuals have 
been used in several other studies, for example in surveys of copy-number vari
an ts and of gene expression levels, adding value and depth to the Hap Map data. 

The CEU and YRl samples, which each consisted of parent-child trios, could 
be phased directly. For each trio, the genotype of the child could be used to infer 
phase ill the parental genotypes. Thus, each set of 30 trios yielded 120 phased 
parental haplotypes. For the CHB and JPT samples, computer programs were 
used to convert genotypes into haplotypes. 

The key findings can be summarized as follows (Table 15,8): 


All four pop ulations show a similar structure of blocks of strong linkage dis 

equilibrium, with little or no LD between markers in adjacent blocks. Block 

boundaries are generally at si milar positions across the four populations. 
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BOX 15.2 GRAPHICAL REPRESENTATIONS OF LINKAGE DISEQUILIBRIUM 

In HapMap and simila r studies, hundreds 

of SNPs are genotyped across a fai rly small 
chromosomal region, and the extent of linkage 
disequil ibrium (LD) is calculated for every 
pa ir of markers. To help the human mind 
grasp patterns in the data, the resu lts are 
usually displayed graph ically. The markers, in 

chromosomal order, are set ou t on both the 
horizontal and vertica l axes of a grid. Each axis 

may be a physical map, with markers spaced 
according to their actual physical distance 

apart, or markers may simply be listed in order 
along each axis. The linkage disequilibrium 
between each pair of markers is ind icated 

by color coding of the point on the graph at 

which the vertical and horizontal coordinates 

of the two markers intersect. FigUft' 1 and 
Figure 2 show two examples. 

In Figure 1 a physical map has been used, 

and the computer has interpolated colors to 

produce a continuous distribut ion of colors. 

The distribution is necessarily symmetrical 
about the diagonal because coordinate (m,n) 

contains the same data as coordinate (n,m). 

In Figure 2 this redundancy is removed by 
showing only one ha lf of the square. Tilted 

over so that what was the diagonal is now the 

horizontal axis, this axis can be envisaged as 

a map of the chromosome, wi th the colored 

triangles giving an impression of the size 

of haplotype blocks. In this case, the actual 
physical distance between markers is not 

represented; the axes simply list them in order. 
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Flg"u... 1 The pattern of linkage disequilibrium across a 500 kb section of chromosome 13, 
as displayed by the GOLD program. (Courtesy of Wil l iam Cookson, University of Oxford.) 

Figure 2 The pattern of linkage 

disequilibrium at 7q31.33 in the 

HapMap CEU sample. 

Key: red, 0' = 1, lad score ~ 2; pink, 

0' < 1, lad score ~ 2; blue, D' = 1, 
lad score < 2; white, 0' < 1, lod 

score < 2. [From The International 

HapMap Consortium (200S) Nature 

437,1299-1320. With permission 
from Macmillan Publishers ltd.] 100 200 300 400 500 

TABLE 15.8 HAPLOTYPE BLOCK STRUCTURES IN FOUR HUMAN POPULATIONS AS 
REPORTED BY PHASE I OF THE HAPMAP PROJECT 

Parameter YRI CEU CHB+JPT 

Average number of SNPs per block 30.3 70. 1 54.4 

Average length per block (kb) 7.3 16.3 13.2 

Percentage of genome spanned by blocks 67 87 81 

Average number of haplotypes per block 5.57 4.66 4.01 

Percentage of chromosomes accounted for 94 93 95 
by these haplotypes 

Only haplotypes having a frequency of O.OS or greater in the relevant population are reported here. 
The CHB and JPT samples have been combined because they show very similar patterns. A different 
statistical method of defining blocks gave somewhat different detailed figures but a similar overall 
pattern. YRI, Yoruba from Ibadan, Nigeria; CEU, white Americans from Utah; CHB, Han Chinese from 
Beijing; JPT, Japanese from Tokyo. [Data from The International HapMap Consortium (200S) Nature 
437. 1299-1320.J 
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• 	 Blocks vary in size, but are typically 5-15 kb. Much longer blocks can be found 
in chromosomal regions where there is very little recombination, such as cen
tromeres, or that have been subject to recent strong selection. 

• 	 The blocks, as defined here, cover only 67-87% (depending on the statistic 
used to define a block) of the genomic regions examined; in other words, 
13-33% of the regions analyzed show a more chaotic and diverse pattern of 
variation between individuals. 

• 	 The general size of blocks is similar in the CEU, CHE, and /PT samples 
(13.2-16.3 kb), but smaller in the YRI samples (7.3 kb). This accords with the 
Out of Africa model of human origins that suggests that humans originated in 
Africa and evolved there for a considerable time before the progenitors of 
modern non-African populations migrated out. Sub-Saharan African popula
tions are older and more variable than all others. Their founders lie further in 
the past, and the present structure reflects a greater number of generations 
during which meiotic recombination has had the chance to fragment the 
founder chromosomes. 

• 	 Human genetic variability is much more limited than the number of SNPs 
might suggest. In each population studied, on average 4.0-5.6 haplotypes 
acco unt for 93-95% of copies of any given block. 

The use oftag-SNPs 
Given the average in Table 15.8 of 30- 70 SNPs per block, each with two alleles, 
each block has 23°_270 possible haplotypes. In reality, four to six haplotypes per 
block account for the great majority of all chromosomes. This is a key finding for 
studies of complex disease that rely on linkage disequilibrium. For each block, a 
small number of SNPs (tag-SNPs) can be defined that identify which of the four 
to six common alternative blocks a chromosome carries (Figure is.7). Thus, a 
disease association study no longer needs to genotype all 30-70 SNPs in a block; 
genotyping as few as two to four tag·SNPs may serve to capture most of the 
genetic variability. 

15.5 ASSOCIATION STUDIES IN PRACTICE 
Searching for population associations is an attractive option for identifying dis
ease susceptibility genes. Association studies are easier to conduct than linkage 
analysis, because neither multi-case families nor special family structures are 
needed. Under some circumstances, association can also be more powerful than 
linkage for detecting weak susceptibility alleles (see below) . However, association 
depends on linkage disequilibrium, which is a very short-range phenomenon in 
comparison with linkage. Linkage disequilibrium with a susceptibility factor can 
only be detected with markers located on the same haplotype block-that is, 
witllin a few kilobases of the factor. A genomewide association study would 
therefore require samples to be genotyped for hundreds of thousands of markers 
(in comparison with the few hundred needed for a genomewide linkage scan). 

(A) SNPs SNP SNP 	 P 

~ ~ 	 ~ 
AACA O G CCA. .TTCG Q Q GTC. .AGTC O ACCG. 
AACA C GCCA. . TTCG A GGTC. .AGTC A ACCG . 
AACA T GCCA .. TTCG GGTC .. AGTC A ACCG. 
AACA C GCCA. .TTCG Q GGTC. . AGTC G ACCG. 

ll,....-----l.l.t,-----.JJ 
(B) heplocypes 

haplotype 1 C TeA A A G T A eGG T TeA a Q C A 
I'laplolype 2 T T GAT T G C Q C A A. C A 0 T A, A T A 
haplOC'ype3 CCCGATCTDTGATACTGGT 

p1ocype4 TCG TfC DCGGTT'"'AGAC" 

~ (C) 1ag·SNPs 
A T C 

Q C Q 

Figure 1.5.7 SNPs. haplotypes. and 
tag-SNPs. (Al A short segment of four 
individual copies of the same chromosome 
shows three biallelic SNPs. (B) Haplotypes 
from a larger region on these four 
chromosomes containing 20 SNPs. showing 
which allele of each SNP the chromosome 
carries. Although there are 220 possible 
combinations of 20 biallelic SNPs, a 
population survey shows that most copies 
of this chromosome have one of these four 
haplotypes. (Cl Genotypingjust three of the 
20 SNPs serves to identify each of these four 
haplo[ypes. (From The International HapMap 

Consortium (2003) Narure 426. 789-796. 

With permission from Macmillan 

Publish ers ltd.) 
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Until recently, association studies had to be focused on small candidate chro
mosomal regions, and reported associations were seldom replicated in follow-up 
studies. New technical developments, and the availability from the HapMap 
project of a genomewide catalog of ancestral chromosome segments, have led to 
a new generation of genomewide association studies that are at last producing 
robust, replicable results. The background to these studies is discussed in the rest 
ofthis section. 

Early studies suffered from several systematic weaknesses 
Disease association studies in human genetics have a very long but distinctly 
checkered history In the 1960s, long before the identification of common DNA 
variants made human linkage analysis generally useful, many studies looked for 
associations between particular HLA tissue types and various diseases. Mostly 
these were autoimmune diseases, in which an HLA effect was a priori plausible, 
but many other diseases were studied, and many associations were reported. 
Few were replicated. There were three main reasons for this poor record: 

• 	 Inadequate matching of controls, These were all case-control studies, and 
often insufficient attention was paid to matching cases and controls. This is in 
fact a major worry, even in the most carefully designed studies. 

• 	 Insufficient correction for multiple testing. As we mentioned in connection 
with genomewide linkage scans, in any set of tests 5% ofrandom observations 
will be significant at the p =0.05 level and 1% at the p =0.01 level. Each time 

the data are checked for another possible association, there is another chance 

of a type I error. The overall threshold of significance must be adjusted for the 

number of independent questions asked. If the frequencies in cases and con

trols of alleles at three HLA loci (HLA-A, HLA-B, and HLA-DR) are compared, 

it is not sufficient to say that this represents three Independent questions. 

Each allele that was checked was a separate, although not fully independent, 

question. A full (Bonferroni) correction divides the threshold pvalue by N, the 

total number of questions asked. To maintain an overall 5% chance of a false 

positive result, the threshold pvalue for a single question is 0.05, for 10 ques

tions 0.005, and for 1,000,000 questions (typical of studies using high-density 

SNP arrays) 5 x IO-B For large values of N this is overconservative, and the 

preferred threshold of significance is p' = I - (I - PIN The report from the 

Wellcome Trust Case-Control Consortium (see Further Reading) has a good 

discussion of this problem. 


• 	 Striking lucky In underpowered studies. We noted that chance is a factor 
causing low rates of replication in linkage studies of complex disease (see 
Figure 15.3). The same applies to association studies. An underpowered study 
may occasionally get lucky, but this luck is unlikely to be repeated in a simi
larly powered study. Targeted replication studies need much more power than 
the initial trawl. 

The transmission disequilibrium test avoids the problem of 
matching controls 
In any association study, the choice of the control group is crucial. One way of 
avoiding the matching problem altogether is to use internal controls-that is, the 
control data come from the same people as the case data. The transmission 
disequilihriwn test (TDT) implements this idea. The TDT starts with couples 
who have one or more affected offspring. It is irrelevant whether or not either 
parent is affected. Suppose we wish to test the hypothesis that allele I of marker 
M is associated with the disease. We identify cases in which a parent is hetero
zygous for I and any other allele of the marker (denoted X-Box 15,3). I is prob
ably not necessary for the disease to develop, so the affected offspring will not 
necessarily have inherited that allele; however, if I has any role in susceptibility, 
we would expect the affected children in this cohort to have inherited I more 
often than the parent's other allele. We therefore proceed as follows: 

• 	 Affected pro bands are ascertained and DNA is obtained from the proband 
and both parents. 
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BOX 15.3 THE TRANSMISSION OISEQUILIBRIUM TEST 

The transmission disequilibrium test (TOT) statistic, which is based on 94 families with one 
the standard X2 statistic, is or rTlOf'e diabetic children 

(0 - W/(o + b) 
where 0 is the number of times that a heterozygous parent trans mits 
I to the affected offspring, and b is the number of times that the 
other allele is transmitted, The mathematically inclined can find the 
justification for this procedure in the paper by Spielman, McGinnis, and 
Ewens (see Further Read ing), 

Figure, shows the transmission disequilibrium test applied 
to type I diabetes, Ninety·four fa milies were investigated for an 
association between type I diabetes and a particular allele at a 
repetitive sequence upstream of the insulin gene. Among the 
94 families were 57 parents who were heterozygous for the all ele 
under investigation (denoted by I) and some other all ele (denoted 
collectively by Xl. These 57 parents tra nsmitted 124 allel es to diabetic 
offspring (some had more than one affected child). Of these, 78 were 
allele I and 46 allele X. 

The TDT statistic had a value of (78 - 46)2/{78 + 46):::: 3221124 = 
8.26, corresponding to p = 0.004. Thus, the data demonstrated an 
association between the I allele and type 1 diabetes. 

,--_--'J.'--_-.

! 	 1 

neither patent ()(Ie parent heterozygous 
heterozygous for allele I 

for allele I 57 families 
37 families 

1 x-
allele I other allele (J 

transmitted transmitted 
78 cases 46 cases 

Flgur.l An example of TOT data. Only one parent is shown in each 
case. [Data reported in Spielman RS, McGinnis RE & Ewens WJ (1993) 
Am.J. Hum. Genet. 52, 506-516. With permission from Elsevier.] 

• 	 The probands and the ir parents are genotyped for marker M. 

• 	 Only data from those parents who are heterozygous for marker allele I are 
considered. It does not matter what their other allele is, provided it is not I. 

Box 15.3 shows the TDT statistic applied to data from families with one or 
more diabetic children. 

The result is unaffected by population stratification because the non
inherited parental allele se rves as an internal control. An extended TDT tes t 
(ETDT) has been developed to handle data from multiallelic markers such as 
microsatellites. The TDT can be used when only one parent is avai lable, but this 
may bias the result. When there is no parent available (a common problem wirh 
1ate-onset diseases) an alternative variant, s ib-TOT, looks a t differences in marker 
aUele frequencies between affected and unaffected sibs. 

There has been some argument about whether the TDT is a test of linkage or 
association. Because it asks questions about alleles and not loci. it is fundamen
tally a test of association- but association in the presence of linkage. The associ
ated allele may itself be a susceptibility factor. or it may be in linkage disequilib 
rium with a susceptibility allele at a nearby locus. The TDT cannot detect linkage 
iftllere is no linkage disequilibrium-this is a point to remember when consider
ing schemes to use the TDT for whole-genome scans. 

Association can be more powerful than linkage studies for 
detecting weak susceptibility alleles 
In 1996, Risch & Merikangas (see Further Reading) compared the power oflink
age (affected sib pair, or ASP) and association (TDT) testing to identify a marker 
tightly linked to a disease susceptibility locus. They calculated the number of 
ASPs or TDT trios (affected child and both parents) required to distinguish a 
genetic effect from the null hypothesis. with a given power and significance level. 
Bo~ \5.4 illustrates their method (consult the original paper for more detail). and 
Table 1 in Box 15.4 shows typical results of applying their formulae. The conclu
sion is clear. ASP analysis would require unfeasibly large samples to detect sus
ceptibility loci that confer a re lative risk ofless than about 3, whereas TDT might 
detect alleles giving a relative risk below 2 with manageable sample sizes. Note, 
however, that the calculation incorporates various assumptions. In particular. it 
assu mes a single ancestral susceptibility allele at rhe disease locus. Any allelic 
heterogeneity would rapidly degrade the performance of an association test such 
as TDT, while not affecting the power of a linkage test. 

Although the specific calculations used by Risch & Merikangas applied to the 
TDT, the implication is more general: association tests are more powerful than 
linkage tests to detect weak susceptibility factors. Moreover, it is easier to collect 
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1000 isolated cases and their parents than it is to collect 1000 affected sib pairs, at 
least for early-onset diseases, for which both parents are likely to be still alive. The 
paper helped trigger a widespread move away from linkage studies and toward 
studies of association. 

Case-control designs are a feasible alternative to the TOT for 
association studies 
As an alternative to TDT, conventional case-control studies are now coming back 
into favor. Case-control studies have advantages, provided that the matching of 
cases and controls is not problematic. They need 50% fewer samples than TDT 
(two rather than three per comparison) and are more feasible for late-onset dis
eases, for which parents are seldom available. 

How closely the controls need to be matched depends on the population. In 
the UK, the large Wellcome Trust Case-Control Consortium study excluded indi
viduals who reported non-European or non-Caucasian ancestry, but having done 
that, dividing the UK population into 12 geographic regions identified only a 
small number of chromosomal locations where gene frequencies showed signifi
cant differences between the 12 regions. By comparing allele frequencies at a 
range of unlinked loci in the cases and controls, the data can be checked for strat
ification. However, caution must remain: a recent study by Campbell and col
leagues (see Further Reading) showed how subtle population stratification 
explained an association between tall stature and persistence of intestinal lactase 
(which allows adults to digest milk) among European Americans. The frequency 

BOX 1S.4 SAMPLE SIZES NEEDED TO FIND A DISEASE SUSCEPTIBILITY LOCUS BY A GENOMEWIDE SCAN 

Risch & Merikangas (1996) calculated the sample sizes 

needed to find a disease susceptibility locus by a genomewide 

scan by using either affected sib pairs (ASPs) or the transmission 

disequilibr ium test (TDT). This Box summarizes their 

formulae and equations, but the origina l paper (see Further 

Reading) shou ld be consu lted for the derivations and for details. 

A standard piece of statistics tells us tha t the sample 

size M required to distingu ish a genetic effect from the null 

hypothesis with power (1 - fJJ and significance level a is 

given by (Za - aZl _rYII!2, where Z refers to the standard 

normal deviate. The mean ,u and variance a2 are calculated 

as functions of the susceptibi l ity allele frequency (P) and the 

relative risk yconferred by one copy of the susceptibility allele. 

The model assumes that the relative risk for a person carrying 

two susceptibility alleles is y2, that the marker used is always 

informative, and that there is no recombination with the 

susceptib ility locus. 

For ASP, the expected allele sharing at the susceptibility 

locus is given by Y= (1 + wl/(2 + w), where w = [pq(y - 1)2]1 

(py+ q).,U = 2Y - 1 and if = 4 y(1 - Y). The genomewide 

threshold of significance (probability 0.05 of a false positive 

anywhere in the genome; testing for sharing ISO) requires a 

lod score of 3.6, corresponding to a = 3 x 10- 5, and Za = 4.014. 

For 800,.6 power to detect an effect, 1-{3 = 0.2andZ1 _/3:C=: -0.84. 

For the TDT, the probability that a parent will be 

heterozygous for the allele in question is h:c=: pq(y+ 1)1 

(py+ q). P(trA), the probability that such a heterozygous parent 

will transmit the h igh-r isk allele to the affected child, is ")1(1 + y). 

J1 = '-ih(y - 1)/(y+ 1), and if = 1 - [h(y- , )2/(y+ 1)2]. As discussed 

above, for a genomewide screen involving 1,000,000 tests, 

a = 5 x 10- 8 ,Za = 5.33, and, as before, Zl _p= -0.84. 

In Tabl. 1, the Zu, Zl _p,IL and a2 va lues are used to 

calculate sample sizes by substitution in the formula 

M = (Za - aZl _p)2/,u2. For the TOT, the answer is halved 

because each parent-child trio allows two tests, one on each 

parent. 

Tilbl., Comparison of the power of linkage and association studies 

Susceptibility factor ASP analysis TOT analysis 

y P I Y No. of pairs P(M) No. of trios 

5 0.01 0.534 2530 0.830 747 

0.1 0.634 161 0.830 108 
I t-- - -

0.5 0.591 355 0.830 83 

I 
-

om 0.509 33,797 0.750 1960 

- -
0.1 0.556 953 0.750 25 1 

, 0.5 0.556 953 0.750 150 

, 2 0. 1 0.5 18 9167 0.667 696 -
0.5 0.526 4254 0.667 340 

1.5 0.1 0.505 115,537 0.600 2219 

I
0.5 0.510 30,660 0.600 950 

-f
1.2 0.1 0.501 3,951 ,997 0.545 11,868 

0.5 0.502 696,099 0.545 4606 
-_.. -

The table shows the number .of affected sib pairs (ASPs) or parent- child 
trios needed for 800,.6 power to detect sign ificant linkage or association 

in a genomewide search. yis the relative risk for individuals of genotype 

Aa compared w ith aa; p is the frequency of the susceptibility alle le, A. For 
affected sib pair analysis, Y is the expected allele sharing; for the t rios analyzed 

by the transmission disequilibrium test, P(trA) is the probabi lity that a parent 

heterozygous for allele A will transmit A to an affected child. For low values 
of y, unfeasibly large numbers of affected sib pairs are needed to detect an 

effect. [Data from Risch N & Merikangas K (1996) Science 273,15 16-15 17.] 
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ca. 1650 

of each of these two characters varies considerably between populations, and 
rematching of individuals on the basis of European ancestry greatly decreased 
the association, 

Special populations can offer advantages in association studies 
Populations derived from a small number of relatively recent founders are 
expected to show limited haplotype diversity and more extensive linkage dis
equilibrium than older populations. The HapMap data summarized in Table 15.8 
illustrate tllis. In comparison with the Yoruba subjects from Nigeria, the non
African study subjects come from populations that were established more 
recently, and on average their haplotype blocks are longer and less diverse. 
Ancestral disease-bearing haplotypes should be easier to identify in populations 
that derive from a small numb er of founders and have remained relatively iso
lated since that time. This belief lies behind the DeCode project in Iceland, and 
sinlilar projects in Quebec and elsewhere. Figure J5.8 shows an example from an 
isolated Fi.nnish population. The 39 shaded individuals each have two or more 
offspring affected by schizophrenia. and were ascertained as part of the study by 
Hovatta et al.listed in Table 15.7. All could be traced back to at least one common 
ancestral couple 7-10 generations back. Because the co mmon ancestors are rela
tively recent (dating to about 1650), any segments of their chromosomes that are 
shared by several of the 39 shaded individuals are likely to be quite large in com
parison with ancestral segments in an older population. 

Populations derived by recent admixture are a second group that might offer 
special advantages. For example, consistent long-range linkage disequilibrium 
has been docuUlented in the Lemba, a Bantu-Semitic hybrid population inAfrica. 
If the two source populations had widely differen t incidences of a common dis
ease, the mixed population could be used to map the deternlinants rather effi
ciently. This is the human analog of an interspecific mouse cross, al though of 
course all humans are the same species. In reality, the availability of large num
bers of potential subjects with good medical records may be more important 
than population structure- certainly, that is the thinking behind the BioBank 
project in the UK, which seeks to collect medical and lifestyle data and DNA from 
500,000 British people aged 45-69 years and follow their health prospectively. 

A new generation of genomewide association (GWA) studies has 
finally broken the logjam in complex disease research 
It would be wrong to paint a wholly negative picture of the search for complex 
disease susceptibility factors over the decade up to 2005. Although the freque ncy 
of successful replication has been low, it has not been negligible. In 2003, 
Lohmueller and colleagues made a meta-analysis of 301 publications on 25 fre
quently studied associations in 11 different diseases. They concluded that at least 
8 of the 25 associations had been adequately replicated . 'fable 15.9 lists some 
associat ions that were well established before the current generation of GWA 
stud ies. 

It remains true that the successes listed in Tab le 15.9 have been hard won. The 
cost, in money an d person-hours, of identifying and thoroughly val idating a 
common disease association has been orders of magni tude higher than the cost 
of identifying a Mendelian disease locus. But at least we have now put the history 
of irreproducible results behind us. Several key developments have made this 
possible: 

Figure' 5.8 Patterns of recent common 
ancestry In an isolated Finnish 
population. The people in the youngest 
generation were recru ited because they 
each had multiple offspring affected by 
schizophrenia . Note, however, that the 
ancestry shown is highly selective; multiple 
ancestorshave been removed from each 
generation for cla rity. Ten generations ago, in 
1650, an outbred person has 1024 ancestors, 
but only two are shown here. [From Hovatta 
I, Va rilo T, Suvisa ari Jet al. (1999) Am. J. Hum. 
Gener. 65,1114- 11 24. With permi ss ion from 
Elsevier.) 
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TABLE 15.9 SOME CONFIRMED DISEASE ASSOCIATIONS 

Disease Gene containing Odds ratio Frequency of risk 
associated variant allele or haplotype 

Type 1 diabetes IF/HI 1.17a 0.65 

rnA4 1.31b 0.53 

Type 2 diabetes ABCCB 2.23b 0.02 

PPARG I.21b 0.85 

5lC2A I l.a2b 0.30 

TCFll2 1,49a 0.26 

Age -related macular CFH 2.45a 0.46 
degeneration 

Systemic lupus erythematosus IRF5 1.78'" 0.12 

Schizophrenia OR03 1.1 3b 0.01 

HTR2A I ,07b 0.39 

Different studies of the same disease and candidate gene may report associations with different 

markers, or with multilocus haplotypes. ilThese odds ratios and all allele or haplotype frequencies 

are representative examples of data from one out of several reports on each association. 

bThese odds ratios are from the meta-analysis by Lohmueller KE, Pearce CL, Pike M et at (2003) 

Nat. Gener. 33, 177- 182. 


• 	 Consortia have been established to perform case-control studies with 1000 or 
more subjects in each arm-and funding bodies have recognized that work 
on this scale is necessary. In the USA a private-public partnership, the Genetic 
Association Information partnership (GAIN), and in the UK the Wellcome 
Trust Case-Control Consortium, are conducti ng or coordinating GWA studies 
on large cohorts of patients with several different complex diseases. Similar 
efforts are underway in other countries. 
Efficient whole· genome amplification methods (using ~29 DNA polymerase) 
have been developed that allow very extensive analysis of even small DNA 
samples. 

• 	 Massively parallel microarray or bead-based methods are available, by which 
a sample can be genotyped for 500,000 or more SNPs in parallel. 
The HapMap project has provided data that permit a rational choice of tag
SNPs to capture a significant proportion of all the genetic variat ion in a 
population. 

A good flavor of the new clutch of studies is provided by the report from the 
Wellcome Trust Case-Control Consortium (WTCCC), published in June 2007. 
Large consortia of British researchers assembled 2000 well-phenotyped cases of 
each of seven diseases: bipolar disorder (manic·depressive psychosis), coronary 
artery disease, Crolu1 disease, hypertension, rheumatoid arthritiS, type 1 diabe
tes, and type 2 diabetes. In addition, 3000 healthy controls were collected. AIl 
samples were typed for more than 500,000 SNPs. The estimated power of the 
study to detect risk factors was 43% for a factor conferring a relative risk of 1.3, 
and 80% for a relative risk of 1.5 (risks are expressed on a per-allele basis using a 
multiplicative model-that is, if allele A confers a relative risk of x, the risks for 
genotypes aa, Aa, and AA are I:x:i'). 

Across the seven patient groups, 25 independent disease-association signals 
were identified with p values beyond the threshold of significance, calculated as 
p < 5 X 10-7 (FIgure 15.9). The key question is: How many of these could be repli
cated? Previous studies in the seven diseases were considered to have identified 
15 variants v\lith strong, replicated evidence of association with one or other of 
the seven diseases. Thirteen of the 15 were unambiguously identified in the 
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WTCCC study, and one of the remaining two showed positive signals that did not 
quite reach significance. Almost all of the novel susceptibili ty factors have subse
quently bee n confirmed in independent follow-up studies. 

The WTCCC study is not the only one to have exploited the new tools and 
knowledge noted above. Between them, these studies clearly show that the era of 
reliable GWA studies has finally arrived. 

The size of the relative risk 
Considering the 25 SNPs showing the strongest evidence of association in th e 
WTCCC study, the odds ratios (risk for a heterozygous carrier of the risk allele 
compared with a homozygous non-carrier) varied between 1.09 and 5.49. 
However, only the previously well-known associations of certain HLA types with 
autoimmune disease (type I diabetes and rheumatoid arthritis) produced high 
odds ratios. For all other cases, the highest ratio observed was 2.08, and in only 
five cases did it even exceed 1.5. As already mentioned, the study was predicted 
to have 80% power to detect a factor with an odds ratio of 1.5. The clear conclu
sion is that there are no individually strong ancient susceptibility factors for any 
of th ese typ ical common complex diseases. 

A common story is emerging from this and other similar studies: the ancient 
susceptibility factors can be identified by curre nt methods- but the relative risks 
they confer are quite small. 

Fig-uri! 15.9 Results of the Well come 
Trust Case-Control Consortium (WTCCC) 

genomewide association study. For each of 
the seven diseases studied, the distribution 

of p values (as - log loP) for the association 
of each SNP with the disease is shown, at 
the appropriate chromosom al position . 
Most of the 469,557 SNPs that passed all 
the quality control checks showed weak or 
no association with the respective d isease 
(blue dots, merg ed together). Those showing 
stronger evidence of associa tion (p < 10-5) 
are marked with green dots. The 25 mos t 
strongly assoc iated SNPs or clusters o f SNPs 
(p < 5 X 10-7, the threshold of significance 
in this study) are marked with red triangles. 
[Adapted from The WellcomeTrust 
Case-Control Consort ium (2007) Nature 
447,661-676. Wit h perm isSion from 
Macmillan Publishe rs Ltd.] 
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, 5.6 THE LIMITATIONS OF ASSOCIATION STUDIES 
The new GWA studies on large cohorts of subjects have unprecedented power to 
detect susceptibility factors conferring relative risks as low as 1.2, and a proven 
track record of success. The question remains, however, whether these studies 
will unravel the complete genetic architecture of complex disease susceptibility. 

One complicating factor is the exis tence of large-scale copy-number varia
tions (CNVs) in the genomes of normal healthy persons. As described in Chapter 
13, these CNVs actually account for a greater number of variable nucleotides 
than do all the SNPs. Individually, they are less numerous than SNPs, but each 
one covers many nucleotides. Many involve variable copy numbers of one or 
more genes, and in some cases (e.g. salivary amylase) there are demonstrable 
phenotypic effects of differing gene dosage. It is entirely likely thar some CNVs 
will be susceptibility {actors for common diseases. The question therefore arises: 
How well would current SNP association studies pick up associations between a 
disease and a CNY? 

This question was addressed in the study by Redan et al. described in Chapter 
13 of CNV in the HapMap sample. Their data showed that the HapMap Phase I 
SNPs would act as reasonably good tags for about 51% of the biallelic CNV in the 
non-African subjects, but only about 22% in the Africans. In other words, in 51 % 
or 22% of cases, respectively, a particular SNP allele was strongly associated with 
a particular form of an insertion-deletion CNY, so that the tag-SNP would be 
associated with any disease risk caused by variation at the CNY Multiallelic CNVs 
were not well tagged by any SNPs. Thus, older SNP association studies would be 
quite poor at detecting any disease susceptibility caused by a CNY However, this 
is a passing phase. Newer generations of SNP gena typing arrays include assays 
for common CNVs. 

The common disease-common variant hypothesis proposes that 
susceptibility factors have ancient origins 

A more fundamental problem lies in the basic premise of testing for associations: 
the assumption that susceptibility factors are ancient common variants. This is 
the common disease-common variant hypothesis. But this hypothesis is con
troversial. Evidence both for and against it has been presented. 

The fact that GWA studies are identifying associations that can be replicated 
tells us that some susceptibility factors are indeed ancient common variants. But 
the modest size of their effects leaves open the question of how much ofthe total 
disease susceptibility they will expla in . Studies of breast cancer provide interest
ing figures. Breast cancer is about twice as commo n in first-degree relatives of 
affected women as in the general population. All known susceptibility factors 
identified before 2007 (BRCA1, BRCA2, BRIP1, PALB2, ATM, CHEK2, and CASP8) 
collectively accounted for less than 25% of the familial tendency of breast cancer. 
A whole-genome association study by Easton and colleagues (described in 
Chapter 16) identified five new factors. Despite the very large scale of the study, 
involving more than 20,000 patients, the new factors together accounted for only 
a further 3.6% of the excess familial risk. 

Indeed, the underlying premise of the common disease-common variant 
hypothesis seems quite a tall order. The variants in question must have been 
able to persist through thousa nds of generations of natural selection to be asso
ciated with ancient haplotype blocks and remain in the population at high fre
quency. Yet, at the same time they must be sufficiently pathogenic, at any rate 
against certain relatively common genetic backgrounds and under certain rela
tively common environmental conditions, to be Significant risk factors for seri
ous diseases. It is hardly surprising that the common susceptibility variants 
that are now being identified through association studies have such weak 
effects. In defense, we can note that many of the diseases are of late onset, and 
so are relatively immune from natural selection and relatively unimportant in 
overall health terms until our current aging population made such diseases 
more prominent. Additionally, the precipitating environments may be features 
of modern life that have existed only recently. Genetically, we are all adapted to 
life as cavemen. 
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The mutation- selection hypothesis suggests that a 
heterogeneous collection of recent mutations accounts 
for most disease susceptibility 
The alternative view is that common diseases are common because of mutation
selection balance. On this view, many or most susceptibility factors are deleteri
ous enough to be removed by natural selection. These are replaced by new dele
terious variants generated by recurrent random mutation. There is a simple 
relationship between the deleterious effect of a variant genotype and its likely 
persistence in a population: 

The variants that cause Mendelian diseases have very strong effects, so that 
most people with the susceptible genotype have the relevant disease. Such 
strongly disadvantageous variants, such as the dystrophin mutations that 
cause Duchenne muscular dystrophy, have a very rapid turnover. 
At the other end of the spectrum of pathogenicity, completely neutral variants 
can persist indefinitely in a large population (in a small population, sooner or 
later by random chance a variant will be either lost or fixed-that is, it will 
either be lost or entirely replace the alternative form) . 

• 	 Very mildly deleterious variants may persist long enough to be present on 
ancient haplotype blocks, and so may be identifiable through association 
studies. 

• 	 Variants with a rather stronger effect will be removed from the population too 
fast to persist on common ancient haplotype blocks. The removal is balanced 
by de novo mutation creating fresh mildly deleterious variants. 
The mutation- selection hypothesis supposes that this last class of variants 

make up the major suscep tibility factors for common complex diseases. 
Calculations by Bodmer & Bonilla (see Further Reading) show that a susceptibil
ity factor could have a penetrance as high as 10-20%-that is, that factor alone 
could have a 10- 20% likelihood of causing disease, independently of other genetic 
or environmental factors- and yet would not give rise to a Mendelian pedigree 
pattern of disease. Typically, the physiological basis of disease suscep tibility 
might be a partial loss of function in some complex pathway. This loss could be 
caused by any number of possible mutations in any ofthe genes involved in that 
pathway. There would be heterogeneity at the locus level (different affected peo
ple could have deleterious variants in different genes that are involved in the 
affected pathway) and very great heterogeneity at the allelic level (even if two 
people have variants in the same gene, the actual sequence change would most 
probably be different in each case). Each individual mutation may be rare, but 
deficiencies in the pathway may overall be quite common in the population . 

Detecting such a heterogeneous set of rare variants, and proving a convincing 
role for them in pathogenesis of the disease, is quite a challenge. Each individual 
variant is directly pathogenic, but rare in the population. Association studies 
have little power to detect variants present in less than 5% of subjects, and so 
would be unable to pick up the postulated variants. Linkage analysis is not sensi
tive to allelic heterogeneity, and the indi,~dual effects might well be strong 
enough to show up in ASP analysis-if only all the sib pairs in the study sample 
had variants in the same gene. But the extensive locus heterogeneity would pre
vent success, because different affected sib pairs would often have variants at 
different unlinked loci. 

Instead, it would be necessary to resequence candidate genes in large collec
tions of cases and controls. Relevant genes would carry a higher overall frequency 
ofrare, mildly deleterious variants in affected people than in controls. This excess 
would have to be picked out against a background of rare neutral variants that 
would be Similarly diverse but equally common in the cases and controls. How 
easily this could be done would depend on the proportion of de novo mutations 
that are deleterious rather than neutral. 

If the proportion of deleterious variants is low, they would probably be 
obscured among all the neutral variants. It could be difficult or impossible to find 
convincing differences between cases and controls. Inspection of the sequence 
would nOt usually reveal whether a change is neutral or very mildly delet.erious. 
However, studies of naturally occurring missense changes in many different 
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genes suggest that maybe half of all such changes may be mildly deleterious (with 
a quarter being seriously deleterious and a quarter neutral). For silent changes 
and changes in noncoding sequences, the proportion of neutral variants is likely 
to be much higher. 

Several preliminary resequencing studies have indeed found an excess of rare 
missense variants in candidate genes in disease cohorts, but such studies need to 
be conducted on a wider selection of genes and in more diseases to see whether 
the effect is general. The new maSSively parallel sequencing technologies allow 
this to be done, so that definitive tests of the mutation-selection hypothesis are 
now possible. 

A complete account of genetic susceptibility will require 
contributions from both the common disease- common variant 
and mutation-selection hypotheses 

The common disease-common variant and mutation-selection hypotheses 
should not be seen as mutually exclusive ('fable 15.10). Both may very well be 
true. A priOli, the common disease-common variant hypothesis is less plausible 
than the mutation-selection hypothesis. We know for sure that mutation and 
selection happen, and that there is a whole spectrum of mutations, ranging from 
lethal, through varying degrees of deleterious effect, to neutrality. It was not 
equally obvious that ancestral haplotypes carrying variants that predispose to 
disease should be able to wi thstand natural selection over immense time-scales 
and remain common in present-day populations. However, the successful iden
tification of some common susceptibility factors shows that this has indeed hap
pened, at least in some cases. There is no reason to suppose that all factors have 
to be of one sort. Different experimental designs can reveal different factors, and 
a complete account of genetic susceptibility will require contributions of both 
types. 

Under either hypothesis, the problem of distinguishing pathogenic from neu
tral variants looms large. Factors identified by large-scale resequencing are 
expected to be directly pathogenic, but it will still be necessary to pick them out 
against a background of neutral variants. Meanwhile, linkage and association 
studies only flag the chromosomal location ofthe causative factor-to a relatively 
large region by hnkage, or to a haplotype block by association. Thus, there is 
always a problem of identif)~ng the actual causal variant. In Chapter 16 we con
sider how one approaches this problem, starting with Mendelian disease genes, 
then moving on to susceptibili ty factors. Finally, the implications of this workfor 
predictive testing and personalized medicine are the subject of Chapter 19. 

TABLE 15.10 COMPARISON OFTHE COMMON DISEASE-COMMON VARIANT 
HYPOTHESIS AND THE MUTATION-SELECTION HYPOTHESIS 

Parameter Common disease-common Mutation-selection 
variant hypothesis hypothesis 

Frequencies of susceptibility alleles high low 

Effect sizes of susceptibility alleles small moderate 

locus heterogeneity (number of high could be low 
susceptibility loci for a given disease) 

Allelic heterogeneity (number of low high 
different susceptibility alleles at a locus) 

Origin of susceptibility alleles ancient common ancestor relatively recent 
mutations 

Technology to detect susceptibility association studies resequencing 
factors 
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CONCLUSION 
DNA sequence variants associated with disease can be divided into those that 
cause disease directly and those tlhat merely modulate a person's susceptibility or 
resistance to environmental triggers of disease. These two types of sequence are 
not discrete, but lie on a continuum of disease penetrance. Variants tlhat have a 
direct cause underlie Mendelian diseases, and are necessarily rare. As described 
in Chapter 14, they can be mapped by parametric linkage analysis to very small 
candidate chromosomal regions. Varian ts that confer susceptibility lie at the 
other end of the continuum-they may be common, but they have only very 
modest effects on susceptibility ("Figure \5.10). 

Parametric linkage analysis cannot be used to identify these low-penetrance 
factors, because it is not possible to specify the necessary detailed genetic model. 
Non-parametric linkage analysis, for example of affected sib pairs, has been 
widely used, but witlh limited success because of tlhe low statistical power of the 
metlhod. Large-scale successful identification has depended mainly on associa
tion studies. Flgum 15.11 summarizes the general protocol of genomewide asso
ciation studies. 

The HapMap data allow suitable SNPs to be identified for genomewide asso
ciation studies and placed on high-density SNP arrays, and funding agencies 
have recognized the need for very large-scale collaborative studies. As a result, 
the trickle of validated associations reported before 2005 has turned into a flood. 
Association studies of feasible size (a few tlhousand cases and controls) can detect 
only factors that are common in populations, typically with allele frequencies of 
0.05 or more. Factors that are common and associated with tag-SNPs are likely to 
be present on shared ancestral chromosome segments tlhat have existed in the 
population for thousands of years. The common disease-common variant 
hypotlhesis proposes that such factors are largely responsible for the genetic sus
ceptibility to complex diseases. It would be unusual for such an ancient variantto 
have a strongly pathogenic effect: natural selection should have long ago removed 
such variants from the population. It is therefore not surprising tlhat almost all 
tlhe susceptibility factors identified through association studies have very small 
individual effects. 

The alternative mutation-selection hypothesis proposes that much suscepti
bility is due to individually rare variants that are likely to be offairly recent origin. 
The hypothesis predicts extensive allelic heterogeneity, but maybe more limited 
locus heterogeneity-that is, many different mutations at a possibly limited 
number of loci. Such variants would be too rare to be identified by association 
studies, but may be detected by large-scale resequencing of candidate regions (or 
whole genomes) in cases and controls. Because the variants may not have sur
vived in the population for very long periods, they may have stronger individual 
effects than the ancient common variants discussed above. 

Most of tlhe hundreds of well-validated susceptibility factors identified 
through association studies are probably not directly responsible for disease sus
ceptibility, but rather are in linkage disequilibrium with tlhe truly functional vari
ants. Identifying the true causative variants would have many benefits. Chapter 
16 discusses the various strategies that have been used to identify variants tlhat 
function to cause or contribute to disease. 

FIg ur.l 5.10 Frequency and effect size 
of pathogenic alleles. Variants causing 
Mendelian diseases have high penerrance 
but are individually rare.The variants 
conferring susceptibility to complex diseases 
that are identified through association 
studies may be common, but they have 
very weak effects (low penetrance). An 
intermediate class of individually rare 
susceptibility factors may exist that 
have stronger effects.These would not 
be expected to show populationwide 
associations with disease, and could be 
identified only by large-scale resequencing. 
[Adapted from McCarthy MI. Abecasis GR, 
Cardon lR et al. (2008) Not. Rev. Genet. 
9,356-369. With permission from 
Macmillan Publishers ltd.] 
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Figure 15.11 A genomewide association 
scan, Common haplotypes at each location 
in the genome are defined by 5NPs (color 
versus white). Information from the HapMap 
project is used to select a subset of 5NPs that 
will serve to identify (tag) each haplotype
purple and blue for locus 1, and either 
red or blue for locus 2. Disease cases and 
controls are genotyped with microarrays. 
5NPs that are associated with disease at an 
appropriate statistical threshold (stars) are 
then genotyped in a second independent 
sample of cases and controls to establish 
which of the associations from the primary 
scan are robust. [From Mathew CG (2008) 
Nat. Rev. Genet 9, 9-14. With permission from 
Macmillan Publishers ltd.] 
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Chapter 16 


Identifying Human Disease 
Genes and Susceptibility Factors 

KEY CONCEPTS 

• 	 Positional cloning has been the main route through which the genes underlying Mendelian 
diseases have been identifi ed. In positional cloning, a gene is identified from its 
chromosomal location alone. 

Positional candidate genes are identified by drawing up a list of genes at that location, on 
the basis of their function, expression pattern, and homologies. 

• 	 Model organisms can provide clues to gene identification because the structure and 
function of many genes are conserved between humans and other organisms. 

Mice are parti cularly useful for identifying disease genes and studying pathogenic 
mechanisms because of the ease with which genes can be mapped and manipulated in 
mice, and because of the relatively close simil arity of mice and humans. 

• 	 Patients with chromosome abnormalities can provide essential pointers to the location of a 
disease gene. Large abnormalities may be recognized by conventional cytogenetics, and 
small ones by comparative genomic hybridization or using SNP arrays. These approaches 
have been especially useful for severe dominan t conditions, in which most cases are new 
mutations, making linkage analysis impossible. 

Some disease genes have been identified by alternative, position-independent approaches. 
These include functional studies of cells in culture, direct identification of altered proteins 
or changed gene expression, and extrapolation from an imal models. 

• 	 Candidate genes are tested by seeking mutations in collections of unrelated affected cases. 
Functional studies may be needed to confum an uncertain identification. 

• 	 Susceptibility factors for complex disease are mainly sought through association studies. 
These may be targeted at genes whose function makes them likely candidates, or studies 
may be conducted on a genomewide scale. 

• 	 Association studies identify haplotype blocks that are associated with susceptibility to a 
disease. Identifying the actual causal variant is difficult because of linkage disequilibrium 
between all the variants in the block. Both statistical and functional evidence are needed. 

Association studies have identified susceptibility factors for many complex diseases, but for 
most diseases the known facto rs only weakly influence susceptibility and collectively 
account for only a small part of the overall genetic determination, leaving a problem of 
hidden heritability. 

• 	 The hidden heritabili ty in complex diseases may consist ofthe cumulative effects ofvery 
many extremely weak genetic factors, or ofthe effects of a highly heterogeneous collection 
of individually rare mutations, or possibly of epigenetic changes. 
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Few subjects have moved as fast as human disease gene identification. Before 
1980, very few human genes had been identified as disease loci. The few early 
successes involved a handful of diseases with a known biochemical basis, for 
which itwas possible to purify the gene product. [n the 1980s, advances in recom
binant DNA technology allowed a new purely genetic approach, sometimes given 
the rather meaningless label reverse genetics. The number of disease genes identi
fied started to increase, but these early successes were hard-won, heroic efforts. 
With the advent of polymerase chain reaction (PCR) techniques for linkage stud
ies and mutation screening, it all became much easier. Now that the human and 
other genome projects have made available a vast range of resources, the ability 
to identify a Mendelian disease gene depends almost entirely on having access to 
suitable families. 

The 1990s saw triumphant progress in identifying the causes of Mendelian 
diseases, so that the genes underlying most common Mendelian diseases have 
now been identified. The exceptions tend to be those such as nonsyndromic 
mental retardation, in which the hunt for causative genes is bedeviled by irreduc
ible genetic heterogeneity or, alternatively, very rare conditions for which it is 
difficult to find enough suitable families. However, identifying the factors confer
ring susceptibili ty to common complex diseases is much more challenging. As 
described in Chapter 15, only association studies have sufficient power to iden
tify most susceptibility factors; linkage studies are seldom productive. For years, 
researchers were unable to make much progress. After many false dawns, the 
new generation of large-scale genomewide association studi es, reported in 
increasing numbe rs from 2005 onward, has finally broken the logjam. Many sus
ceptibility factors have now been mapped, but identifying the actual causal 
sequence change remains very difficult. 

[n this chapter, we first consider positional cloning, which has been the most 
successful general approach to the identification of Mendelian disease genes. 
Most commonly, the candidate chromosomal region is identified through link
age studies, but alternatives are to use chromosomal breakpo ints or animal mod
els. We next consider some other approaches: cloning based on knowledge of the 
gene product, and identifying causal variants through genomewide association 
studies. An important question is how one knows when one has succeeded. How 
can we know that a candidate sequence variant really is the cause of the pheno
type? This connects with the discussion in Chapter 13 of pathogenic versus non
pathogenic sequence changes. Toward the end of the chapter is a series of case 
studies that show how the various methods have been used to identify important 
phenotypic determinants. 

The approaches described are just as applicable to identifying determinants 
of normal variations such as red hair or red-green color blindness as they are to 
identifying disease genes. The determinants that we would wish to identify may 
not necessarily be genes, in the sense of protein-coding sequences. The primary 
determinant might affect noncoding RNAs or alter chromatin structure, and it 
might be located some distance from any protein-coding sequence. Whatever 
the mechanism, however, we are looking for DNA sequence variants that cause 
phenotypic variation. Epigenetic changes that do not alter the DNA sequence 
(such as changes in DNA methylation) also cause phenotypic variation, ulti
mately mediated by changes in the expression of protein-coding genes. 

It is important not to be misled by phrases such as the gene for cystic fibrosis, 
the gene for diabetes, and so on. You would not describe your domestic freezer as 
a machine for ruining frozen food. Genes do a job in cells; if the job is not done, 
or is done wrongly, the result may be a disease. However, many human genes 
were fi rst discovered through research on the diseases caused by mutations in 
them, so terminology such as the cystic fibrosis gene does reflect historical, if not 
biological, reality. 

16.1 POSITIONAL CLON ING 
In positional cloning, a disease gene is identified knowing nothing except its 
approximate chromosomal location. This typically involves a combination of 
clinical. laboratory, and bioinformatic work, and maybe also the exploration of 
animal models (Figure 16.1 ). 
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Positional cloning identifies a disease gene from its approximate 
chromosomal location 
A maj or test bed for positional cloning methods was Duchenne muscular dystro Figure 16.1 How to identify a human 

phy (DMD; OMIM 310200). Although the first successful application of positional disease gene. As this figure emphasizes, 
there is no single pathway to success, cloning in humans had come slightly earlier, with the identification of the gene 
bu t the key step is to arrive at a plausible for X-linked chronic granulomatous disease (OMIM 306400) by Royer-Pokora 
candidate gene (box 83). This can th en be and colleagues in 1985, it was the identification of the gene underlying DMD that 
tested for mutations in affec ted people (OS).really caught the imagination. This was a re latively common (1 in 3000 boys) and 
The candidate gene might be identified 

devastating disease that was clearly caused by mutations in a gene somewhere through knowledge of a homolog in another 
on the X chromosome. Years of careful investigation of the pathological changes species (A 1 and A3), through a patient who 
in affected muscle had failed to reveal the biochemical basis of DMD. In the mid- has both the phenotype of interest and a 
1980s, several groups competed to clone the DMD gene, using different chromosome structural abnormality {e2t 
approaches. The pioneering work of these groups, overcoming formidable tech or through l inkage analysis (e, and D1). 

nical difficulties to reveal a gene of a size and complexity never before seen, was Success depends on an interplay between 
clinical work. laboratory benchwork,. and probably the major inspiration fo r most subsequent positional cloning efforts. 
database analysis, with the latter becoming This work is the subject of the first of the case studies at the end of this chapter. 
steadily more crucial as genome informationThe successful conclusion of this work in 1987 marked the start of a trium
accumulates. phant new era for human molecular genetics. One after another, the genes under

lying important Mendelian disord ers such as cystic fibrosis (see case study 2 at 
the end of this chapter), Huntington disease, adult polycystic kidney d isease, and 
familial colorectal cancer were isolated. The logic of positional cloning in this era 
followed the scheme of Figure 16.2. These early efforts could nevertheless be 
desperately hard work, because of the need to clone all the DNA and identify all 
the genes within the candidate region. T~is required the screening of genomic 
libraries to identify clones and construct a contig across the region, followed by 
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major efforts in screening cDNA libraries to identify and characterize the genes. 
By 1995, only about 50 inherited disease genes had been identified by this 
approach. 

The first step in positional cloning is to define the candidate 
region as tightly as possible 
The difficulty of positional cloning depends very largely on the size of the candi
date region, so the first priority is to narrow this down as far as possible. For 
Mendelian diseases, this is mainly a function of the number of meioses avaiJable 
for linkage analysis. The limit ofresolution is reached when the last recombinant 
has been mapped between closely spaced markers. Using the generalization of 
1 eM = 1 Mb, a family collection with 100 informative meioses might localize a 
Mendelian disease to a candidate region of about 1 Mb-depending on luck and 
on the frequency of recombination in the particular chromosomal region. 

At this stage, the raw data should be scrutinized by inspecting h aplorypes 
rather than relying on computer analysis (Figure 16_3). When single recom
binants define the bouudaries of the candidate region, it is important to consider 
possible sources of error. Meticulous clinical diagnoses are imperative. Key 
recombinants are more reliable if they occur in unambiguously affected peo
ple-an unaffected individual might be a non-penetrant carrier of the disease 
gene. Apparent close dOl.lble recombinants are highly suspect; as explained in 
Chapter 14, they most probably reflect errors in diagnosis or genotyping. The 
possibility of phenocopies must be considered. Sometimes, despite good positive 
lod scores, there seem to be recombinants with every marker tried. This is usually 
an indication of locus heterogeneity-in one or more of the families in the study 
the disease does not map to the region under study. 

The second step is to establish a list of genes in the candidate 
region 
Before completion of the Human Genome Project, compiling a list of genes in the 
candidate region involved much laborious effon. Contigs of genomic clones had 
to be constructed across the candidate region by successive rounds of screening 

W 

II 

1 

~~ 
II I 

~ 

0 
2 1 

II 

6 
j 5 ! 2 012S105I"~ O_ill 1 012S234 
6 9 Dl2S129 
2 5 0125354 
2 8 012579I 

5 

~~ 
7 

012584 
0125105 
0125234 
0125129 
D125354 
012579 

1 

2 3 4 

5 5 1 2 5m~u~ 


define the candidate region 

obtain clones of all the DNA of the region 

Identity all the ger'IeS in the ,egion 

prioritize them for mutation screen ing 

test candidate genes for 
mutations in affected people 

Figur. 16.2 The logic of positional 
doning. The figure illustrates the logical 
progression of positiona l cloning as 
originally practiced. Nowadays a list of genes 
in the candidate region ca n be downloaded 
from genome databases. Before the current 
sequence data and high-resolution marker 
maps were available, researchers tried all 
sortsof shor tcuts to reduce the labor of pure 
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FJgurt! 16.31 Defining the minimal candidate region by inspection of haplotypes. The two pedigrees show a dominantly inherited skin disorder, 
Oarier-White disease (OMIM ' 24200), which had previously been mapped to chromosome ' 2q. The 12q marker haplotype that segregates with the 
disease is highlighted in yellow. Gray boxes mark inferred haplotypes in dead people. Numbers within the boxes identify different alleles of the relevant 
marker. (A) The recombination in individual 116 in this pedigree shows that the disease must be located distal of marker 012584. 0 125105 (green) is 
uninformative because II was evidently homozygous for allele 5 (II) and Ii] evidently inherited opposite haplotypes from 1\, but both have 0125105 allele 
5). The recombination shown in 1111 suggests that the disease gene maps proximal to 0125 129, but this requires confirmation because the interpretation 
requires the genotypes oflh and 112to be inferred correctly, and that 1111 not be a non-penetrant gene carrier. (B) The recombination in individual 114 in 
this pedigree provides the confirmation. The combined data locate the Darier-Whitegene to the interval between 012584 and 0125129. (From Carter SA, 
Bryce SO, Munro CS et al. (1994) Genomics 24, 378-382. With permission from Elsevie r.] 
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genomic libraries (chromosome walkin8, and then expressed sequences from 
within the clone contig had to be identified by mapping transcripts. The cam
paign to clone the cystic fibrosis gene, described in case study 2 at the end of this 
chapter, gives an excellent insight into the difficulties researchers had to over
come in this early phase. 

Nowadays a genome browser such as Ensembl (http:/ /www.ensembl.org/) or 
the Santa Cruz browser (http:/ /genome.cse.ucsc.edu!) would be used to display 
all the definite and possible genes in the candidate region (Figure 16.4). Deeply 
impressive though these displays are, it is important not to rely totally on them. 
These extremely sophisticated tools need to be used as adjuncts to, and not 
replacements for, thought. They must be supplemented by first-hand in-depth 
study of the region. The reference sequence used by the browsers is currently far 
from perfect. Going back to the raw data can identify missing or variable parts of 
the sequence. The ENCODE (Encyclopedia of DNA Elements) project (see 
Chapter 11) has shown that gene structures identified by the browsers are often 
not complete. The current annotations do include virtually all protein-coding 
genes, but they may not identify all the possible exoDS or alternative transcripts, 
especially those using small exons separated by large introns, and they certainly 
omit many noncoding transcripts. It can be useful to compare the predictions of 
several different gene-finding programs. In the laboratory, techniques such as 
reverse transcriptase (RT)-PCR (see Chapter 8) or 5' RACE (see Box ll.l) can be 
used to verify claimed isoforms and search for new ones. 

The third step Is to prioritize genes from the candidate region for 
mutation testing 
To identify mutations, samples from a collection of unrelated affected people 
need to be sequenced. Typically, a candidate region defined by linkage analysis 
would contain several genes with 100 or more exons in total. One approach, made 
increasingly possible by new sequencing technologies. is simply to sequence 
every exon across the candidate region. More usually, however, a candidate gene 
is selected, and each exon of that gene is individually amplified by PCR and 
sequenced. In choosing genes for sequencing it makes sense to start with the 
most promising ones, although ease of analysis is also a consideration. All things 
being equal, one would deal with a gene with 4 exons before tackling one 
with 65. 

Appropriate expression 
A good candidate gene should have an expression pattern consistent with the 
disease phenotype. Expression need not be restricted to the affected tissue, 
because there are many examples of widely expressed genes causing a tissue
specific disease, but the candidate gene should at least be expressed in the place 
where the pathology is seen, and at or before the time at which the patholOgy 
becomes evident. For example, genes responsible for neural tube defects should 
be expressed in the neural tu be shortly before it closes (which happens during 
the third and fourth weeks of human embryonic development; see Chapter 5). 
The expression of candidate genes can be tested by RT-PCR, northern blotting 
(see Chapter 7), or serial analysis of gene expression (SAGE; see Box 11.1). Much 
of the preliminary work can be performed with databases (dbEST or the SAGE 
database, both accessible through the NCBI homepage at hrtp:llwww.ncbi.nlm 
.nih.gov!) rather than in the laboratory. In situ hybridization against mRNA in 
tissue sections, or immunohistochemistry with labeled antibodies, provides the 
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most detailed picture of expression patterns. Studies are usually done on mouse 
tissues, especially for embryonic stages. The common assumption that humans 
and mice will show similar expression patterns is not always justified, and cen
tralized resources of staged human embryo sections have been established to 
allow the equivalent analyses to be performed, where necessary, on human 
embryos (see http://www.hdbr.orgl). 

Appropriate function 
When the function of a gene in the candidate region is known, it may be obvious 
whether or not it is a good candidate for the disease. For example, rhodopsin was 
a good candidate for retinitis pigmentosum, and fibrillin for the connective tis
sue disorder Marfan syndrome (OMIM 154700). For a novel gene, sequence anal
ysis will often provide clues to its function through the recognition of common 
sequence motifs such as transmembrane domains or tyTosine kinase motifs. 
These may be sufficient to prioritize a gene as a candidate, given the pathology of 
the disease. For example, ion transport in the inner ear is known to be critical for 
hearing, so an ion channel gene would be a natural candidate in positional clon
ing of a deafness gene. 

Homologies and functional relationships 
Sometimes a gene in the candidate region turns out to be a close homolog of a 
known gene (a paralog in humans, or an ortholog in other species). If mutations 
in the homologous gene cause a related phenotype, the new gene becomes a 
compelling candidate. For example, Marfan syndrome is caused by mutations in 
the fibrillin gene. A clinically overlapping condition, congenital contractural 
arachnodactyly (CCA; OMIM 121050), was mapped to chromosome 5q. The can
didate region contained the FBN2 gene, which is a paralog of fibrillin. FBN2 
mutations were soon demonstrated in CCA patients. Weak homologies may be 
missed by the programs used for automatic genome annotation. Amore directed, 
hypothesis-driven search may come up with significant weak homologies that 
can point to the gene's function. 

Candidate genes may also be suggested on the basis of a close functional rela
tionship to a gene known to be involved in a similar disease. The genes could be 
related by encoding a receptor and its ligand, or other interacting components in 
the same metabolic or developmental pathway. For example, mutations in the 
RET gene were known to cause some but not all cases of Hirschsprung disease. 
RETencodes a cell-surface tyrosine kinase receptor. The genes encoding the RET 
ligands GDNF and NRTN were then obvious candidates for hunting for further 
Hirschsprung mutations. 

Now that we have genome sequences of many different species, ithas become 
clear how far structural and functional homologies extend across even very dis
tantly related species. The great majority of mouse genes have an identifiable 
human counterpart, and the same is true of other mammalian species. As 
described in Chapter 10, extensive homologies can be detected between genes in 
humans and model organisms such as zebrafish, the fruit fly Drosophila, the 
nematode worm Caenorhabditis elegans and even the yeasts Saccharomyces 
cerevisiae and Schizosaccharomyces pombe. For these distantly related organ
isms, homology may be more evident in the amino acid sequence of the protein 
product than in the DNA sequence of the gene. Looking at the amino acid level 
allows synonymous coding sequence changes to be ignored. 

A very powerful means of prioritizing candidates from among a set of human 
genes is therefore to see what is known about homologous genes in well-studied 
model organisms. Such data might include the pattern of expression and the 
phenotype of mutants. Papers listed in Further Reading show how data from 
Drosophila and yeast can be used to infer the function of human genes. Mice are 
especially useful for such investigations, and their use is considered in more 
detail below. Even more than gene sequences, pathways are often highly con
served, so that knowledge of a developmental or control pathway in Drosophila 
or yeast can be used to predict the likely working of human pathways-although 
mammals often have several parallel paths corresponding to a single path in 
lower organisms. 

By contrast, mutant phenotypes are less likely to correspond closely. A strik
ing example is the wingless apterous mutant ofDrosophila. Ahuman gene, LHX2, 

http://www.hdbr.orgl
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BOX 16.1 MAPPING MOUSE GENES 

Several methods are available for easy and rapid mapping of 
phenotypes or DNA clones in mice. Together with the ability to 
construct transgenic mice, they make the mouse especialty useful for 
comparisons with humans. 


Interspecific crosses (Mus musculus crossed with either Mus sprerus or 

Mus castaneus) 
Different mouse species have different alleles at many polymorphic 
loci, making it easy to recogniz.e the origin of a marker allele. This is 
exploited in two ways: 

Constructing marker framework maps. Several laboratories 
have generated large sets of F2 backcrossed mice. Any marker 
or cloned gene can be assigned rapidly to a small chromosomal 
segment defined by two recombination breakpoints in the 
collection of backcrossed mice. For example, the Collaborative 
European backcross was produced from a M. spretus x 
M. musculus (C57Bl) cross. Five hundred F2 mice were produced 
by backcrossing with M. spretus, and 500 by backcrossing with 
C57Bl. All microsatellites in the framework map are scored in 
every mouse. 
Mapping a new phenotype. Across must be set up spedfically 
to do th is but, unlike with humans, any number of F2 mice can be 
bred to map to the desired resolution. M. musculus x M. casraneus 
cros ses are easier to breed than M. musculus x M. spretus. 

Recombinant inbred strains 
These are obtained by systematic inbreeding of the progeny of a cross.. 
For example, the widely used BXD strains are a set of26 lines derived 
by more than 60 generations of inbreeding from the progeny of a 
CS7BU6J x DBA/lJ cross. They provide unlimited supplies of a panel of 
chromosomes with fixed recombination points. DNA (s availableas a 
public resource, analogous to the human CEPH families. Recombinant 
inbred strains are particularly suited to mapping quantitative traits, 
which can be dermed in each parent strain and averaged over a 
numberof animals of each recombinant type. In comparison with mice 
from interspecific crosses, it may be harder to find a marker in a given 
region that distinguishes the two original strains, and the resolution is 
lower because of the smaller numbers. 

Congenic strains 
These are identical except at a specific locus. They are produced 
by repeated backcross ing and can be used to explore the effect of 
changing just one genetic factor on a constant background. 

is able to complement the deficient function of the mutant, so that the flies grow 
normal wings (see Figure 10.27). We humans must have a virtually identical 
developmental pathway to Drosophila, but clearly we use it for a different pur
pose. No human mutation has been described, but Lhx2 knockout mice die 
before birth with defects in development of the eyes, forebrain, and erythrocytes. 
Branchio-oto-renal syndrome (OMIM 1l3650), the subject of case study 3 at the 
end of this chapter. provides another example of a conserved pathway used for a 
different purpose. 

Mouse models have a special role in identifying human disease 
genes 

Phenotypic homologies between humans and mice provide particularly valuable 
clues toward identifying human disease genes. Programs of systematic mutagen
esis are generating very large numbers of mouse mutants. These include point 
mutations, knockouts, deletions, and conditional knockouts (in which the gene 
is inactivated only in specific cells or tissues). There are several programs for the 
systematic knockout of all genes and for the systematic generation of conditional 
mutants (see Further Reading). 

Genetic mapping is quick and accurate in the mouse (Box 16. 1) . Thus, most 
mouse mutant phenotypes have been mapped or can easily be mapped. Cross
matching of human and mouse genome sequences has provided a very detailed 
picture of the relationship between hwnan and mouse chromosomes (Figure 
16.5). Once a chromosomal location for a phenotype of interest is known in the 
mouse. it is usually possible to predict the corresponding location in humans. 
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Figur. 16.5 Relationship between human 
and mouse chromosomes. The diagram 
shows the 22 human autosomes, plus the 
X chromosome. Segments are color coded 
to show where corresponding sequences 
occur on the 19 mouse autosomes plus 
the mouse X chromosome. Within each 
segment, oblique lines indicate whether the 
sequence is directly repeated (lines running 
from top left to bottom right) or inverted 
(lines running from top right to bottom 
left) relative to the human sequence. Red 
triangles mark the human centromeres. 
(From Church DM, Goodstadt l, Hillier 
lWet ,I. (2009) PloS 8;0/.7(5), e 1000112 . 
dOi:l0.1371/journal.pbio.lOOO112.] 
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Exon sequences and exon-intron structures are usually well conserved 
between orthologous human and mouse genes. Close counterparts of human 
mutations can be recognized or constructed in mice, and orthologous mutations 
are more likely to produce phenotypes resembling their human counterpart in 
mice than in flies or worms. Nevertheless, Ule sjmilarities may not be as close as 
one might wish. 

Techniques for the gene tic manipulation of mice are very weU developed. 
Once a candidate gene has been identified in humans, mouse mutants can be 
constructed to allow functional analysis. Our ability to make total or conditional 
knockouts and to engineer specific mutations in an organism fairly closely related 
to ourselves makes the mouse a very powerful tool for the exploration of hum an 
gene function. 

16.2 THE VALUE OF PATIENTS WITH CHROMOSOMAL 
ABNORMALITIES 
Chromosomal abnormalities can sometimes provide an alternative method of 
localizing a disease gene, in place oflinkage analysis. For conditions that are nor
mally sporadic, such as many severe dominant diseases, chromosome aberra
tions may provide the only method of arriving at a candidate gene. With luck, 
they may even point directly to the precise location, rather than defining a 
mega base-sized candidate region, as with linkage. Alert clinicians have a crucial 
role in identifying such patients (Box 16.ZJ. 

Patients with a balanced chromosomal abnormality and an 
unexplained phenotype provide valuable clues for research 
A balanced translocation or inversion, wi th nothing extra or missing, would not 
be expected to have any phenotypic effect on the carrier. If a person with an 
apparently balanced chromosomal abnormality is phenotypically abnormal, 
there are three possible explanations: 

• 	 The finding is coincidental. 
• 	 The rearrangement is not in fact balanced- there is an unnoticed loss or gain 

of material. 

• 	 One of the chromosome breakpoints ca uses the disease by disrupting a criti
cal gene. 
A chromosomal break can cause loss of function of a gene if it disrupts the 

coding sequence of that gene or if it separates the coding sequence from a cis
acting regulatory region. Alternatively, it could cause a gain of function, for exam-

BOX 16.2 POINTERS TO THE PRESENCE OF CHROMOSOME ABNORMALITIES 

Clinicians have made major contributions to identifying disei:'!se Additional mental retardation 
genes by identifying patients who have causative ch romosome A patient may have a typical Mendelian disease but may in addition 
abnormalities. 	 be mental ly reta rded. This may be coincidental, but such cases can be 

caused by deletions that eliminate the disease gene plus additional A cytogenetic abnormality in a patient with the standard 
neighboring genes. Large chromosomal deletions almost always clinical presentation 
cause severe mental retardat ion, reflecting the involvement of aIf a disease gene has already been mapped to a certain chromosomal 
high proportion of our genes in fetal brain development. When thelocation, and then a patient with that disease is found who has 
patient is also a de nCNO case of a condition that is normally familial. a chromosome abnormality affecting that same location, the 

cytogenetic and molecular analysis Is warranted. 
chromosome abnormality most probably caused the disease. 

Patients with balanced translocations or inversions often Contiguous gene syndromes 
have breakpoints located within the disease gene, or very dose Very rarely, a patient seems to suffer from several different genetic 
to it. Cloning these breakpoints can provide the quickest route to disorders simultaneously. This may be just very bad luck, but 
identifying the disease gene. With deletions, the breakpoints may sometimes the cau se is simultaneous deletion of a COntiguous 
be located some distance from the disease gene, but if the deleted set of genes. Contiguous gene syndromes are described in 
segment is smaller than the current candidate region, defining the Chapter 13; they are particularly well defined for X· linked dIseases. 
breakpoints helps localize the gene. 	 One famous example, described at the end ofthis chapter, led 

Most such patients will have de novo mutations. Some researchers directly to the identification of the gene mutated in Duchenne 
feel that performing chromosome analysiS on all patients with de novo muscular dystrophy. 
mutations is a worthwhile expenditure of research effort. 



-------

505 THE VALUE OF PATIENTS WITH CHROMOSOMAL ABNORMALITIES 

(A) 16) 

Been Spter 

A 8 C 0 E F G 

IC) 

8 der(8) det(16) 16 

ASH Hybridization Jtrt 

-

probe pattern _.---------< 

A 8, der(8 ) 

12 . G 8, der(16) 
, 3 B 8, der(8)r--,----

F 8, der(16)4
I-c--

5 E 8, der(16) 

6 D 8, det(S). der (16)-
pie by splicing together exons of two genes to create a novel chimeric gene-this 
is rare in inherited disease but common in tumorigenesis (see Chapter 17). in 
either case, the breakpoint provides a valuable clue to the exact physical location 
ofthe disease gene. The position of the breakpoint is most easily defined by using 
FISH (Figure l6.6). This will often be sufficient to identify the gene involved. if 
necessary, once the breakpoint has been localized to a single clone, its exact posi
tion could be defined by finding a sequence that can be amplified by PCR from 
DNA of the patient by using a pair of primers, one from each of the two chromo
somes involved. An alternative approach would be to make a genomic library 
from the patient's DNA and then sequence appropriate clones. Breakpoints of 
deletions or duplications can be easily mapped on microanays by looking for a 
change in the hybridization intensity. 

An example of the power of this approach is the identification of the Sotos 
syndrome gene (Figure 16.7)_ This syndrome (OMIM 117550) involves childhood 
overgrowth, dysmorphic features, and mental retardation. Because it always 
occurs de 110VO, there were no multigeneration families that might allow the caus
ative gene to be localized by linkage analysis. A single patient with a de novo bal
anced 5;8 translocation, 46,XX,t(5;8)(q35;q24.1) , provided the vital clue. As shown 
in Figure 16.7, the translocation breakpoint disrupted the NSDl gene. This could 
have been purely coincidental. Proof that NSDl was the gene mutated in SolOS 
syndrome came from showing that 4 out of 38 independent patients with 
SOlOS syndrome had point mutations in the NSDl gene, and 20 out of 30 patients 
had microdeletions involving this gene (l'lgure 16.8). 

X- autosome translocations are a special case 
Even if a translocation breakpoint disrupts a gene, we have lost the function of 
only one of the two copies of the gene. There will be no phenotypic effect unless 
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Figurl! 16.6 Using fluorescence in situ 
hybridization to define a translocation 
breakpoint. (A) A translocation 
t (8; 16)(p22;q21) is defined by cytogenetics. 
(8) The physical map of part of the 
breakpOint region in a normal chromosome 
8 shows the approximate locations of seven 
dones, A-G. (e) Results of successive FISH 
experiments reveal that the breakpoint is 
within the sequence represented in clone D. 
This result would normally be confirmed by 
using clones from chromosome 16. 

Figu". 16.7 A balanced 5;8 translocation 
disrupts the NSDl gene in a patient with 
Sotos syndrome. (A) The two copies of 
chromosome 5 are shown. One of them 
has part of 5qter missing and replaced 
by part of chromosome 8 (beige) . (B) An 
expanded view of the region surrounding 
the breakpoint. A contig of PAC/BAC and 
cos mid clones was constructed around 
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the breakpoint. Clones in red cross the 
breakpoint. (C) Sequencing revealed a partial 
genomic sequence homologous to mouse 
NsdJ. The human NSDI gene was isolated 
and characterized. Mutations and deletions 
were then demonstrated in unrelated 
patients with Sotos syndrome (nor shown). 
[From Kurotaki N, Imaizumi K, Harada N 
et al. (2002) Nat. Genet 30, 365-366. With 
permission from Macmillan Publishers Ltd.] 
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Figure 16..8 A microdeletion in a patient with Sotos syndrome 
demonstrated by fluorescence in situ hybridization. The two homologs of 
chromosome 5 are identified by the red FISH probe that recognizes a sequence 
on Spter. The green FISH probe recognizes a sequence from Sqter containing 
the NSDI gene; this sequence is lacking on one copy of chromosome 5. [From 
Kurotaki N. Imaizumi K, Harada N et al. (2002) Nat. Genet. 30, 365-366. With 
permission from Macmillan Publishers ltd.] 

a 50% decrease in the level of the product causes problems (haploinsujficiency). 
X-autosome translocations in females are an exception to this, because of 
X-inactivation (see Chapter 3). One X chromosome, picked at random, in each 
cell is permanemly inactivated. However, when one X is involved in a balanced 
X-autosome translocation, cells that inactivate the translocated X often suffer 
lethal genetic imbalances. Inactivation spreads in cis, and complete inactivation 
requires an intact X chromosome. If the imbalance kills all these cells in the early 
embryo (or at least prevents them contributing to further development), a female 
carrier of such a translocation will consist entirely of cells that have inactivated 
the normal JC If the X chromosome breakpoint disrupts a gene, the woman is left 
with no active functional copy of that gene. Figure 16.9 shows how such a trans
location, with a breakpoint in the dystrophin gene, can cause a woman to be 
affected by Duchenne muscular dystrophy. 

Rearrangements that appear balanced under the microscope are 
not always balanced at the molecular level 
If a patient has a de 110VO apparently balanced abnormality but is also dysmor
phic or mentally retarded without any other known cause, it is quite likely that 
the chromosomal rearrangement is more complex than it appears under the 
microscope. Often there is a submicroscopic deletion. The loss of a few mega
bases of DNA would not be visible on standard cytogenetic preparations. 
Branchio-oto-renal syndrome (BOR; OMIM 113650), described as case study 3 at 
the end of this chapter, is an example. Large but still submicroscopic deletions at 
breakpoints can be detected by FISH, using as probes clones that map close to 
the breakpoints. However, it is the advent of array-comparative genomic hybridi· 
zation (array-CGH; see below) that has made investigating these cases simple. 
Systematic study of patients with apparently balanced translocations but also a 
phenotype has resulted in the discovery of many microdeletions and some micro
duplications. From a research point of view, these are less valuable than truly 
balanced rearrangements (which would not be detectable byarray-CGH) because 
they necessarily give a less precise pOSitional clue. Nevertheless, such abnormali
ties have been instrumental in identifying several disease genes. CHARGE syn· 
drome, described as case study 6 at tile end of this chapter, is an example. 
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Figure 16.9 Non-random X-inactivation 
occurs in female Duchenne muscular 
dystrophy patients with Xp21-autosome 
trans locations. The translocation between 
the Xchromosome (X) and an autosome 
(A) is ba lanced, but the Xchromosome 
breakpoint disrupts the dystrophin gene 
(red). X-inactivation is random, but cells that 
inactivate the translocated X die because 
of lethal genetic imbalance. The embryo 
develops entirely from cells in whic h the 
normal X is Inactivated, leading to a woman 
with no functional dystrophin gene. The 
resulting failure to produce any dystrophin 
causes DMD. 
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Comparative genomic hybridization allows a systematic search for 
microdeletions and microduplications 

Microdeletions were long suspected to be the cause of some unexplained recur
rent genetic syndromes and many individual cases in which a patient had a 
unique pattern of abnormalities, but until recently there had been no way to 
search systematically for them. Their presence could be confirmed by FISH, but 
one had to know which probe to use. Comparative genomic hybridization (CGH) 
has removed this barrier. CGH uses competitive hybridization between DNA 
from a patient and fro m an unaffected control to identify chromosomal regions 
where there is a difference in copy number between the two. DNA samples fro m 
the patient and the control, labeled with different colored dyes, are mixed in 
equal amounts and hybridized to a sample from a normal individual. Originally, 
the hybridization target was a spread of metaphase chromosomes on a micro
scope slide, prepared as in FISH. A scan along each chromosome identified 
regions where th ere was differential hybridizaiion of the patient and control 
DNAs. This has now been superseded by array-CGH (FIgure 16.10), in which the 
hybridization target is a micro array of normal genomic DNA. The microarray 
might carry BAC clones or oligonucleotides, and it can be designed either to give 
complete, overlapping coverage (tiling) of the human genome or to give high
resolution cover of a specific region of interest. 

Array-CGH is a flexible and very powerful technique. The resolution and cov
erage can be varied at will, because they depend entirely on the choice of probes 
used to const.ruct the microarray. The location and size of any abnormality 
detected can be immediately ideniified, because we know the location in the 
human genome sequence ofeach probe on the array. An alternative route to sim· 
ilar results uses high-throughput SNP chips or bead arrays (see Chapter 8). In this 
case there is no control; labeled DNA from the patient is hybridized to the array, 
and deletions or duplications are observed as variations in hybridization 
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hybridize to microarray of clones (A} Principle of array-CGH, DNA samples from a patient and an, , 
unaffected control are labeled wi th two different fluorochromes. 
Equal quantities of the two ONA samples are mixed and 
hybridized to a microarray of clones from a normal individual. 
After washing off unbound probe, the fluorescence at both 
wavelengths is measured and the red-green ratio for each 
clone is calculated, (6) Example of results. The m icroarray was 
made of cloned sequences from a normal chromosome 15. The 
red-green fluorescence ratio (y axis) is plotted for each clone on 
the microarray. Results are arranged along the x axis according 
to the chromosomal location of each clone. Red and green 
horizontal lines mark the limits of fluorescence ratios when 
the red -labeled and green-labeled DNAs are present in equal 
q uantities. A series of contiguous clones can be seen (red oval) 
where the patient's DNA (green) has a lower copy number than 
that of the control DNA (red). The patient has a heterozygous 
deletion of the DNA represented by those clones. (Adapted, ~ .... ~ ...

I from Read A & Donna; D (2006) New Clini cal Genetics. With C' , 
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intensity. The SNP genotypes can also be informative: SNPs from within a deleted 
region will show only a single allele (apparent homozygosity), and SNPs from a 
duplicated region may show three alleles. 

Whichever technique is used, it is important to confirm the results by FISH. 
Balanced abnormalities would not be detected, and the results for a duplication 
or amplification would not distinguish tandem repeats from dispersed repeats. 
The main limitation of these techniques is in the interpretation of the results. As 
mentioned in Chapter 13, large-scale application of these methods has identified 
innumerable copy number variations in normal healthy people. Just because a 
micro deletion is seen in a patient with a clinical phenotype, it does not follow 
that the deletion caused the phenotype. Databases of normal variants. such as 
TCAG (see Further Reading), can be consulted to eliminate known nonpatho
genic varian ts. but there always remains the possibility that the patient carries a 
novel but harmless variant. Thus. as always with chromosomal abnormalities, 
variants detected by CGH suggest hypotheses; these must then be checked by 
other means. 

Long-range effects are a pitfall in disease gene identification 

Chromosomal rearrangements can sometimes affect the expression of a gene 
located hundreds of kilo bases away from the breakpoint. even though the coding 
sequence is not disrupted. There are two possible reasons why this may happen. 

First. rearrangements can affect the structure of large-scale chromatin 
domains. Classic studies in the fruit fly Drosophila melanogaster showed that a 
structurally intact gene could be silenced if a chromosomal rearrangement 
placed it within or close to heterochromatin. This is known as a position effect. 
In both flies and humans. the histone changes that mark heterochromatin can 
propagate along a chromosome; this spreading is limited by insulator sequences. 
For example. when a gene affecting eye color in the fly was moved to a location 
close to heterochromatin, the resulting variable inactivation was seen as 
position -effect variegation in the eye. Position effects have been quite ofren 
invoked to explain findings in humans with chromosome abnormalities. but it is 
not clear how often this is the correct explanation. 

A better authenticated cause of long-distance effects in humans is interfer
ence with distant cis-acting regulatory elements. Such elements are much more 
common than was formerly supposed. The ENCODE project has dramatically 
illustrated that we can no longer think of a gene as simply the coding sequence 
plus a kilobase or so of upsn eam promoter. Cis-acting regulatory elements or 
additional tissue- specific promoters may be located far away from the coding 
sequence. Several human examples are known of translocation breakpOints 
affecting the expression of a gene up to a megabase away. Aniridia (absence of 
the iris of the eye; OMIM 106210) is normal ly caused by heterozygosity fo r classi
cal point mutations in the PAX6 gene. but several patients with aniridia have bal
anced translocations with breakpoints up to 150 kb downstream of an intact 
PAX6 gene (see Figure 11.6). Similarly. campomelic dysplasia (short ombs and 
other abnormalities; OMIM 114290) is caused by loss-of-function mutations in 
the SOX9 gene. but translocation breakpoints up to 900 kb upstream of the cod
ing sequence can have the same effect. 

Sometimes the distal control elements are located within introns of another 
gene. Some limb abnormalities in humans are caused by mutations in introns of 
the LMBR] gene on chromosome 7-but the affected sequences actually func
tion as tissue-specific enhancers ofthe SHH gene, located 1 Mb away (see Figure 
11.6). Ellis- van Creveld syndrome (OMIM 225500) might be another such case. 
Patients with this autosomal recessive skeletal dysplasia can be homozygous for 
mutations in either of two adjoining genes on chromosome 4p16. The two genes 
are oppositely oriented and may have a common bidirectional promoter. Possibly 
each gene can independently cause exactly the same phenotype when mutated. 
but it is puzzling that the two genes share no evident homology. Persistence of 
intestinal lactase, described in case study 5 at the end of tllis chapter, is another 
example. 

Thus, patients with a de novo balanced abnormality and a de novo Mendelian 
phenotype provide valuable pointers to the relevant gene. but their role is to sug
gest a hypothesis_ This must then be confirmed by other studies-for example. by 
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studying gene expression in cells from that patient, or by finding unrelated chro
mosomally normal cases with point mutations in the relevant gene. 

16.3 POSITION-INDEPENDENT ROUTES TO 
IDENTIFYING DISEASE GENES 
Hwnan disease genes have mostly been identified by first defining their chromo
somal location, as described in the previous two sections. Sometjmes, however, 
positional information has not been used, either because it was not available or 
because an alternative approach made it unnecessary. 

A disease gene may be identified through knowing the protein 
product 

lfwe know at least a partial amino acid sequence of a gene product, We can use a 
table of the genetic code to infer the gene sequence. Because the code is degener
ate (a given amino acid may be encoded by anyone of several codons), the pre
dicted gene sequence is also degenerate. A probe used to screen a cDNA library 
has to be a cocktail of all the possible sequences that could encode those amino 
acids. Because only one of the probes in the mix will correspond to the authentic 
sequence, it is important to keep the number of different oligonucleotides low so 
as to increase the chance of identifying the COrrect target. Tryptophan and 
methionine are very helpful here, because each has only a single codon. Arginine, 
leucine, and serine, with six codons each, are avoided as far as possible. Figure 
16.11 shows how degenerate probes were used by Gitschier and colleagues in 
1984 to isolate the Factor VIll gene_ 

An alternative route, if the protein is available in even minute quantities, is to 

raise an antibody to the protein and use this to find the gene. Back i.n 1982 the 
mRNA encoding phenylalanine hydroxylase was recovered by i.mmunoprecipita
tion of polysames that were synthesizing the protein in a cell-free system. 
Nowadays an expression library could be made by cloning pooled cDNA into an 
expression vector. Host cells containing clones with the desired gene should pro
duce the protein, or at least parts of it, and could be identified by screening col
onyfilters from the library with an appropriate antibody. Everythingheredepends 
on the specificity of the antibody and on the hope that the protein is not tox.ic to 

the host cell. Phage display would give an alternative approach. 
Most of this work can now be done computationally. A protein can usually be 

identified directly by mass spectrometric analysis of peptide fragments and 
chemical micro sequencing_Databases can then be queried to identify the rele
vant gene. Case study 4 at the end ofthis chapter describes two ways by which the 
gene underlying multiple sulfatase deficiency was identified; one of them exem
plifies this approach. 

A disease gene may be identified through the function or 
interactions of its product 

If the biochemical or functional defect that causes a disease can be observed in 
cultured cells, a search can be made for a protein or DNA fragment that will reC
tify the defect. 
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Flgu.n! 16.11- Cloning the Factor VIII 
gene. Degenerate probes were synthesized 
to correspond to a partial amino acid 
sequence of porcine FactorVlI1. and 
used to screen a porcine cDNA library to 
recover a full-length eDNA. Screening was 
performed in two stages.The primary screen 
used a partly degenerate 45 nucleotide 
probe; this was long enough to tolerate 
occasional mismatched bases. A secondary 
screen used a mixture of 16 much shorter 
oligonucleotides, only 15 nt long, which 
would hybridize only to a cDNA that 
perfectly matched. The porcine Fac:ror VIII 
genomic clone was then used to screen 
human DNA libraries to recover the human 
gen e. See Gitschier J, Wood WI, Goralaka TM 
et al. (1984) Narur~ 312, 326-330. 
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• 	 The Fanconianemia (see OMIM 227650) groups A, C, and G genes (see Chapter 
13, p. 4(6) were identified by screening cDNA libraries for clones that could 
cure the DNA repair defect in cells from patients. 

• 	 The second of the two ways in which the gene responsible for multiple sulfa
tase deficiency was identified (see case study 4 at the end of this chapter) 
involved finding a chromosome fragment that was able to correct the defect 
in a cell line from a patient. 

• 	 A similar functional complementation approach, but in this case in a whole 
animal, was used to identify the mouse shaker-2 and human DFNB3 deafness 
genes (Figure 16.12). In fact, this approach did use some positional informa
tion, but it is described here because it is another example of functional com
plementation. A form of autosomal recessive hearing loss was mapped to a 
unique locus, DFNB3, in a very large extended Indonesian kindred. Because 
all the patients were likely to be homozygous for the same single mutation, it 
was unlikely that the pathogenic change could be lU1ambiguously identified 
by sequencing DNA from the candidate region in family members. 
Comparative mapping showed that DFNB3 and shaker-2 were likely to be 
orthologs. Transgenic shaker-2 mice were constructed that contained wild
type BAC clones from the shaker-2candidate region. A BAC that corrected the 
phenotype was identified and turned out to contain an unconventional 
myosin gene, myo15. The human MY015 gene was then isolated on the basis 
of its close homology with the mouse gene; its position within the DFNB3 
candidate region was confirmed, and the Indonesian patients were then 
shown to have a mutation in MY015. 

When a disease affects a biochemical pathway, each component of the path
way is a non-positional candidate for the disease. The components may be iden
tified through protein or RNA studies. 

• 	 Protein-protein interactions can be identified through yeast two-hybrid 
experiments or by using mass spectrometry to identify the components of a 
multiprotein complex. For example, BRIP1 and PALB2 (see case study 7 at the 
end ofthis chapter) were identified as susceptibility factors for familial breast 
cancer because the proteins they encode interact with the proteins encoded 
by the known breast cancer susceptibility genes BRCA1 and BRCA2. 

identifies a novel myosin 
gene, myo15 

Figwe 16.12 Functional complementation 
In transgenic mice as a tool for identifying 
a human disease gene. In mice, the shaker-2 
mutation causes deafness. This mutation was 
identified by finding a wild-type clone that 
corre<:ted the defect. Members of a human 
family with a si milar phenotype that mapped 
to the corresponding chromosomal location 
proved to have mutations in the orthologous 
gene, MYOI5. 
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• 	 Microarrays are often used to compare mRNA profiles from patients and con 
trols, or from cells before and after the expression of some protein is knocked 
down by RNAi (RNA interference; see Box 9.6, p. 284 and Chapter 12). This 
produces a list of genes whose expression is altered-but the list is usually 
very long. It is then necessary somehow to distinguish primary effects from all 
the downstream changes. 

A disease gene may be identified through an animal model. even 
without positional information 
Many human disease genes have been identified with the help of animal mod
els-but nea.rly always this has been after checking positional information. 
Maybe a mouse mutant and a phenotypically similar human disease had been 
mapped to chromosomal locations that corresponded, as with DFNB3 and the 
shaker-2 mouse. Then if the mouse gene was cloned, its human homolog became 
a natural candidate. Aiternatively, a disease gene may have been identified in the 
mouse, and the human homolog was then isolated; this could be mapped by 
FISH, and becomes a candidate gene for any relevant human disease mapping to 
that location. This is how the MITF gene was identified as a cause of type 2 
Waardenburgsyndrome (OMIM 193510) . 

Sometimes, however. a gene identified in an animal model is tested directly in 
human patients without first using positional information to confirm that these 
patients are the appropriate ones to test. One such case is SOXJO (Figure 16.13). 
This gene was identified by laborious positional cloning ofthe mouse Dominant 
megacolon (Dam) mutation. Dam mice are a long-studied model of human 
Hirschsprung disease, but they also have white spotting or white coats. Patients 
with Waardenburg syndrome type IV (WS4; OMIM 277580) have a similar combi
nation of Hirschsprung disease and pigmentary abnormalities. WS4 is very rare 
and normally occurs in families too small for mapping, so a panel ofWS4 patients 
was tested for mutations in SOXJOwithout any prior knowledge that their disease 
gene mapped to the corresponding location. The gamble paid off when muta
tions in SOXJOwere found, although not in all ofthe patients. 

A disease gene may be Identified by using characteristics of the 
DNA sequence 
All the examples discussed so far go from a disease to the relevant gene. Sometimes 
the link is established in the opposite direction. A researcher might ask what dis 
eases could be caused by mutations in a gene that he is already interested in for 
some other reason. Acommon approach is to use RNAi to knockdown the expres 
sion of the gene in a model organism, and then check for phenotypic effects. 

An interesting application of position-independent DNA sequence knowl
edge is the attempt to clone genes containing novel expanded trinucleotide 

Waardenburg- Hirschsprung 

disease (OMIM 277580) 


1 
Dominant mB$Jco/Qr) mouse: 

no famHes a possible orthofog 
suitable for 

linkaee L 
Dom loOus mapPed lao1 mouse ellrOO1oscrne .15 

posiUOnal 
cloril~not 

possible 1 
1 human SOXI0 Dorn gene idMtifiM 

cloned as SoJt1D 

SOXI0 mutations found In 
some human patients 

Figure 16.13 Identifying the gene causing 
Waardenbufg-Hir5ch5prung di5ea5e. 
Individuals affected by th is condition 
(OMIM 277580) have pigmentary anomalies, 
hearing loss, Hirschsprung disease, and 
sometimes other neurological problems. 
The condition is very rare, and affected 
people seldom reproduce, so it was not 
possible to identify the gene responsible 
by first mapping it in families and then 
testing positional candidates.The Dominant 

megacolon (Dom ) mouse has a similar 
combination of pigmentary anomalies and 
lack of enteric ganglia. Breeding experiments 
in mice allowed the causative gene (Soxl0) 
to be identiAed. The human homolog was 
then cloned, and DNA from patients was 
tested directly for mutations. 
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repeats. As mentioned in Chapter 13, expanded trinucleotide repeats cause sev
eral inherited neurological disorders. Often these disorders show anticipation
that is, the disease presents at an earlier age and/or vvith increased severity in 
successive generations. If a disease under investigation shows any of these fea
tures, it may be worth screening DNA from affected patients for triplet repeat 
expansions. This approach was used in a completely position-independent way 
to identify a novel repeat expansion involved in a form of spino-cerebellar ataxia 
(SCA8; OMIM 608768). 

16.4 TESTING POSITIONAL CANDIDATE GENES 
As we have seen above, there are many different ways of identifying a disease 
gene, but all paths converge on a candidate gene (box B3 in Figure 16.1). In one 
way or another, a candidate gene is identified; the researcher then tests the 
hypothesis that this is the disease gene. 

For Mendelian conditions, a candidate gene is normally screened 
for mutations in a panel of unrelated affected patients 

Screening for patient-specific mutations in the candidate gene is always the first 
approach. A panel of unrelated patients is assembled, and coding exons and 
splice sites of the candidate gene are sequenced. Mutation screening is often 
straightforward for diseases in which a good proportion of patients carry inde
pendent mutations, and for which the pathogenic mechanism is a loss of gene 
function. Typically, these are severe early-onset dominant or X-linked disorders. 
Ifthe correct gene is tested, a panel of samples from unrelated patients will usu
ally show a variety of different mutations. With luck, these will include some with 
an obviously deleterious effect on gene expression such as nonsense mutations 
or frameshifts. It may be difficult to identify missense mutations as being patho
genic, as opposed to being rare neutral variants with no major effect on gene 
expression. This problem was discussed in Chapter 13 and will be revisited in 
Chapter 18. 

Normal controls need to be checked to prove that any changes are not non
pathogenic population variants. When one is deciding on the number of controls 
to screen, it is necessary to consider what degree of certainty one vvishes to attain. 
If a variant exists in the population at a frequency q, and n chromosomes are 
tested to look for it, the chance that none of the n chromosomes will show the 
variant is (1- q)". So, for example, to have a 95% chance of identifying a variant 
that has an allele frequency of 1 in 100 in the normal population, we would have 
to screen298 chromosomes (0.99298 = 0.05). As a rule of thumb, 311 chromosomes 
must be tested with negative results to be 95% confident that a variant does not 
have a frequency in the normal population greater than 1 in n. 

Normally, genomic DNA is sequenced. Where mRNA is available, it may be 
better to sequence cDNA, especially for genes with many small exons, each of 
which would otherwise have to be PCR amplified individually from genomic 
DNA. However, one must bear in mind the risk that the mutanttranscript may be 
unstable because of nonsense-mediated decay, and that it may not be repre
sented in a cDNA sample. 

To save sequencing effort, an initial scan of a candidate gene may be per
formed by checking individual PCR-amplified exons from the panel of patients 
for the presence of nonstandard structures-heteroduplexes in double-stranded 
DNA or unusual internally base-paired conformations in Single-stranded DNA. 
These methods are described in Chapter 18. They may allow quick identification 
of those exons that contain sequence variants; however, they do not identify the 
actual sequence change, and some variants will be missed by these methods. 
One ftequent class of mutations, heterozygous deletions ofwhole exons, requires 
special detection methods such as MLPA (multiplex ligation-dependent probe 
amplification). Again, this technique is described in Chapter 18. 

Sometimes the same sequence change is found in most patients, even though 
they are apparently unrelated. In Chapter 13 we discussed the likely reasons for 
such mutational homogeneity. Unless the observed change is unambiguously 
pathogenic (e.g. a nonsense mutation), some further evidence is needed to give 
confidence that the correct disease gene and mutation have been identified. 
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In so me cases, the desired mutations may be hard to find. Apart from the 
practical problem of screening a large gene with many exons, some mutations 
are not readily discoverable by PCR testing of genomic DNA. For example, one 
frequent mutation of the cystic fibrosis transmembrane receptor gene (CFTR) 
that causes cystic fibrosis, c.3849+lOkb C>T, is a single nucleotide change deep 
within an intron that activates a cryptic splice site. It would be missed by the 
standard exon-by-exon peR and sequencing protocols. Initial detection of this 
mutation required RT-peR, although once it had been identified a peR assay 
could easily be designed to detect further cases by using genomic DNA. 

10 another example, most mutations that cause severe hemophilia A 
(OMIM 306700) could not be detected even afrer sequencing all 26 exons of the 
F8A gene. It turned out that a recurrent inversion disrupted the gene. The 
intragenic breakpoint was in a32 kb intran, and so each exon of the gene remained 
intact and appeared normal on peR or sequencing (Figure 16.14). The inversion 
was detected by Southern blotting. It is caused by non-allelic homologous recom
bination between a repeat located in intron 22 of the F8A gene and copies of the 
repeat located 360 kb and 435 kb away. Once the relevant sequences were known, 
a long PCR test could be designed to detect it. 

Epigenetic changes might cause a disease without changing the 
DNA sequence 
Epigenetic changes (epimutations) are a very common feature of tumor cells. As 
we saw in Chapter 11, patterns of methylation of cytosine in e pG sequences, and 
concomitant changes in modification of histones, can svvitch chromatin struc
ture fram an open to a closed conformation and abolish expression of a gene. 
Such patterns can be transmissible from cell to daughter cell. In many tumors, 
vi tal tumor suppressor genes are inactivated by epigenetic changes, without 
there being any underlying DNA sequence change. These matters are discussed 
in more detail in Chapter 17. 

There is currently little evidence for epigenetic changes as primary causes of 
human hereditary disease. Heritable DNA sequence variants can exert their phe
notypic effect by triggering epigenetic changes, as in fragile X syndrome, but her
itable epigenetic changes without any underlying sequence change have not 
been un ambiguously identified as causes of human hereditary disease. However, 
this is co ntroversial. In mice there is at least one good example of a heritable 
paramutation that seems to depend on this mechanism (see Figure 11.24), and 
similar mechanisms are well documented in plants. Disentangling such effects 
from the effects of environment, especially intrauterine environment, is not easy, 
and it is possible that the role of epigenetic changes in determining hereditary 
human phenotypes has been underestimated. There is indeed some evidence for 
heritable epigenetic changes that may originally have arisen in response to envi
ronmental stresses-in other words, a molecular mechanism for inheritance of 
acquired characters (see Further Reading). The curious thing is that the proposed 
effects, if real, seem to adapt people to their grandparents' envi.ronment rather 
than their own, which does not seem very logical. 
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Figur. 16.14 A common inversron in the 
Factor VIII gene causes severe hemophilia 
but is not detectable by sequencing each 
exon of the F8A gene. (A) A repetitive 
sequence in intron 22 of the F8A gene (FBAl , 
red bar) is present in two additional copies 
located 360 kb and 435 kb upstream of the 
F8A gene (B). Arrows indicate the (elative 
orientations of the three copies. «) During 
male meiosis, this part of the X chromosome 
has no homologous pairing partner. The 
F8A repeats may pair, forming a loop. 
(0) A crossover between paired F8A repeats 
causes inversion of a 500 kb segment. 
Although the F8A gene is disrupted and 
nonfunctional, each individual exon and its 
flanking intranic sequence is still intact. 
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The gene underlying a disease may not be an obvious one 
Our ability to guess likely candidate genes is currently quite limited. Over and 
over again, when a disease gene is finally identified, it remains a complete mys
terywhy mutations should cause that particular disease. Why should loss offunc
tion of the FMRI protein, involved in transporting RNA from nucleus to cyto
plasm, cause mental retardation and macro-orchidism (fragile X syndrome; 
OMIM 309550), whereas certain mutations in theTATA box-binding protein (part 
of the general transcription apparatus) cause SCAl7 spino-cerebellar ataxia 
(OM IM 607136)? . 

Mutations leading to deficiency of a protein are not necessarily in the struc 
tural gene encoding the protein. For example, agammaglobulinemia (lack of 
immunoglobulins, leading to clinical immunodeficiency) is often Mendelian. It 
is natural to assume that the cause would be mutations in the immunoglobulin 
genes. But agammaglobulinemias do not map to chromosomes 2,14, or 22, where 
the immunoglobulin genes are located; many forms are X-linked. Remembering 
the many steps needed to turn a newly synthesized polypeptide into a correctly 
functioning protein, and the special complexities of immunoglobulin gene rear
rangements (Chapter 4), this lack of one-to-one correspondence between the 
mutation and the protein's structural gene should not come as any gteat surprise. 
Failures in immunoglobulin gene processing, in B-cell maturation, or in the over
all development of the immune system will all produce immunodeficiency. 

One gene defect can sometimes produce multiple enzyme defects. In I-cell 
disease or mucolipidosis II (OMIM 252500) there are deficiencies of multiple lys
osomal enzymes. The primary defect is not in the structural gene encod ing any of 
these enzymes but in an enzyme, N-acetylglucosamine-I-phosphorransferase, 
that phosphorylates mannose residues on the glycosylated enzyme molecules. 
Phosphomannose is a signal that targets the enzymes to lysosomes; in its absence, 
lysosomes lack a whole series ofenzymes. Multiple sulfatase deficiency, described 
in case study 4 at the end of this chapter, is another example. 

Mutations often affect only a subset of the tissues in which a gene is exptessed. 
Thus, the pattern of tissue-specific expression of a gene is a poor predictor of the 
clinical effects of mutations. Tissues in which a gene is not expressed are unlikely 
to suffer primary pathology, but the converse is not true. Usually only a subset of 
expressing tissues are affected. The HTT (huntingtin) gene is widely expressed, 
but Huntington disease (OMIM 143100) affects only limited regions of the brain. 
The retinoblastoma gene (Chapter 17) is expressed ubiquitously, but only the 
retina is commonly affected by inherited mutations. This is also strikingly seen in 
the lysosomal disorders. Gene expression is required in a single cell type, the 
macrophage, which is found in many tissues. But not all macrophage-containing 
tissues are abnormal in affected patients. Explanations are not hard to find: 
• 	 Genes are not necessarily expressed only in the tissues in which they are 

needed. Provided it does no harm, there may be little selective pressure to 
sv..ritch off expression, even in tissues in which it confers no benefit. 

• 	 Loss of a gene's function will affect some tissues much more than others, 
because of the varying roles and metabolic requirements of different cell types 
and varying degrees of functional redundancy in the meshwork of interac
tions within a cell. 

• 	 A gain of function may be pathological for some cell types, harmless for others. 

locus heterogeneity is the rule rather than the exception 
Locus heterogeneity describes the situation in which the same disease can be 
caused by mutations in anyone of several different genes. It is important to think 
about the biological role of a gene product, and the molecules with which it inter
acts, rather than expecting a one-to-one relationship between genes and syn
dromes. Clinical syndromes often result from a failure or malfunction of a devel
opmental or physiological pathway; equally, many cellular structures and 
functions depend on multicomponent protein aggregates. If the correct func
tioningof several genes is required, then mutations in any ofthe genes may cause 
the same, or a very similar, phenotype. 

Not surprisingly, the most extreme example of locus heterogeneity comes 
from nonsyndromic mental retardation. More than 10,000 genes are expressed in 
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the central nervous system, many more or less exclusively. All of them are candi
date genes for mental retardation. Although mental retardation is an extreme 
example, almost all observable phenotypes depend on the action of more than 
one gene, and so locus heterogeneity is a very common and unsurprising obser
vation. Indeed, at first sight it seems surprising that any condition should not be 
grossly heterogeneous. Locus homogeneity probably results in part from the way 
in which most conditions are defined by combinations of symptoms. For exam
ple, each individual feature of cystic fibrosis can have a variety of causes, but the 
combination is specific to people who have no functional copy ofthe CFTR gene. 
Additionally, we are good at seeing very subtle differences between people and 
labeling them accordingly. Ifmutations in two different genes cause very similar 
but subtly different phenotypes, we would probably label them differently in 
humans but not in mice, flies, or worms. 

Further studies are often necessary to confirm that the correct 
gene has been identified 

Sometimes the mutation evidence on its own is sufficient to make a convincing 
case that the COrrect gene has been identified . If most patients show mutations in 
the candidate gene, and the mutations include a reasonable selection of non
sense, frameshifr, and splice site mutations, few would doubt that the mutations 
are the cause of the disease. [n other cases, some further proof is needed. Maybe 
only a single mutation has been found. This is often true of highly heterogeneous 
conditions such as nonsyndromic mental retardation or nonsyndromic deafness, 
in which a mutation is found in just one family in a researcher's collection. It can 
also happen if only one specific sequence change will produce the specific path
ogenic gain of function that characterizes the disease. Some conditions depend 
on a partial loss of function of a gene or a change in the ratio of splice isoforms
complete loss may be lethal, or it may produce a different phenotype. In such 
cases only missense or intronic mutations may be found, leaving some uncer· 
tainty whether these really are the cause of the phenotype. 

Further proof is easiest if the mutant phenotype can be observed in cultured 
cells. RNA interference (RNAi) can be used to knock down expression of the gene 
in wild-type cells to see wbether this produces the mutant phenotype. 
Alternatively, we can check whether transfection of a normal allele of the candi
date gene. cloned into an expression vector, is able to rescue the mutant and 
restore the normal phenotype. For gain-of-function mutations, the effect of over
expression of the normal sequence, or expression ofthe mutant sequence, can be 
studied in transfected cells. 

Once a putative disease gene has been identified, a transgenic mouse model 
can be constructed, ifno relevant mutant already exists. Loss-of-function pheno
types can be modeled by knocking out the gene in the mouse germ line. For gain
of-function phenotypes, the disease allele must be introduced into the mouse 
germ line. The mutant mice are expected to show some resemblance to humans 
with the disease, although this expectation may not always be met even when the 
correct gene has been identified. 

Identifying the gene involved in a genetic disease has often been the route for 
understanding aspects of normal function. For example, until the Duchenne 
muscular dystrophy gene was identified we knew nothing about the way in which 
the contractile machinery of muscle cells is anchored to the sarcolemma. For cli
nicians' the ability to identify mutations should immediately lead to improved 
diagnosis and counseling, while understanding the molecular pathology (why 
the mutated gene causes the disease) may eventually lead to more effective treat
ment, as well as providing insight into related diseases. 

16.5 IDENTIFYING CAUSAL VAR IANTS FROM 
ASSOCIATION STUDIES 
The strategies outlined above have been used with great success for identifying 
the genes and mutations underlying Mendelian diseases, but they have not had 
much impact on the search for factors governing susce·ptibility to complex dis
eases. As explained in Chapter 15, linkage studies for these conditions have not 
been very successful and, even when a linkage is fully confirmed, the candidate 
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region is usually too large to search for mutations. However, starting in about 
2005, genomewide association studies in many different complex diseases have 
identified SNPs that are reproducibly associated with susceptibility. As described 
in Chapter 15, these studies typically genotype 500,000 or more tagging SNPs (as 
defined by the HapMap project) and copy-number variants in very large case
control designs. For example, the Wellcome Trust Case-Control Consortium 
(wrCCC) genotyped 500,568 SNPs in 14,000 patients with seven diseases and 
3000 controls. 

Identifying causal variants is not simple 

Association depends on the short-range phenomenon of linkage disequilibrium. 
Thus, when these studies are successful they define candidate regions that are 
much smaller than those typically defined by linkage. For example, the 25 strong
est associations in the WTCCC data defined candidate regions with an average 
size of 295 kb (range 40-670 kb) . Because the regions identified by association 
studies are small, researchers seldom face the problem of selecting one gene for 
sequencing from a long list of candidate genes. They do, however, face a severe 
problem in moving from an associated SNP to the actual causal variant. 
Association studies use tagging SNPs to identify a haplotype block that is associ
ated with c1isease susceptibility. All the SNPs in the block will be associated with 
susceptibility, but only one of them (in a simple situation) will be a true func
tiona) variant. Identifying the causal variant against such a background will be far 
from easy. 

One problem is that the causal variant is only a susceptibility factor. It is nei
ther necessary nor sufficient to cause the disease on its own. It will be absent 
from many patients and presen t in many controls. It will manifest as a difference 
in frequency in the two groups, rather than as a patient-specific variant as in 
Mendelian diseases. For example, susceptibility alleles for Crohn disease (the 
subject of case study 8 at the end of this chapter) showed frequencies in cases 
and controls, respectively, of 0.295 and 0.403 for a variant in the IL23R gene, and 
0.364 and 0.453 for a variant in ATG16L1. Because of the large numbers in the 
study, these differences were highly significant. Nevertheless, such small differ
ences can easily be produced by inadequate matching of cases and controls, even 
when there is no true association. Thus, an essential part of all large-scale asso
ciation studies is meticulous filtering of the raw data. Any individual sample in 
which fewer than 90% of SNPs are successfully genotyped is usually excluded, as 
is any individual SNP that cannot be genotyped in at least 90% (95% is better) of 
samples. Genotype frequencies in controls are checked for conformity with the 
Hardy-Weinberg distribution. Systematic errors are suspected for any SNP that 
gives a non- Hardy-Weinberg distribution of genotypes, and all results for that 
SNP are excluded. A proportion of tests are repeated to check the overall error 
rate. As a result of all these checks, the number of samples and SNPs used in the 
analysis is usually only 70-80% of the number actually tested. 

In addition, association studies detect variants that fulfill the common 
disease-common varia.nt hypothesis (see Chapter 15). Because such variants are 
necessarily ancient, they cannot have been subject to strong negative selection. 
Thus, they are likely to have fairly subt le effects on gene expression or function, 
unlike the frameshift, splice-site, or nonsense mutations commonly seen in 
Mendelian conditions. Susceptibility factors may be polymorphisms in noncod
ing DNA that have some small effect on promoter activity, splicing, or mRNA sta
bility. They may be located at a large distance from the gene whose activity they 
affect-the case study of persistence of intestinal lactase at the end of this chap
ter illustrates the sort of variant that may be expected. It is therefore unlikely that 
the true causal variant will be identifiable by simple inspection of the sequence, 
in the way that it often is for a Mendelian disease. 

Causal variants are Identified through a combination of statistical 
and functional studies 

Figure 16,15 sketches the way in which one would hope to solve these problems. 
The original association study will most probably have used a limited number of 
tag-SNPs (described in Chapter 15); seq uencing of the entire associated region in 

genomewlde association study identifies 
a SNP that Is associated with the disease 
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controls to identify every variant 
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! 
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Figure 16.15 Procedure for identifying 
a causal variant through association 
studies. Genomewide association studies 
use tagging SNPs to identi fy haplotype 
blocks that a re aSSOCiated with disease 
susceptibility. Any of the variants in that 
block might be the actual functional variant. 
Statistical and functional studies are needed 
to identify it. 
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a large panel of the cases and controls will reveal all variants in the study sample. 
These will include copy-number variants and polymorphisms with minor allele 
frequencies below the 5% threshold normally used in association studies. 

Next, each individual variant will be tested for association with the disease, 
ideally in an independently ascertained set of patients and controls. Haplotype 
blocks, such as those in the HapMap data, are defined by an arbitrary cutoff of 
linkage disequilibrium that is always less than 100%, so that the degree of asso
ciation is not necessarily identical for every variant within a block. Moreover, 
most variants are two-allele SNPs, but within the population there will usually be 
more than two alternative haplotype blocks at any location. Thus, particular vari
ants will probably be present on more than one ofthe alternative blocks. If a vari
ant that is present on two different blocks is causative, it will show a much stronger 
association with the disease than variants that are present on only one of the 
blocks. Conversely, a nonfunctional variant that is present on one block that also 
carries the function al variant but is also present on another block that does not 
do so will show a weaker association with susceptibility (FIgure 16.16 shows this 
in a simplified example). If the investigators are lucky, testing every variant for 
association will show one peak of especially strong association for some small 
cluster of SNPs, against a background of the general association of all the SNP 
alleles that are found on the relevant haplotype block. 

Several different variants in a region may each contribute, independently or 
in combination, to susceptibility. Sorting out the causal relationships is extremely 
difficult when all the variants are in linkage disequilibrium with each other. The 
main tool is logistic regression: a principal variant is selected, and the effect of 
other variants is studied, conditioned on the effects of the principal variant. If 
this procedure still shows an effect, the second variant does indeed make an 
independent contribution. An additional problem is that the main determinants 
of susceptibility may be different in different populations. Apart from differences 
due to interaction of genetic factors with different environments, associations 
identify shared ancestral chromosome segments, which may be different in dif
ferent populations. Readers interested in a more detailed discussion orthe statis
tical methods used In association studies should consult the review by Balding 
(see Further Reading). 

When a candidate causal variant has been identified, some sort of functional 
test must be used to confirm that it has a biological effect. Missense changes in 
coding sequences are the easiest to investigate, through direct tests of protein 
function . The balance of splice isoforms can be checked for variants located 
within gene sequences, and variants in promoters or enhancers can be studied 
with the use of appropriate expression systems. But laboratory studies seldom 
capture the full function of a complex gene in all cells and all tissues, and under 
all conditions. In a systemat.ic study of gene knockouts in the budding yeast 
Saccharomyces cerevisiae, only a minority of all knockouts had any detectable 
effect. It is highly unlikely that most yeast genes really have no function-what 
the result tells us is that standard laboratory biochemical tests are not able to 
assess the full function of a gene, even in a simple organism. In a similar study in 
the mouse, 96% of all knockouts did show some abnormality, but the abnormali 
ties co uld be subtle, often behavioral. If this is true of knockouts, it is likely to be 
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doubly so for the more subtle functional changes that are suspected of causing 
susceptibility to complex diseases. 

In a few cases, such investigations have convincingly explained the associa
tion of a variant with disease susceptibility or resistance. A likely example comes 
from the genomewide association study of Crohn disease described in the case 
studies. The p.T300A variant in the ATG16Ll gene is an amino acid change in a 
protein that has convincing functional links to the disease, and variation at this 
amino acid accounts for the whole ofthe observed association. 

Functional analysis of SNPs in sequences with no known function 
is particularly difficult 
Often the candidate variant will be in intronic or intergenic DNA that has no 
known function. This makes it extremely difficult to produce the sort of func
tional data that would confirm a variant as being truly causal. In the current state 
of knowledge there are many variants that have statistical but not functional sup
portfor a role in disease susceptibility. How many ofthese will eventually be fully 
confirmed remains to be seen. The two cases below illustrate this frustrating 
situation. 

Calpain-l0 and type 2 diabetes 
A pioneering study of type 2 diabetes (T2D) by Horikawa and colleagues in 2000 
identified one susceptibility factor as heterozygosity for a haplotype of three 
intronic SNPs within the calpain-l0 (CAPNlO) gene on chromosome 2q37. 
Linkage analysis in Mexican-Americans had identified a 7 cM candidate region at 
2q37. Physically, this corresponded to 1.7 Mb of DNA (recombination rates tend 
to be higher near telomeres, so there was a 7% chance of a crossover occurring in 
this 1.7 Mb region). Polymorphisms from the region were tested, not just for asso
ciation with T2D but also for association with the evidence for linkage. The ratio
nale was that only a subset of cases was linked to the 2q37 locus, but these should 
be the ones carrying the susceptibility determinant. Initial analyses suggested a 
66 kb target region. This was sequenced in a panel of io Mexican diabetics and it 
turned out to contain three genes-CAPNlO, RNPEPLl, and GPR35-and 179 
sequence variants. Eventually a variant, UCSNP-43, was identified in which the 
homozygous GIG genotype showed association with the evidence for linkage 
and also probably with diabetes (odds ratio 1.54, confidence interval 0.88-2.41). 
This SNP lies deep within an intron of the CAPNIO gene, and the G allele has a 
frequency of 0.75 in unaffected controls. A search was then initiated for haplo
types that were (a) increased in frequency in the patient groups with greatest evi
dence of 2q37 linkage, (b) shared by affected sib pairs more often than expected, 
and (c) associated with an increased risk of diabetes. A heterozygous combina
tion of two haplotypes (defined byUCSNP-43 and two other SNPs within introns 
of the CAPNlO gene) fulfilled all the criteria. Neither haplotype in homozygous 
form was a risk factor. CAPNIOwas an entirely unexpected gene to be involved in 
T2D. Later studies have suggested some reasons why this gene might be relevant, 
but nine years after the original publication, the role of the SNPs, and indeed 
their validity as susceptibility factors, remains unclear. 

Chromosome 8q24 and susceptibility to prostate cancer 
Several studies of susceptibility to prostate cancer have implicated a region on 
chromosome 8q24. In 2007, three groups independently reported large-scale 
association and resequencing studies across the candidate region (see Further 
Reading). Very strong associations were seen for several SNPs-but these came 
from three separate regions of 8q24, spread across 600 kb and not in linkage dis
equilibrium with each other (Figure 16, 17) . SNPs in the three regions seem to be 
independent risk factors that have a multiplicative overall effect. The three stud
ies are mutually confirmatory-yet none of the SNPs lies near a gene and none 
has any obvious functional effect. The MYC oncogene lies only 260 kb telomeric 
of region 1. Clearly an effect on MYC expression would be a very attractive 
explanation of the data, but none of the groups was able to provide any data to 
support this. 

The case studies of breast cancer and Crohn disease below illustrate success
ful genomewide association studies. In each case, novel susceptibility loci were 

http:0.88-2.41
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identified, and for most ofthese new loci plausible candidate genes could be sug
gested. The odds ratios for the susceptibility alleles were low, mostly in the range 
1.1-1.5 (an odds ratio of 1 means thatthe factor has no effect on risk). The studies 
demonstrate that it is possible to identify weak susceptibility factors while leav
ing open the question of whether doing so is worth the trouble. 

16.6 EIGHT EXAMPLES OF DISEASE GENE 
IDENTIFICATION 
The following series of case studies has been chosen to put some flesh on the 
bones of th e methOdological descripti ons above. Duchenne muscular dystrophy 
(gene cloned in 1987) and cystic fibrosis (1989) were two pioneering studies that 
helped establish the feasibility of positional cloning. Branchio-oro-renal syn
drome (1997) illustrates some of the approaches that were used after the pioneer
ing phase but before the Human Genome Project had made it all easier. Multiple 
sulfatase deficiency (2003), lactase persistence (2002- 2007), and CHARGE syn
drome (2004) illustrate some more recent achievements. Finally the ongoing sto
ries of breast cancer and Crohn disease show examples of tackling complex 
diseases. 

Case study 1: Duchenne muscular dystrophy 
To quote the excellent review byWorton and Thompson (see Further Reading): 

Duchenne muscular dystrophy (DMD, OMIM 310200) is a lethal X-linked 
genetic disease that for many years was one of the most frustrating and 
perplexing disorders in clinical genetics . Until the advent of molecular 
genetic approaches the nature of the primaty defe ct remained elusive. All 
attempts to detect an altered protein in muscle tissue, cultured muscle 
cells or other tissues from patients had yielded negative results. Attempts 
to determine the basic biochemical or physiological defect were frustrated 
by the difficulty of distinguishing the primary defect from the numerous 
secondary manifestations of the disease. The same difficulty also handi 
capped attempts to identify carriers and carry out prenatal diagnosis in 
Duchenne families. 
In 1983, the DMD locus was mapped to Xp21, making DMD a promising test 

bed for positional cloning. Being X-linked, affected males should show any 
genetic changes in a straightforward way without a homologous chromosome ro 
confuse the picture. As the disease process was known to affect muscle, gene 
express ion studies could be targeted to this fairly accessible tissue, from which 
good cDNA libraries could be prepared. Rare patients with chromosomal abnor
malities enabled two groups of researchers to approach isolating the DMD gene 
by two different routes. 

Figure 16.17 SNPs at 8q24 associated 
with susceptibility to prostate cancer. 
Round docs show results for individual SNPs 
across a 600 kb region of chromosome 8q24 
in three different studies (colored red, green, 
and blue, respective ly). Sma ll black squares 
show the most significant results obtained 
by combining the raw data from the three 
studies. These results suggest that there 
are susceptibility factors in three separate 
regions of 8q24, which are not in linkage 
disequilibrium with each other. [From Witte 
JS 12007) Not.Genet. 39, 579-580. With 
permission from Macmillan Publishersltd.) 
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Lou Kunkel in Boston started with a boy, BB, who had DMD and a cytogeneti
cally visible Xp21 deletion. This unfortunate boy simultaneously suffered from 
DMD, chronic granulomatous disease (CGD; OMIM 306400), retinitis pigmen
tosa (OMIM 300389), Mcleod phenotype (a red blood cell disord er; OMIM 
314850), and mental retardation. He was mentioned in Chapter 13 as an example 
of a contiguous gene syndrome, and in fact his DNA was first used to clone the 
chronic granulomatous disease gene. A technically very difficult subtraction 
cloning procedure was used to isolate clones from normal DNA that corre
sponded to sequences deleted in BB. Individual DNA clones in the subtraction 
library were then used as probes in Southern blot hybridization against DNA 
from BB. Of the few hundred clones obtained, eight failed to hybridize to BB's 
DNA and therefore may have come from within the deletion. 

One of the eight clones, pERT87-8, detected micro deletions in DNA from 
about 7% of cytogenetically normal patients with DMD. It also detected polymor
phisms that were shown by family studies to be linked to the DMD locus. These 
results showed that pERT87 -8 was located much closer to the DMD gene than 
any previously isolated clones (later studies showed that it was actually within 
the gene, in intron 13). Other nearby genomic probes were isolated by chromo
some wal.king; conserved sequences were then sought by zoo blotting (hybridi
zation to Southern blots ofhuman, bovine, mouse, hamster, and chicken genomic 
DNA). One clone contained conserved sequence and identified a 14 kb transcript 
on northern blotting of RNA from normal muscle. This genomic clone was used 
to screen muscle cDNA libraries. Given the low abundance of dystrophin mRNA 
and, as we now know, the small size and widely scattered location of the exons, 
finding cDNA clones was far from easy, but eventually clones were identified, 
and subsequently the whole remarkable dystrophin gene was characterized 
(Figure 16,18). 

Ron Worton in Toronto took a different approach. There are 20-30 women 
worldwide who suffer from Duchenne muscular dystrophy as a result of 
X-autosome translocations. As explained above (see Figure 16.9), because of 
X-inactivation even a balanced X- autoso me translocation can cause a woman to 
experience an X-linked recessive disease, if the translocation breakpoint disrupts 
the disease gene. Each translocation in the women with DMD involved a differ
ent autosomal breakpoint, but the X-b reakpoint was always inXp21, the location 
identified by linkage analysis as harboring the DMD gene. 

One woman had an Xp;2lp translocation, and this provided Worton's group 
with a method of cloning the DMD gene. Knowing that 21p is occupied by arrays 
of repeated rRNA genes, Worron's group prepared a genomic library from this 
woman's DNA and set out to find clones that contained both rDNA and 
X-chromosome sequences. Any X-chromosome sequences identified in this way 
should come from within the DMD gene. This led to the isolationofXJ (X-junction) 
clones, which turned out to be located within the dystrophin gene, in intron 7. A 
clone contig was established around this initial sequence by extensive chromo
some wal.king, and muscle cDNA libraries were screened with sub clones from the 
contig. Eventually a 2 kb cDNA was isolated that contained exons 1-16 of the 
dystrophin gene. 

Case study 2: cystic fibrosis 
Cystic fibrosis (eF) illustrates positional cloning in its purest form, without any 
chromosomal abnormalities to assist the process. As one of the commonest 
severe Mendelian diseases in Europe and the USA, and one in which all attempts 
to identify the underlying defect through biochemical and physiological 
approaches had failed, cystic fibrosis (OMIM 219700) was a prime target in early 
attempts at positional cloning. This task presented major difficulties. The disease 

Figurl! 16.18 The dystrophin gene. There 
are 79 exons (vertical bars) encoding a 
14 kb mature transc ript chat produces a 
368S·residue protein. Note that although 
the encoded RNA and protein are quite 
small, the gene is extremely large because it 
contains many big introns. Only 0.3% of the 
genomic sequence is present in the mature 
mRNA. IDownload from Ensembl of Vega 
transcript OTIHUMTOOOOOO56182.] 
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was autosomal recessive, and families were generally small in the countrjes where 
it was prevalent. Thus, mapping relied on combining large numbers of affected 
sib pairs and hoping that there was no locus heterogeneity. Frustratingly, the first 
linkage had been to the locus encoding the enzyme paraoxonase--whose chro
mosomal location was unknown. This was rectified when paraoxonase, and 
hence CF, were localized to chromosome 7q31. 

Unlike with Duchenne muscular dystrophy, there were no patients with CF 
who had appropriately located chromosomal breakpoints ro speed the discovery 
process. Instead, years of grind ing effort were needed ro clone as much as possi
ble of the DNA from the candidate region.This became an intensely competitive 
race between three major groups. The winners, a US-Canadian group led by Lap
Chee Tsui, used 12 different genomic libraries, including one made from a 
human-hamster hybrid celJ that contained only human chromosome 7. Amajor 
problem was to build up a clone contig across the candidate region. Chromosome 
jwnping was used to bypass the size limitation of cosmids, which have a maxi 
mum cloning capacity of 45 kb. This was an early version of the pall-ed-end 
mapping technique that is now used to scan the human genome for struct
ural variants (see Figure 13.6). In this early manifestation, DNA fragments of 
80-130 kb from a partial Mbal digest of genomic DNA were recovered from pre
parative pulsed-field gels. The fragments were mixed in very dilute solution with 
an excess of a short marker sequence that had compatible sticky ends; they were 
then exposed to DNA ligase. The hoped-for ligation products were circles of 
80-130 kb of genomic DNA with the marker fragment located at the position 
where the ends joined. Circles were fragmented with a restriction enzyme and 
the fragments were cloned. The desired clones contained the marker and a known 
7q31 sequence, joined to an unknown sequence, which was hoped to come 
from a position in 7q31 that was 80- 130 kb away from the known sequence 
(FIgure 16. 19). 
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Flgwe16.19 Chromosome jumping. The 
starting material was a mixture of restriction 
fragments 80- 130 kb long from a partial 
Mbol digest of genomic DNA, isolated 
from preparative pulsed·field gels.These 
were exposed to DNA ligase in very dilute 
SOlution in the presence of a large excess 
of a short marker sequence (SupF) that 
had compatible sticky ends. Some of the 
restriction fragments formed circles with the 
two original ends joined by a SupF sequence. 
The circles were cut and fragments isolated 
that contained a known sequence from 7q31 
linked by a SupF sequence to a novel 7q3 1 
sequence.The latter represented new loci 
80-130 kb away from the original sequence. 

http:Flgwe16.19
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A restriction map was constructed across the region and the available genomic 
clones were hybridized to zoo blots to fi nd genomic sequences that were con
served across species. Such sequences were putative gene sequences. Segments 
that showed conservation across species were used to screen cDNA libraries 
made fro m tissues that were affected in CF. In add ition, a search was made for the 
CpG islands that often mark the 5' ends of genes, and clones were sequenced to 
look for open reading fram es. Eventually, and with great difficulty, a 6.5 kb cDNA 
clone was isolated that led to the characterization of the CF transmembrane 
receptor (CFIR ) gene. The o riginal 1989 paper is weIJ worth reading to get a feel 
for just how heroic these early efforts were. 

Case study 3; branchio-oto-renal syndrome 
The gene responsible for branchio-oto-renal syndrom e (BOR; OMIM 113650: 
branchial fistulas, malformation of the external and inner ear with hearing loss, 
hypoplasia or absence of kidneys) was identified by using a combination of link
age, a chromosomal aberration, large-scale sequencing, and homology with a 
Drosophila gene. This autosomal dominant syndrome was mapped to 8ql3 by 
standard linkage methods. The initial candidate region of 7 cM was refined to 
470-650 kb by further mapping and delineation of a chromosomal deletion in a 
patient who had a rearrangement of chromosome 8. PI and PAC clones were iso
lated by screening genomic libraries with markers within or close to the candi
date region, and gaps in the contig were filled by chromosome walki ng. 

It was decided to identify genes in the contig by large- scale sequencing. 
Checking the sequence against the EMBL and GenBank protein and nucleic acid 
databases revealed homology between part of the sequence obtained and the 
Drosophila developmental gene eyes absent (eya). The genomic sequence was 
searched for open reading frames, which were translated and compared with the 
eya amino acid sequence. This allowed identification of seven putative exons 
showing 69% identity and 88% similarity at the amino acid level to the putative 
eya protein. The human cDNA was then isolated from a 9-week total fet al mRNA 
library, and seven mutations in the gene, named EYA1, were demonstrated in 42 
unrelated patients with BOR. Three paralogous genes, EYA2-4, exist in humans. 
Mntations in EYA4 are one cause of autosomal recessive nonsyndromic hea ring 
loss. 

The homology between human EYAl and Drosophila eya illustrates a frequent 
finding. At the nucleotide level the homology is weak. At the amino acid level it is 
more readily recognizable because synonynlOus sequence differences do not 
affect the comparison. Both proteins are transcription factors and have a similar 
biochemical role-but the loss-of-function phenotypes in fli es (reduced or 
absent compound eyes) and humans are different. As with the apterouslLHX2 
gene mentioned earlier (see Figure 10.27), the pathway is conserved, but it is used 
for rather different purposes. 

Case study 4: multiple sulfatase deficiency 
Most inborn errors of metabolism are the consequence ofthe absence or inactiv
ity of a Single enzyme. For example, humans have 13 sulfatase enzymes, each 
encoded by a different gene, and eight differe nt inborn errors have been de
scribed, in each of which one specific sulfatase is absent. By contrast, in the ra re 
autosomal recessive multiple sulfatase deficiency (MSD; OMIM 272200) all sulfa
tase enzymes are nonfunctional. Two very different approaches were successful 
in identifying the gene responsible·for this unusual condition. 

The biochentical basis of MSD was worked out in 1995 by the group of Karl 
von Figura in G6ttingen. The different sulfatases have different substrates, but all 
share an unusual amino acid, formylglycine, at the active site, which is central to 
the reactions performed by sulfatases. One cysteine residue is modified to 
formylglycine (Figure 16,20). The cause ofMSD is an inability to convert cysteine 
into formylglycine. Two groups set out to identify the enzyme involved. 

Von Figura's group developed a co nvenient assay for the converting activity 
and used this as a guide in its biochemical purification. Starting with bovine tes
tis, a rich source of the activity, they used four successive chromatographic sepa
rations to purify the activity 8000-fold, then subjected the purified protein to 
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mass spectrometry. This allowed them to identify a partial amino acid sequence. 
Searching genetic databases for sequences that could encode their peptides 
identified a single human cDNA. This corresponded to a gene they named SUMFl 
on chromosome 3p26. They then sequenced the SUMFl gene in a series of 
patients with MSD and demonstrated mutations (Figure 16.21 ). 

Meanwhile, Andrea Ballabio's group in Naples took a different approach. 
Ballabio had long been interested in sulfatases as a result of early positional cIon· 
ing work in which he had identified four sulfatase genes on the short arm of the X 
chromosome. He used a purely genetic approach, micro cell-mediated chromo· 
some transfer, to identify the MSD gene. This technique had had an important 
role in physical mapping during the earlier phases of the Human Genome Proj ect. 
The starting material is a set of human-mouse somatic cell hybrids each contain· 
ing a single human chromosome tagged with a dominant selectable marker (see 
Chapter 6, p. 182). Panels of such cells have been established as publicly available 
resources (US National Institute of General Medical Sciences Human/Rodent 
Somatic Cell Hybrid Mapping Panel #2, http://ccr.corieILorg/Sections/ 
Collections/NIGMS/Map02.aspx?Pgld=496). 

The monochromosomal hybrid cells were subjected to prolonged mitotic 
arrest by continued exposure to cytochalasin B, an inhibitor of mitotic spindle 
formation. This causes the chromosome content to become partitioned ioto dis
crete sub nuclear packets (micronuclei). The micronuclei can be physically iso
lated from the cells by centrifugation in the presence of cytochalasin B, resulting 
in the formation of microcells, which are particles consisting of a single micronu
cleus and a thin rim of cytoplasm, surrounded by an intact plasma membrane. 
Microcells, each containing a single known human chromosome, were fused 
with cells from a patient with MSD, which were then assayed to see whether they 
had recovered any sulfatase activity. These difficult experiments showed that 
chromosome 3 could restore the activity. 

To narrow down the candidate region, thechromosome3 monochromosomal 
hybrid cells were irradiated before micro cells were made. The radiation frag
mented the chromosomes, so that in the subsequent microcell-mediated chro
mosome transfer, only random small chromosome fragments were transferred. 
Fusion cells that had recovered sulfatase activity were tested for the presence of 
donor- specific alleles of micro satellite markers from chromosome 3. By this 
method, the candidate region was defined as a 2.6 Mb region of3p26. This con
tained seven genes, all of which were sequenced in a panel of patients. Mutations 
in one gene were found in every patient (Figure 16.22). 

The two competing groups had identified the same gene by very different 
routes. Their results were published back to back in Cell in 2003 (see Further 
Reading). 

Case study 5: persistence of intestinal lactase 
Most people worldwide stop producing intestinal lactase in childhood, after 
which they are unable to digest lactose, the sugar found in milk. Drinking fresh 
milk causes discomfort and diarrhea. However, some people, including most 
Northern Europeans, continue to produce intestinal lactase, and can therefore 
tolerate milk as adults. Persistence of intestinal lactase correlates very closely 
across the world with agricultural practice. Populations that keep dairy animals 

Flgurtl16.20 All human sulfatase 
enzymes have formylglydne at their 
active site. This is produced from cysteine 
by a special enzym e. If this enzyme is 
nonfuncrional, all the sulfatases are also 
nonfunctional. 

e:o::tract of bovine testis 

Chromatographic 
separation, 
guided by 
functional assay1 


highly enriched enzyme preparation 

! mass spectrometry 

partial peptide sequence 

1database searches for 
cDNA that could encode 
the se peptides 

candidate eDNA 

1design peR pnmers : test 
for mutations in patients 

mutations In SUMFl identified in patients 

FJgure16.21 How the Gottingen group 
identified the gene responsible for 
multiple sulfatase deficiency. The relevan t 
enzymic activity was purified biochemically; 
mass spectrometry was then used to obtain 
partial peptide sequence. A candidate gene 
was then identified from genetic databases, 
and mutations in this gene were found in 
MSO patients. 
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http:Flgurtl16.20
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have high levels of persistence, whereas persistence is rare in those that do not. 
For example, whereas the majority of African adults are lactose-intolerant, the 
Beja, Tutsi. and Fulani, who are traditionally pastoralist, are mostly tolerant. 

Biochemical and genetic evidence suggested that the main genetic determi
nant of persistence was linked to the lactase (LCD gene on 2q21, but no relevant 
change could be found in the coding exons or promoter. Eventually a single CIT 
SNP in intron 13 of the unrelated but neighboring gene MCM6was shown to be 
perfectly associated with persistence in Northern Europeans. Functional assays 
confirmed that this polymorphism, -13910 CIT, affected transcription of the 
lactase gene. In Africans, however, no such association could be demonstrated. 
The -13910 T allele that determines persistence in Northern Europeans is rare Or 
absent in lactose-tolerant Africans. Instead, other SNPs in the same intron 13 of 
the MCM6 gene are associated with lactase persistence and have been shown to 
affect levels of transcription of the LCT gene. It is interesting to speculate that, 
had these effects been found in a genomewide association study, and if we were 
unaware of the function of the LCT gene, MCM6 might have been the gene for 
lactase persistence. 

Lactose intolerance is the ancestral state, in man and other mammals. 
Tolerance has been strongly selected for in pastoralist populations because of the 
obvious advantages of being able to use milk, a rich source of energy and nutri 
ents. The selection has resulted in convergent evolut ion of the trait, with different 
sequence variants being selected in different parts of the world to achieve the 
same result. The haplotypes that carry the persistence alleles are very much 
longer than those associated with non persistence (Figure 16.23). In Eurasians, 

, 
, 

, 
f 

--.,--.. ~ ··-···-·l· ... . --- .--) 

- 1))00,000 - 500,000 o 500,000 1,000,000 1.500,000 
position (bpI 

tBl EW<lsian CfT- 1391 0 

-1,000,000 - 500,000 o 500,000 1,000,000 1,500,000 
position (bp) 

panel of mouse--/luman hybrid cells, each 
containing the whole mouse genome plus 

one specifIC human chromosome 

treat with the mitotIC 
inhibitor cytochaiaslO 8. 
then select those 
mlcrocells that conLaln 
a hUman chromosome 1 


panel of microcells. each conLalnlng just a 
single human chromosome 

fu se each microcell in 
turn with cells from 
patients With mu ltiple 
sulfatase defiCiency. 
look for one that 
corrects the 
biochemical defect 

human chromosome 3 corrects the defect 

repeat the whole 
procedure using mouse
human hybridS that 
contain just fragments 
of human chromoso!1"le 31 


a 2.6 Mb fragment from human 3p26 

corrects the defect 


1identify genes in 
lhis regIon 

seven candIdate genes 

screen patients with 
mulliple sulratase 
~ef;ciency for mutations 
\0 these seven genes1 


mutations identified In SUMFl gene 

Figur. 16.2::1 How the Naples group 
identified the gene responsible for multiple 

sulfatase deficiency. A series of cell fUSions 
was used CO identify a human chromosome 
fragment that could correct the biochemical 

defect in cells from affected patients. 

Figure 16.23 Signals of selection for 
persistence of intestinal lactase in 
pastoral ist populations. Individuals were 
chosen who were homozygous for $NP alleles 
that determine persistence or nonpersistence 
of intestinal lactase in the ir population. Each 
Individual was then typed for about 100 

SNPs extending over the region surrounding 
the functional SNP. Horizontal lines show 

the distance over w hich each individual was 
homozygous for all SNPs; that is, the size of the 
conserved haplotype carrying the functional 
variant. (A) Africans homozygous for the C 
(persistence, red) or G (non persistence, blue) 
allele at the - 14010 GtC SNP. (B) Eurasians 
homozygous (or the T (persistence, green) 
or C (nonperslstence, orange) allele of the 
- 13910 CIT $NP. Positions are relative to the 
start codon of the lactase gene. (From Tishkoff 
SA, Reed FA, Ranclaro A et 3 1. (2007) Nat. Gener. 
39,3 ' - 40. With permission from Macmillan 
Publi shers Ltd.] 
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the average fully homozygous tract length in - 13910 TIT homozygotes was 
1.4 Mb, in comparison with 1900 bp in CIC homozygotes; in Africans lengths 
were I.S Mb and 1800 bp in-14010 CIC and GIG homozygotes, respectively. The 
very long haplotypes are evidence of strong recent selection: there has been little 
time for recombination to fragment them. 

Case study 6: CHARGE syndrome 

CHARGE refers to the combination of coloboma, heart anomaly, choanal atresia, 
retardation, and genital and ear abnormalities. The features occur in variable 
combinations with above-random frequency, and clinicians have debated how to 
define CHARGE. The condition is normally sporadic, but occasional affected sibs 
or monozygotic twins have been described, supporting the hypothesis that 
CHARGE is a dominant condition, normally incompatible with reproduction and 
maintained by recurrent mutation. Various cases with chromosomal abnormali
ties had been reported, but these all had different breakpoints and seemed to be 
coincidental. High-resolulion array-CGH provided the clue to unraveling the 
cause of the CHARGE association. 

When DNA from two patients with CHARGE was tested by array-CGH, one 
showed a 5 Mb delelion on chromosome Sq12. Although no further Sq deletions 
were seen in IS patients with CHARGE who were tested (including one of the 
original two), the deletion case was interesting because one of the previously 
reported patients with a chromosomal abnormality had an apparently balanced 
6;S translocation with a breakpoint at Sq12. DNA from this patient was obtained 
and tested on the CGH array. It proved to carry two closely spaced micro deletions 
ofSql2. A region of2.3 Mb was deleted in both the patients with deletions. 

This 2.3 Mb region contained nine annotated or predicted genes. All exons of 
each gene were sequenced in 17 patients with CHARGE who did not have any 
detectable deletion in this region. Ten heterozygous mutations (seven nonsense, 
two missense, and one splice site) were detected in the 3S-exon CHD7 (chromo
domain helicase DNA-binding protein 7) gene. Figure 16.24 illustrates the dis
covery process. Later work by the same group identified CHD 7 mutations in 69 
out of 107 patients with CHARGE. 
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F1gu,.16.24 Discovering the cause of CHARGE syndrome. (A) Initial detection of a deletion (arrow) in one CHARGE patient by array-CGH. (8) The 
candidate region on 8q12 and genes in the region. Combining data from the first deletion case with data from a second patient with a chromosomal 
rearrangement identified two candidate regions (red arrows) for the CHARGEgene. The genes in green were screened for mutations. (C) Genomic structu re 
of the CHD7 gene. showing exons (black rectangles) and functional domains (colored blocks). Mutations found in lOnon-deletion patients are shown as red 
dots. [Adapted from Vissers LE, van Ravenswaaij CM, Admiraal R et al. (2004) Nat. Genet. 36, 955-957. With permission from Macmillan Publishers Ltd.) 
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As well as showing the persistence and detective work involved in identifying 
the cause of a phenotype, this example illustrates the way in which a clinically 
described condition may map imperfectly to a genetic description. CHARGE has 
now been redefined as a syndrome, rather than an association, and cases without 
CHD7 mutations may need an alternative label. 

Case study 7: breast cancer 

Breast cancer is usually sporadic, but because it is so common- the lifetime risk 
for a British woman is I in 12-it often happens that several relatives have breast 
cancer entirely coincidentally. Nonetheless, there are two senses in which it may 
be genuinely familial. Statistically, having an affected first-degree relative approx
imately doubles a woman's risk of breast cancer. Some of this may be shared 
environment, but some is probably due to shared genetic predisposition. 
Superimposed on this weak familial tendency is a much stronger one in certain 
families. A strong family history of breast cancer is also associated with an unusu
ally early age of onset, with breast plus ovarian cancer, with frequent bilateral 
tumors, and occasionally with affected males. Investigation of such families has 
led to the identification of the BRCA1 and BRCA2 genes. 

In 1988, segregation analysis (a statistical method for comparing different 
genetic hypotheses; see Chapter 15) was used to srudy 1500 families with multi
ple cases of breast cancer. The results supported the view that 4--5% of cases, par
ticularly those with early onset, might be heritable in a Mendelian manner. 
Families with near-Mendelian pedigree patterns were collected for linkage analy
sis (Figure 16,25). In 1990 a major susceptibility locus, named BRCA1 (OMIM 
113705), was mapped to 17q21. The mean age at diagnosis in 17q-linked families 
was below 45 years. Later-onset families gave negative 10d scores. Subsequently, 
in 1994, a linkage search in 15 large families with breast cancer not linked to 17q 
identified a BRCA2locus at 13q12 (OMIM 600185). A hectic race ensued to iden
tify the two mapped genes. BRCAl was cloned in 1994, and BRCA2 in 1995. It 
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non-carrier 0.004 0.028 0 .081 
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Figure 16.25 How the BReA 1 gene was 
found. Initial segregation analysis of 1500 
families with multiple cas~s of breast 
cancer suggested that some cases might be 
heritable in a Mendelian manner. Linkage 
analysis of 23 ofthese families identified a 
susceptibility locus at 17q21, which led to 
the identification of the BRCA 1 gene. 
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seemed that BRCAl might account for 80- 90% of families with both breast and 
ovarian cancer but a much smaller proportion of families with breast cancer 
alone. Male breast cancer was seen mainly in BRCA2 families. Evidence concern
ing the function of these two genes, and why mutations cause cancer, is discussed 
in Chapter 17. 

Important though these discoveries were, it would be a mistake to suppose 
that we nOw understand th e genetic basis of breast cancer, or even of familial 
breast cancer. Mutations at these two loci account for only 20-25% of the familial 
risk of breast cancer. A survey by Ford and colleagues of 257 families with four or 
more cases of breast cancer suggested th at. of those with four or five cases of 
female breast cancer, but no ovarian or male breast cancer, 67% probably did not 
involve mutations in BRCAl or BRCA2, Despite intensive research, no thi.rd major 
gene has been discovered that could explain the remaining familial tendency. 
Segregation analysis is consistent with the remaining genetic susceptibility being 
polygenic-that is, due to a large number of genes, each having only a modest 
effect. 

The BRCA1I2 genes were identified by focusing on small numbers of special 
families, Identifying the other susceptibility factors requires large-scale case
control studies, Many candidate genes have been the subject of focused studies 
that have identified additional susceptibility factors. 

A specific variant, c, I 100de1C, in the CHEK2 gene (encoding a protein impor
tant in repair of DNA damage, and hence a good candidate for involvement in 
cancer) was seen in 201 out of 10,890 cases and only 64 out of9065 controls, 
giving an odds ratio of 2.34. 

• 	 By sequencing aU 62 exons of the ATM gene (described in more detail in 
Chapter 17), mutations were found in 12 out of 443 cases but only 2 out of 521 
controls. The odds ratio was 2.37. AU cases were familial, but they did not have 
BRCAll2 mutations. 
By sequencing all 20 exons of the BRlPl gene (encoding a protein that inter
acts with the BRCAI protein), mutations were found in 9 out of 1212 cases but 
only 2 out of 2081 controls, giving an odds ratio of 2.0. Again, the cases were 
chosen to be familial but negative for BRCA1I2 mutations. 

• 	 By sequencing all 13 exons of the PALB2 gene (encoding a protein that inter
acts with the BRCA2 protein). mutations were found in 10 out of 923 cases 
but none of 1084 controls, suggesting an odds ratio of 2.3 for mutation carri 
ers. As before, the cases were familial and had been checked for BRCAl l2 
mutations. 

These factors are relevant in the small minority of families in which they are 
segregating, but at a population level their effect is small , For example the CHEK2 
c. llOOdelC variant was seen in only 1.9% of cases. In fact. all these susceptibility 
factors together, including BRCAl and BRCA2, accounted for only about 25% of 
the familial tendency. A very large genomewide association study attempted to 
identify other factors. FIgure 16.26 outlines the study design. 

SNPs at five novel loci gave convincing evidence of association with breast 
cancer susceptibility. Fourof the loci contained genes that, on functional grounds, 
were considered plausible candidates (FGFR2, TNRC9, MAP3Kl, and LSPl) , The 
fifth did not fall close to any likely candidate gene but, interestingly, was close to 
the region on chromosome 8q24 that has been implicated in a complex pattern 
of susceptibility to prostate cancer (see Figure 16,17), The odds ratios forthe five 
loci were 1.26 (FGFR2), 1.11 (TNRC9), 1.1 3 (MAP3Kl), 1.07 (LSPl), and 1.08 (the 
anonymous 8q24 SNP) . All the putative risk alleles were common in the popula
tion so, despite the low odds ratios, these factors may have an appreciable role in 
the overall incidence of breast cancer. Whether knowing one's genotype for these 
factors would be of any value to an individual is much more questionable- an 
issue to which we return in Chapter 19, 

Perhaps more interesting than these specific identifications was the overall 
pattern of association. Table 16.1 shows how many SNPs showed varying levels 
of association in the combined stage 1 and stage 2 data, compared with the num
ber expected by chance. In every significance band, the number of observed SNPs 
was greater than the number predicted if these were all random statistical fluc
tuations. This pattern suggests that, although there are no major susceptibility 
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Figura 16.26 Athree~stage genomewide 
association study of breast cancer 
susceptibility. This protocol was used by 

Easton and colleagues to identify five novel 

susceptibility factors. Four were in plausible 

candidate genes (FGFR2, TNRC9, MAP3KJ, 
and LSP1), and the fifth was an anonymous 

SNP at 8q24. 
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TABLE 16.1 OBSERVED AND EXPECTED NUMBERS OF SNPs SHOWING 
ASSOCIATION WITH SUSCEPTIBILITY TO BREAST CANCER 

Level of significance Observed number of SNPSi Expected number of SNPsb 
(p value) 

<0.00001 13 0.96 

0.00001-0.0001 12 7.0 

0.0001-0.001 88 53 

0.001-0.01 517 347 

O.O1-().O5 1162 934 

Data are from stages 1and 2 of the study outlined in Figure 16.26. aObserved data after certain 

statistical corrections. bNumber expected on the null hypothesis of no true association. 


factors like BRCAl /2 waiting to be discovered, there may well be a considerable 
number of vari ants that make a definite but very minor contribution. This would 
support the conclusion from segregation analysis, that much of the residual cau
sation is polygenic. 

Case study 8: Crohn disease 
Crohn disease (CD) and ulcerative colitis (DC) are forms of inflammatory bowel 
disease (lBD) that together affect 1-3 out of every 1000 people in the Western 
world. In terms of identifying susceptibility factors, Crohn disease has been one 
of the success stories of complex disease genetics. The results are shown here in 
some detail to give a feel for the complexity of this type of data. 

Family and twin studies support a genetic susceptibility for each disease with 
some shared components. The risk to siblings of an affected individual (sib risk 
)",;) is 20-30 for CD and 8-15 for DC. Sib-pair and family linkage analyses by many 
groups have defined several regions with at least suggestive linkage (Table 16.2). 
Unkage to fBDl, in particular, was confirmed with a maximum lad score of 5.79 
in CD (but not DC) families in a very large pooled study of 613 families with 1298 
CD and/or DC affected sibs. 

[n 2001, three groups independently identified the gene involved in fBDl. 
Yasunori Ogura and colleagues had cloned CARDl5 (NOD2) as a regulator of the 
nuclear factor KI3 (NF-K13) inflammatory response. They tested it in inflammatory 
bowel disease because it mapped to the fBDll ocus and biologically was a prom
ising lED candidate. A German-British collaboration led by Stefan Schreiber and 
Christopher Mathew followed essentially the same strategy. By contrast, a French 
group (Jean-Pierre Hugot and colleagues) pursued a pure linkage-association 
pathway. The candidate region was narrowed by linkage, and tllen association 
studies were undertaken. Interestingly, the transmission disequ.ilibriu.m test 
(TDT) result that led on to CARDl5 was only borderline significant (p= 0.05). This 
was replicated (p < 0.01) in a second set of famili es, but this time the association 
was with a different allele of the marker! Both these studies were smal! (108 and 
76 families, respectively), and the chosen SNP was, in retrospect, not very close to 
the true susceptibility locus. Eventually, stronger though not marked associa
tions highlighted a genomic region from which they cloned the then unpublished 
CARDl5gene. 

CARDl5 makes excellent sense as a candidate gene: it encodes a protein 
involved in mounting a response to intracellular bacteria. However, the actual 
susceptibility variants are a heterogeneous collection of mutations, much as 
might be seen in a Mendelian disease. One survey identified homozygous or 
heterozygous mutations in 50% of 453 patients. Of these, three common muta
tions, p.R702W, p.G908R, and c.l007deIC, made up, respectively, 32%, 18%, and 
31% of all mutations. The remaining 19% included 27 different mutations. The 
relative risk of CD is about 3 for hete rozygotes and 23 for homozygotes. The high 
rel ative risks and mutational heterogeneity are not typical of expectations und er 
the common disease-common variant hypothesis. The association study of 
Hugot and colleagues would have failed if the relative risks had been lower. 
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TABLE 16.2 GENETICS OF INFLAMMATORY BOWEL DISEASE 

Candidate region OMIM number Location (candidate gene) 

IBOla 266600 16q12 (N002/CARO 15) 

IB02 d 601458 12p13.2 -q24.1 

IB03 a 604519 6p21.3 (TNF) 

IBD4a 606675 14q l l - ql2 

18Dsa 606348 5q31 

JBD6~ 606674 19p13 

IBD7a 605225 lp36 

1808' 606668 16p 

1809' 608448 3p26 

18010 611 08 1 2q37.1 (ATGI6L1) 

IBDJ Ja 191390 7q22 (MUOA) 

180 12 612241 3p21 (M5TT) 

18DJ3~ 612244 7q21.1 (A8CA 1) 

18014 612245 7q32 (IRF5) 

18015 612255 IOq21 

18016 612259 9q32 (TNF5FI5) 

1801 7 612261 1 p31.1 (ll23R) 

18018 612262 5p13 .1 

18019 612278 5q33.1 

18020' 612288 10q24 

18021 612354 18pl1 

18022 612380 17q21 

18023 612381 lq32 

18024 612566 2Oq13 

18025 612567 21q22 

18026 612639 12q15 

18027 612796 13p13.3 

linkage and association studies have suggested locations for a long and growing list of 
susceptibility factors. In many cases a candidate gene has been identified.<lRegions supported by 
suggestive linkage data (lad scores ~ 2.2). Other regions were defined by association data, although 
in some cases there was also weak linkage data. 

CARD15 mutations account for only part of the susceptibiliry to Crohn dis
ease. As usual in such cases, many other candidate regions were proposed in 
these early linkage studies, two of which are noteworthy. A region on 5q31 (lBD5) 
showed linkage and association in several studies, with an odds ratio of 1.5. The 
candidate region contains several cytokine genes that are plausible candidates, 
but at tempts to identify the precise variant causing susceptibiliry have not so far 
been successful. A coding variant in th e IL23R gene at chromosome Ip31 
(p.R381Q) is strongly protective, with an odds ratio of O.2S-but this variant 
accounts for only a small proportion of overall susceptibiliry, because the 
arginine-381 allele that confers susceptibiliry is present in 93% of controls as well 
as in 98.1% of patients. 
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The era of large-scale genomewide assocIatIOn studies has brought new 
progress (see Table 16.2). The same German-British group that was involved in 
the original CARD15 work typed 19,779 SNPs in 735 patients and 368 controls. 
The SNPs were chosen because they caused amino acid changes in a protein 
(cSNPs). SNPs showing signs of association were checked in independent sam
ples of 498 patients, 1032 controls, and also 498 TDT trios (see Chapter 15). Strong 
confirmation was found for a variant (cSNP rs2241880; p.T300A) in the ATG16Ll 
locus on chromosome 2q37, with odds ratios of 1.4 and 1.7 for individuals carry
ing, respectively, one and two copies ofthe susceptibility allele. It is worth noting 
that these strong results translated into only quite small differences in frequency 
of this allele between patients and controls (0.36 and 0.45, respectively, in the 
data of Table 16.3)-a point to bear in mind when discussing whether people 
could be screened for susceptibility (see Chapter 19). 

Asecond study by US-based researchers identified the same variant in a case
control study involving 988 patients and 1007 controls. This was part of a 
genomewide association study using 317,503 SNPs. The results (see Table 16.3, 
Figure 16.27) show strong associations with the known susceptibility factors 
IL23R (chromosome 1) and CARD15 (chromosome 16). Interestingly, the con
firmed association with IBD5 (5q3l) does not show up, either on the figure or in 
the detailed statistics. A single study, even one as large and thorough as this one, 
gives only suggestions about susceptibility factors; nothing is conclusively 
accepted or rejected until several independent studies have concurred and func
tional evidence has been produced to support suggestions. 

SNPs from the 23 most significantly associated chromosomal locations were 
tested in an independent replication sample of 650 TDT trios, using a different 
genotyping technology. This narrowed the candidates down to six that showed 
significant evidence of replication. These six were tested in a second independ
ent series of353 patients and 207 controls, using yet another genotyping method. 
The results from the top 10 of the 23 regions are shown in Table 16.3. ATG16Ll, 
the gene identified by the German-British group, was strongly confirmed. 
Functional studies showed a role in the response of intestinal cells to intracellular 
microbes. The next strongest association was with a 70 kb region on chromo
some 10q21 that did not contain any known gene. 

TABLE 16.3 STATISTICAL ANALYSIS OF THE DATA FROM A GENOMEWIDE STUDY OF CROHN DISEASE 
~ 

Chromosome Initial GWA study Replication Replication cohort Overall Gene 
no. cohort 1:TOT result 2: allele frequency 

Allele frequency p Odds(transmissions/non- (cases/controls) p 
(cases/controls) ratiotransmissions) 

16 0.358/0.244 7x 10- 14 N.D. N.D. N.D. CARDIS 

0.295/0.403 3 x 10- 12 45/130 8 N.D. 0.263 6x10- 19a 1L23R 

2 0.364/0.453 6 x 10-8 220/306b 0.353/0.478 0.68 4 x 10-8 ATGI6L7 

4 0.038/0.077 8 x 10-7 39/7Sb 0.057/0.047 0.69 0.0084 PHOX28 

12 0.156/0.102 2 x 10-6 121/136 N.D. N.D. 

0.2 79/0.212 2 x 10-6 failed N.D. N.D. 


18 0.054/0.094 3 x 10- 6 96/99 N.D. N.D. 


3 0.2 18/0.160 6 x 10- 6 166/1 40 N.D. N.D. 

10 0.134/0.191 8x 10-6 94/149b 0.1 40/0.230 0.60 3 x 10- 7 


9 0.399/0.332 1 x 10-5 274/2S2b N.D. N.D. 


The data analyzed here are also shown in Figure 16.27.The frequency of the minor 5NP allele in cases and controls is shown for the initial scan and 
second replication set. TDT data show the transmission/non transmission of the minor 5NP allele from parent to affected offspring. GWA, genomewide 
associations; N.D., not done. 8Data from an earlier report by the same group. bSNPs showing significant replication in the TDT series. 
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Figun 16.27 Results of a genomewide 
association study of Crohn disease. 
Atotal of 988 patients and 1007 controls 
were genotyped for 317,503 SNPs.ln this 
so-called Manhattan plot, the y axis shows 
p values for association of each SNP with 
Crohn disease (on a logarithmic scale, 
after filtering out questionable data) and 
the x axis shows the SNPs in their position 
across the whole genome, color-coded 
by chromosome. The pink and green 
horizontal lines show the threshold p values 
for suggestive and significant associations 
(3.28 x 10-6 and 1.64 x 10-7, respectively). 
[Adapted from Rioux JD, Xavier RJ, Taylor KD 
et al. (2007) Nat. Genet. 39, 596-604. With 
permission from Macmillan Publishers Ltd.] 

This work has been chosen as a good example of the progress that has been 
made over the past few years. The list of susceptibility loci in Table 16.2 is long 
and still growing. The work has demonstrated that determinants of susceptibility 
to the two types of inflammatory bowel disease, Crohn disease and ulcerative 
colitis, are mostly different, and identifying the main Crohn disease susceptibility 
factors has produced a better understanding ofthe pathological process. 

16.7 HOWWEll HAS DISEASE GENE IDENTIFICATION 
WORKED? 
The goals of disease gene identification must be to understand the pathogenesis 
of diseases, with the hope that understanding will lead to therapy, and to be able 
to identify individuals at risk of disease, with the hope that onset of the disease 
can be prevented or its course ameliorated. Despite recent significant progress, 
there is still an obvious contrast between the great success with Mendelian dis
eases and the limited results achieved with complex diseases. 

Most variants that cause Mendelian disease have been Identified 

There is still much work to be done in identifying the genes that cause rare or 
obscure Mendelian conditions, or those with nonspecific phenotypes, but the 
gene responsible for virtually every reasonably common condition with a distinct 
phenotype has been identified. Moreover, the majority of mutations in most 
Mendelian diseases can be detected by sequencing the exons and splice sites 
identified in current annotatlons, supplemented by RT-PCR to pick up unex
pected splice variants, and other methods for finding whole exon deletions. 
Although there will certainly be exceptions, it looks as though the extreme com
plexity of transcripts detected by ENCODE researchers (see Chapter ll) does not 
invalidate the broad generalization that most Mendelian conditions depend on 
rather obvious changes in conventionally defined gene sequences. The causative 
variants can be identified in most patients, allowing accurate diagnosis and 
counseling. 

Nonsyndromic mental retardation remains the major challenge. There is 
extreme genetic heterogeneity, individual families are usually too small for link
age analysis, and there are very large numbers of possible candidate genes. As 
previously mentioned, thousands of genes are expressed in the brain and there is 
seldom any way of choosing between them. Systematic resequencing looks like 
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the only way to identify causative mutations. A pilot study by Tarpey and col
leagues (see Further Reading) attempted to do this for X-linked mental retarda
tion (XLMR). After excluding cases with mutations in known XLMR genes, 208 
families were chosen for study, and an attempt was made to sequence every exon 
on the X chromosome in an affected male from each family. The study identified 
nine novel disease genes, but in 50- 75% of families (depending on the degree of 
certainty required) the cause remained unknown. Worryingly, in several genes 
the study identified clearly inactivating mutations in normal male controls. 
Extencting this to the much larger number of autosomal disease genes is clearly a 
formidable task. 

Genomewide association studies have been very successful, but 
identifying the true functional variants remains difficult 
Since 2005, genomewide association studies of a great variety of complex dis
eases have produced a torrent of reproducible data. Many disease-associated 
SNPs have been identified and confirmed in replication studies. These SNPs sel
dom cause the susceptibility directly, but they define haplotype blocks that con
tain the actual functional variant(s). To understand the pathogenesis of the dis
ease it is necessary to pinpoint the true functional variant but, as discussed above, 
this can be very difficult. Crohn disease (see case study 8) is one of the clearest 
success stories, as described above. Significant progress has also been made in 
understanding the pathogenesis of many other complex diseases, for example 
both types of diabetes. 

Psychiatric conditions remain the most intractable. Given their high inci
dence and immense costs, both in money and suffering, this is singularly unfor
tunate. The big problem with these conditions is that we have so little under
standing of the biology. At the level of brain anatomy or physiology we simply do 
not know what has gone wrong in schizophrenia, bipolar disorder, or autism. 
Studies rely on clinical labels that probably lump together the consequences of a 
highly heterogeneous set of causes. Maybe the way forward is to identify 
endophenotypes-characters that are correlated with the clinical diagnosis but 
lie closer to biology, such as reaction times or eye movements. The problem here 
is to know whether the chosen character has any causal relevance or is just a 
downstream consequence of the clinical problem. An alternative line of attack is 
to look for common variants that, in different combinations, predispose to a vari
etyofpsychiatric conditions. Copy-number variants at lq21 and 15ql3 have each 
been associated with a variety of conditions, including schizophrenia, autism, 
seizures, and mental retardation. The same variants are also seen in normallndi
viduals, often the parent of an affected child. Thus, they are neither necessary nor 
sufficient to cause disease, but evidently confer significant susceptibility to a 
range of conditions. Understanding these effects may help us understand the 
biology. 

Clinically useful findings have been achieved in a few complex 
diseases 
Most of the many risk factors that have been identified for complex diseases have 
individually very small effects. Even in combination they are not usefully predic
tive for individuals. There are, however, exceptions. Some complex diseases have 
a high-penetrance Mendelian subset. As described above, the identification of 
the BReAl and BRCAZ genes has allowed accurate diagnosis and risk prediction 
in the 5% of cases of breast cancer in which there are mutations in these genes. 
Alzheimer disease also has a rare Mendelian subset, described below. The other 
examples below show that some complex diseases are less complex than others. 
In some cases, mutations in one or two candidate genes, togetJ1er with environ
mental effects, can explain much of the incidence of the disease and suggest 
clinically useful interventions. 

Alzheimer disease 
Early-onset disease (before age 65 years) is some times Mendelian, caused by 
mutations in the genes encodingpreseniJin 1 (PSENl; OMIM 104311), presenilin 
2 (PSEN2; OM 1M 600759), or amyloid beta A4 precursor protein (APP; OMIM 
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104760). In affected families, the disease is inherited in a clear autosomal domi
nant manner. Accw'ate diagnosis and prediction are possible, raising the same 
kinds of ethical and personal dilemma as with Huntington disease. However, 
these Mendelian forms are extremely uncommon, even among families with 
early onset; the overwhelming majority ofcases have a non-Mendelian pattern of 
inheritance, and usually a later onset. 

As is usual for a common complex disease, many linkage and association 
studies have reported possible susceptibility loci for late-onset Alzhei mer disease 
(see OMIM 104300 and the review by Bertram and Tanzi in FW'ther Reading). 
Most remain unconfirmed but, unusually, one genetic variant has been unam 
biguously identified as a powerful risk factor. This is the E4 allele of apolipopro
tein E (ApoE; OMIM 107741). ApoEhas three common variants: E2, £3, and E4. 
Frequencies of the three vary in different popUlations; in the UK they are 0.09, 
0.76, and 0.15, respectively. There are reported effects on many clinical variab les, 
but a major effect is on the risk of late-onset Alzlleimer disease. E4 is the risk 
allele, with odds ratios of3 for heterozygotes and 14 for homozygotes, in contrast 
with £3 homozygotes. This factor alone accounts for about 50% of the total 
genetic susceptibility to late-onset Alzheimer disease. The implications of this 
are discussed in Chapter 19-but meanwhile it is interesting to note that this is 
the only genotype that Jim Watson was unwilling to reveal when making his 
genome sequence public. 

Age-related macular degeneration (ARMD) 
This complex condition is the main cause of failing eyesight in the elderly and is 
a major cost to health providers. Family studies have established genetic suscep
tibility, and linkage studies have suggested several susceptibility loci, identified 
as ARMD1-ll (see OMIM 603075) . Variants in the CFH (complement factor H) 
gene at chromosome Iq32 are a major risk factor, accounting for maybe half of 
the overall risk of ARMD. The effect is strong enough to have been detected in an 
association study that used only 96 cases and 50 controls. The primary determi
nant seems to be a coding polymorphism p.Tyr402His, but other variants in this 
region may contribute independently to susceptibility or resistance. Variants in 
other genes in the complement system have also been implicated, although with 
much weaker effects. A second major risk locus is a coding SNP (p.Ala69Ser) in 
the LOC38775 (ARMS2) gene at IOq26. Between them, these two susceptibility 
factors may account for three-quarters ofthe genetic susceptibility to age-related 
macular degeneration. Several environmental factors, particularly smoking, 
strongly modify the genetic risk. The genetic and environmental factors combine 
into a credible overview of the pathogenesis (Figure 16,2;6). 

Eczema (atopic dermatitis) 
Childhood eczema is a typical co mmon complex disease, with familial aggrega
tion but no clear Mendelian pattern. However, much of the susceptibility is due 
to mutations in a single gene, filaggrin (FLG; OMIM 135940). This is one of 25 
fun ctionally related genes forming the 2 Mb epidermal differentiation complex 
on chromosome lq21.3. The gene encodes a large proprotein whose proteolysis 
releases multipl e copies ofthe 342-residue protein filaggrin . Filaggrin causes the 
keratin cytoskeleton of epidermal keratinocytes to collapse, transforming these 
cells into the flattened squames that form the skin barrier. 

FLG mutations are common. About 10% of Europeans carry one or other of complement oxidative 
five specific fil aggrin mutations, and additional individuals may carry rarer or system stress 

private muta tions. Different mutations are common in different populations, CFH LQC387715 
suggesting that there has been widespread selection in favor of carrying a muta
tion. All the common mutations act as null alleles. Heterozygotes and homozy smoking 
gates have greatly increased risks of eczema. Half or more of all children with 
moderate to severe eczema have a filaggrin mutation. Professor Marcus Pembrey 

C3
has suggested that one explanation for the current epidemic of allergies could be 

APOE 
R gun!' \6.28 The pathogenesis of age-related macular degeneration 
{ARMDl. The cond ition is caused by a combination of defects in the 
complement pathway and oxidative stress. (Adapted from Haines JL, Spencer 
KM & Pericak-Vance MA (2007) Proc. Not! Acod. Sci. USA 104, 16725-16726. With ARMD 

permiss ion from the National Academy of Sciences.] 
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that modern living conditions (dry air and frequent washing) aggravate the skin 
barrier defects in filaggrin-deficien t babies. These babies then first encounter 
antigens th rough a defective skin barrier rather than thro ugh the normal intesti
nal route, maybe during a short sensitive period. 

The problem of hidden heritability 

The examples discussed above are unusual. The great majoriry of all the SNPs 
identified through association studies have extremely modest effects on disease 
susceptibiliry. Odds ratios are seldom greater than 1.5, and are often closer to 1.1. 
This is a predictable consequence of the study designs. Genomewide association 
studies can detect only factors that conform to the com mon disease-comm on 
variant hypoth esis. Such methods would probably not have discovered the fiJag
grin mutations described above, given the multiple risk alleles, each with an indi
vidually low population frequency. As discussed in Chapter IS, variants that are 
even modestly pathogenic would not be expected to survive long enough to give 
populationwide associations with tagging SNPs. Thus, although the genomewide 
studies have generated long and reproducible lists of susceptibiliry factors, they 
have not explained much of the familial tendency of most complex diseases. [n 
most cases it is also questionable how much new light they have thrown on the 
pathogenic mechanisms. This has given rise to much discussion of the hidden 
heritabiliry of complex diseases. 

There are at least three possible explanations for the hidden heritabili ry: 

• 	 Susceptibiliry may be due to large numbers of individually weak associated 
facto rs. Studies of a few thousand cases and controls have good power to 
detect factors giving odds ratios of 1.5 or greater, but many real factors confer
ring odds ratios of 1.05-1.2 will have gone undetected. The data on breast 
cancer (see Table 16.1) support this view. 

• 	 Much susceptibiliry may be due to a highly heterogeneous collection of rare 
variants that might individually give quite strong odds ratios. The filaggrin 
mutations that cause susceptibiliry to atopic dermatitis, described above, are 
a possible model. The new generation of ultra-high-throughput sequencing 
technologies provides a route to discover these. 

• 	 Epigenetic changes may be a major component of susceptibiliry. Thus far 
there has been little systematic search for such factor s. 
The overall conclusion is that, despite all the impressive progress in associa

tion studies, we are still a long way from identifying the factors that cause suscep
tibiliry to common complex diseases. 

CONCLUSION 
There are many ways in which a disease gene may be identified. Knowledge of 
the protein product or of a related gene (in humans or another species) can lead 
directly to identification of the gene. More often, first the chromosomal location 
of the gene is defined, and then a search of that region is made for a gene that 
carries mutations in patients but not in controls (positional clo ning). Sometimes 
chromosomal abnormalities can suggest a location. Transiocations, inversions, 
or deletions may cause clinical problems by disrupting or deleting genes. If two 
unrelated patients share a chromosomal breakpoint and also a particular clinical 
feature, maybe a gene responsible for that feature is located at or near the break
point. More often, however, disease genes are localized by linkage analysis in a 
collection of families where the disease is segregating, as described in Chapters 
14 and 15. 

Once a candidate location has been defined, it is necessary to identify all the 
genes in the region and prioritize them for mutation analysis. The genome data
bases are a powerful but not infallible tool for identifying candidate genes. It may 
be necessary to perform additional searches or laboratory experiments to iden
tify all exons of a gene and other transcripts. Genes are prioritized for testing on 
the basis of their likely function and expression pattern, and also on practical 
considerations about the ease of testing. As sequencing has become faster and 
cheaper, it has become increasingly attractive simply to sequence all exons across 
the candidate region, without trying too hard to decide priorities. 
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This approach has been outstandingly successful at identifying the genes and 
mutations underlying Mendelian conditions, but less so for complex diseases. As 
described in Chapter 15, linkage analysis, even using non-parametric methods, 
has had very limited success with complex diseases, probably because of the 
great heterogeneity of causes. Association studies are much more successfuL 
Genomewide association studies of many different complex diseases have used 
high-resolution SNP genotyping in large case-control stud ies to identify numer
ous SNPs that are associated with either susceptibility or resistance to the dis
ease. Generally these SNPs will not directly affect susceptibility. Instead, they will 
be in linkage disequilibrium with the functional variant. Identifying the true 
functional variants is extremely challenging. 

The question will remain : whatis the practical value of having a list of suscep
tibilityfactors that confer relative risks of 1.2 or less? Funding agencies and phar
maceutical companies have invested heavily in research in these areas in the 
belief, or at least the hope, that such knowledge would revolutionize medicine. In 
Chapter 19 we ask how far these hopes look like being realized. Meanwhile, per
haps the area of medicine in which analyzing genomewide changes using micro
arrays is closest to clinical application is oncology. We explore this area in the 
next chapter. 
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Chapter 17 


Cancer Genetics 


KEY CONCEPTS 


• 	 Cancer is the result of somatic cells acquir ing genetic changes that confer on them six general 
features: (1) independence of external growth signals, (2) insensitivity to external anti-grovoJth 
signals, (3) the ability to avoid apoptosis, (4) the ability to replicate indefinitely, (5) the ability of a 
mass of such cells to trigger angiogenesis and vascular ize, and (6) the abili ty to invade tissues and 
establish secondary tumors. 

• 	 These feat ures are acqnired th rough a norm al Darwinian process of natural selection acting on 
random m utations. The microevolution occurs in several stages, with each successive change 
giving an extra selective advantage to descendants of a cell. 

• 	 Highly evolved and sophisticated defense mechanisms protect the body against the proliferation 
of such mu tant ceUs, but tumor cells have mutations that disable these defenses. 

Stem cells, unHke most somatic cells, have the ability to replica te indefinitely. and so they already 
possess one of the features of cancer cells. Thus, stem cells are likely candidates to evolve into 
tumor cells. 

• 	 Oncogenes normally act to promote cell division, but a complex regulatory network limits this 
activity. In tumor ceUs, one copy of an oncogene is orren abnormally activated-through point 
mutations, copy-number amplification, or chromosomaJ rearrangements- so that it escapes 
regulation. 

• 	 Chrom osomal rearrangements in tumor cells often create novel chimeric oncogenes but may 
alternatively upregulate the expression of an oncogene by placing it under the influence of a 
powerful enhancer. 

• 	 The normal role of tumor suppressor genes is to limit cell divisi on. In tu mor celis, both copies 
of a tumor suppressor gene are often inactivated by deletions, point mutations, or methylation 
of the promoter. 

• 	 Many tumor suppressor genes have been identified through inves tigation of famil iaJ cancer 
predisposition syndromes. In these syndromes, individuals inherit a muta tion that inactivates 
one allele of a tumor suppressor gene. 

• 	 Oncogenes and tumor suppressor genes normally funct ion in the cell signaJ ing that controls the 
cell cycle, or in the response to DNA damage. Understanding these processes is central to 
W1derstanding what goes WTong jn cancer. 

• 	 Genomic instabili ty is a normaJ feature of tumor cells. Because of this instability, tumors contain 
large populations of cells carrying a great variety of mutations, on which natural selection can 
act. Driver mutations contribute to tumor dev·elopment and are subject to positive selection; 
passenger mutations are chance by-products of the genomic instability of most tumor cells. 

• 	 Most instabili ty is seen at the duomosomaJ level. However, some tumors are cytogenetically 
normal bnt have a high level of DNA replication errors. 

New sequencing technology allows the total ity of acquired genetic changes in tumor cells to be 
cataloged. The results of these studies emphasize the individuality and large number of such 
changes in tumor cells. 

Histological and molecular profiling of a tumor can provide important prognostiC information 
and a guid e to treatment. Drugs can target specific acqu ired genetic changes. Genomevvide 
studies using expression arrays are an important tool for this. 

Tumorigenesis is best understood by thinking in terms of altered pathways rather than individual 
mutated genes. 
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Fl9ut. 17.1 Stages in the development of a carcinoma. Three histological sectionsof oral mucosa, stained with hematoxylin and 
eosin, showing stages in the development of oral cancer. (A) Normal epithelium. (B) Dysplastic epithelium, which is a potentially 
premalignant change. The epithelium shows disordered growth and maturation, abnormal celis, and an increased mitotic index 
(the proportion of celis undergoing mitosis). (C) Cancer arising from the surface epithelium and invading the underlying connective 
tissues. The islands of the tumor (carcinoma) show disordered differentiation, abnormal celis, and increased and atypical mitoses. 
Pathologists use such changes in tissue architecture to identify and grade tumors. (Courtesy of Nalin Thakker, University of 
Manchester.) 

Cancer-a condition in which cells divide without control-is not so much a dis
ease as the natural end state of any multicellular organism. We are all familiar 
with the basic Darwinian idea that a population of organisms that show heredi
tary variation in reproductive capacity will evolve by natural selection. Genotypes 
that reproduce faster or more extensively will come to dominate later genera
tions, only to be supplanted, in turn, by yet more efficient reproducers. Exactly 
the same applies to the population of cells that constitutes a multicellular organ
ism. The determining factor can be an increased birth rate or a decreased death 
rate. Cellular birth and death are under genetic control, and if somatic mutation 
creates a variant that proliferates faster, the mutant clone will tend to take over 
the organism. Cancers are the result of a series of somatic mutations with, in 
some cases, also an inherited predisposition. Thus, cancer can be seen as a natu
ral evolutionary process. 

Tumors can be classified according to the tissue of origin; thus, carcinomas 
are derived from epithelial cells, sarcomas from bone or connective tissue, and 
leukemias and lymphomas from blood cell precursors. Solid tumors can be con
sidered as organs, in that they consist of a variety of cell types and are thought to 
be maintained by a small population of (cancer) stem cells. An important distinc
tion is between benign (noninvasive) and malignant (invasive) tumors. 
Pathologists classify tumors based on the histology as seen under the microscope 
(FIgure 17.1). Genetic tests for specific chromosomal rearrangements or genom
ewide expression profiling (discussed later in this chapter) allow further refine
ments ofthe classification. These classifications are important for deciding prog
nosis and management, but they do not explain how the cancer evolved. The aim 
ofcancer genetics is to understand the multi-step mutational and selective path
way that allowed a normal somatic cell (but maybe a stem cell) to found a popu
lation of proliferating and invasive cancer cells. As the key molecular events are 
revealed, new prognostic indicators become available to the pathologist. It is 
hoped that some of these events will also present new therapeutic targets to the 
oncologist. 
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The detail in cancer genetics can be overwhelming. Every tumor is individual . 
There are so many different genes that acquire mutations in one or another 
tumor, and they interact in such complex ways, that it is easy to get lost in a sea of 
detail. However, an important and highly recommended review by Hanahan and 
Weinberg points out that any invasive cancer is likely to depend on cells that have 
acquired six basic capabilities: 

• 	 Independence of external growth signals 
• 	 Insensitivity to external anti-growth signals 

• 	 Ability to avoid apoptosis 
• 	 Ability to replicate indefinitely 

Ability of a mass of such cells to trigger angiogenesis and vascularize 
• 	 Ability to invade tissues and establish secondary tumors 

In this chapter, we focus on how a cell might acquire these capabilities, rather 
than on cataloging genes and mutations. By concentrating on the principles, as 
currently understood, rather than the individual details, it is hoped that a fram e
work of understanding can be esrablished . 

17.1 THE EVOLUTION OF CANCER 
As described above, cells are under strong selective pressure to evolve into tumor 
cells. However, although tumors are vety successful as organs, as organisms they 
are hopeless failures. They leave no offspring beyond the life of their host. At the 
level of the whole organism, there is therefore powerful selection for mechanisms 
that prevent people from dying from tumors, at least until they have borne and 
brought up their children. Thus, we are ruled by two opposing sets of selective 
forces. But selection for tumorigenesis occurs over the short term, whereas selec
tion for resistance occurs over the long term. The microevolution from a normal 
somatic cell to a malignant tumor takes place within the life of an individual and 
has to start afresh with each new individual. But an organism with a good anti 
tumor mechanism transmits this to its offspring, where it continues to evolve. A 
billion years of evolution have endowed us with sophisticated interlocking and 
overlapping mechanisms to protect us against tumors, at least during our re pro
ductive life. Potential tumor cells are either repaired and brought back into line 
or made to kill themselves (apoptosis). No single mutation can circumvent these 
defenses and convert a normal cell into a malignant one. As early as 50 years ago, 
studies of the age-dependence of cancer suggested that on average six or seven 
successive mutations are needed to convert a normal epithelial cell into an inva
sive carcinoma. In other words, only if six or seven independent defenses are 
disabled by mutation can a normal cell be converted into a malignant tumor. 

The chance that a single cell will undergo six independent mutations is negli
gible, suggesting that cancer should be vanishingly rare. However, two general 
mechanisms exist that can allow the progression to happen (Rox 17.1 ). An initial 

BOX 17.1 TWO WAYS OF MAKING A SERIES OF SUCCESSIVE MUTATIONS MORE 
LIKElY 

Turn ing a normal epithelial cell into an invasive cancer cell requires perhaps six specific mutations 
in the one cel l. It would seem extremely unlikely that anyone cell should suffer so many mutations 
(wh ich is why most of us are alive) . If a typical mutation rate is 10-7 per gene per ce ll generation, 
the probabil it y of this happening to anyone of the 10 13 cells in a person is 1013 X 10-42, or 1 in 
1029. Cancer nevertheless happens because of a combination of two mechanisms: 

Some mutations enhance cell proliferation, creating an expanded target population of cells 
for the next mutation (Figure 17.2). This may require a combination of two or more mutations. 
Some mutations affect the stability of the entire genome, at either the DNA or the 
chromosomal level, increasing the overall mutation rate. Malignant tumor cells usually 
advertise their genomic instability by their abnormal ka ryotypes. 
Because cancers depend on these two mechanisms, they develop in stages, starting with 

tissue hyperplasia or benign growths. Within a stage, successive random mutations generate an 
increasingly diverse cell population until eventually, by chance, one ce ll acquires a change or 
combination of changes that gives it a growth advantage. 
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mutation can increase the likelihood that a cell will pick up subsequent muta
tions, either by conferring a growth advantage (Figu.-e 17.2) or by inducing 
genomic instability. Accumulating all these mutations nevertheless takes time, so 
that cancer is mainly a disease of post-reproductive life, when there is little selec
tive pressure to improve the defenses still further. 

Cell types differ in the extent to which their normal capabilities approach 
these tumor cell capabilities-for example, some cell types divide rapidly, some 
are relatively resistant to apoptosis, and so on. Tumors arise most easily from 
cells in which that approach is closest. The existence of populations of rapidly 
dividing and relatively undifferentiated cells in fetuses and infants explains the 
special cancers seen in young children. Stem cells are thought to be important as 
tumor progenitors, because they already possess the capacity for indefinite pro
liferation. There is controversy over how far all tumors arise from mutated stem 
cells, but there is agreement that tumor precursor cells have stem cell-like prop
erties, whether these are innate or are acquired by mutation. 

The genes that are the targets of these mutations can be divided into two 
broad categories, although, as always in biology, these are more tools for thinking 
about cancer than watertight exclusive classifications. 

• 	 Oncogenes are genes whose normal activity promotes cell proliferation. Gain
of-function mutations in tumor cells create forms that are excessively or inap
propriately active. A single mutant allele may affect the behavior of a cell. The 
nonmutant versions are properly called proto-oncogenes. 

• 	 Tumor suppressor genes are genes whose products act to limit normal cell 
proliferation. Mutant versions in cancer cells have lost their function. Some 
tumor suppressor gene products prevent inappropriate cell cycle progres
sion, some steer deviant cells into apoptosis, and others keep the genome sta
ble and mutation rates low by ensuring accurate replication, repair, and seg
regation of the cell's DNA. Both alleles of a tumor suppressor gene must be 
inactivated to change the behavior of a cell. 

By analogy with a bus, one can picture the oncogenes as the accelerator and 
the tumor suppressor genes as the brake. Jamming the accelerator on (a domi
nant gain of function ofan oncogene) or having all the brakes fail (a recessive loss 
of function of a tumor suppressor gene) will make the bus run out of control. 
Traditionally, both categories have been seen as protein-coding genes, but simi
lar reasoning could be applied to other genetic control elements-in particular 
microRNAs (see Chapter 9, p. 283). 

17.2 ONCOGENES 
Oncogenes were discovered in the 1960s when it was realized that some animal 
cancers (especially leukemias and lymphomas) were caused by viruses. Some of 
the viruses had relatively complicated DNA genomes (SV40 virus and papilloma 
viruses, for example), but others were acute transforming retroviruses that had 
very simple RNA genomes. The genome of a standard retrovirus has just three 
transcription units: gag, encoding internal proteins; pol, encoding a reverse tran
scriptase and other proteins; and env, encoding envelope proteins. Post
transcriptional processing produces several proteins from single transcripts. 
Great excitement ensued when it was discovered that the ability of acute trans
forming retroviruses to transform cells in culture (that is, to change their growth 
pattern to one resembling that of tumor cells) was entirely due to their posses
sion of one extra gene, the oncogene (Flgu.-e 17.3). For a short time, some enthu
siasts hoped that the whole of cancer might be explained by infection with viruses 
carrying oncogenes, and that once these had been identified anti-cancer vac
cines could be developed. 

(A) 8500 nt RNA genome 

LTR gag pol 	 LTR 

(8) 

LTR oncogene 	 LfR 

\ selective growth of clone 

\ "" th muLat.on no. 1 

/ 

• '.:'<\:.; . . ~___ mutation no. 2 

Z,.: ._..,,_~r 

-.:::. '; ~ .....;.. .•-: .. .,.... "	 :.', 

\,~,e"i,e gmwth of clone 
. With mutations 1 + 2 

/ 
•• . . 'l' .. 

~Il~".r. 
mutation no. 3 
~ ' 	 •• "'?;C. . . 

'i.~.~,· · .... 
.. ' .' . • ;0 , 

J, 
I continuing evolution by 
"" natural selection 

J, 
' ~ ". ' .. ..... '.~ ·f·. :::':.•.i).r" '"f;! 

tr'l8l..gt'lan1 tumor 

Figunl17.2 Multi-stage evolution of 
cancer. Each successive mutati'on gives the 
cell a growth advantage, so that it forms an 
expanded clone, thus presenting a larger 
target for the next mutation. 

Figure 17.3 An acute transforming 
retrovirus. (A) The genome of a standard 
retrovirus has three transcription units: gag, 
encoding internal proteins; pol, encoding 
proteins needed for replication; and env, 
encoding the proteins needed for packaging 
new virus particles. There are also long 
terminal repeated sequences (LTR). (S) In a 
random processing error, part of the normal 
retroviral genome has been replaced by a 
cellular oncogene. The virus is no longer 
competent to replicate, but it can ferry the 
oncogene into a cell. nt, nucleotide. 
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Researchers soon discovered that the viral oncogenes were copies of normal 
cellular genes, proto-oncogenes, that had become accidentally incorporated into 
the retroviral particles. The viral versions were somehow activated, enabling 
them to transform infected cells. 

Most human cancers do not depend on viruses, but nevertheless their resi 
dent proto-oncogenes have become activated. In the late 1970s an assay was 
developed to detect activated cellular oncogenes. NIH 3T3 mouse fibroblast cells 
were transfected with random DNA fragm ents from hum an tumors. Some of the 
ceUs were transformed, and the human DNA responsible could be identified by 
constructing a genomic library in bacteriophage from fragments of the DNA of 
the transformed 3T3 cells and then screening for recombinant phage that con
tained the hum an -specificAlurepeat. The oncogenes identified in the transform
ing fragments included many that were already known from the viral studies. 

Oncogenes function in growth signaling pathways 
Functional understanding of oncogenes began with the discovery in 1983 that 
the viral oncogene v-sis (the v- suffix denotes a viral oncogene) was derived from 
the normal cellular platelet-derived growth factor B (PDGFB) gene. Uncontrolled 
overexpression of a growth factor would be an obvious cause of cellular hyper
proliferation. The roles of many cellular oncogenes have now been elucidated. 
The forms in normal cells are properly termed proto-oncogenes, but it is now 
common to ignore these distinctions and simply use the term oncogenes for the 
normal genes. The abnormal versions can be described as activated oncogenes 
('Table 17.lJ . Gratifyingly, they turn out to control exacdy the sort of ceUular 

TABLE 17.1 VIRAL AND CELLULAR ONCOGENES 

Function 

SECRETED GROWTH FACTORS 

Platelet-derived grow th factor B subunit 

CELL SURFACE RECEPTORS 

Epidermal growth factor receptor 

Macrophage colony-stimulating factor 
receptor 

SIGNAL TRANSDUCTION COMPONENTS 

Receptor tYfos ine kinase 

ProteIn tyrOSine kinase 

DNA-BINDING PROTEINS 

AP ' transcription fa ctor 

DNA-binding transcription factor 

DNA-binding t ranscription factor 

CELL CYCLE REGULATORS 

D-type cyclins: 

Cyclin 01 
Cyclin D2 
Cyclin 03 

Cellular 
proto-oncogene" 

PDGFB 

£GFR 

( SFIR 

HRAS 

ABLJ 

JUN 

MYC 

FOS 

((NO I 
((N02 
((N03 

Location 

22q13.1 

7p11 .2 

Sq3 2 

l l p15.5 

9q34.1 

lp32.1 

8q24.21 

14q24.3 

11q 13 
12p13 
6p21 

Viral oncogene" 

v-sis 

v-erbb 

v-Ims 

v·ras 

v·abl 

v-jun 

v-my, 

v-los 

K-cyclin of 
Kapos i sarcoma
associated 
herpesvirusb 

Viral disease 

simian sarcoma 

chicken erythroleukemia 

McDonough fellne sarcoma 

Harvey rat sarcoma 

Abelson mouse leukemia 

avian sa rcoma 17 

avian myelocytomatos is 

mouse osteosarcoma 

Kaposi sarcomab 

"The viral genes are designated v-sis, v-my" etc., their cellular counterparts can be described as c-sis. c-my', etc. bKaposi sarcoma-associated herpesvirus 
encodes a virus-specifi c D-type cyclin, which is an independen t gene, not an activated version of one of the human cyclin 0 genes. However, oncogenic 
activated versions of all three human D-type cyclins, the result of somatic mutations, have been identified in certain leukemias. 
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TABLE 17.2 FOUR WAYS OF ACTIVATING (PROTOI-ONCOGENES 

Activation mechanism 

Amplification 

Point mutation 

Oncogene Tu mor 

ERBB2 (HER2) breast, ovarian, gastric, non ·s mall·celliung, 
<alan cancer 

MYCN neuroblastoma 

HRAS 

KIT 

bladder. lung, colon cancer, melanom~ 

gastroi ntestinal stromal tumors, mastocytosis 

Chromosomal rearrangement BCR ABLI chronic myeloid leukemia (see also Table 17.3) 
creating a novel chimeric gene 

Tra nslocation to a region of MYC translocation to immunoglobulin heavy chain 
locus by t(8; 14) in Burkitt lymphomatranscri ptionally active chromatin 

functions that would be predicted to be disturbed in cancer. Five broad classes 
can be distinguished: 

Secreted growth factors (e.g. SIS) 

Cell surface receptors (e.g. ERBB and FMS) 

Components of intracellular signal transduction systems (e.g. the RAS fa mily 
andABLl ) 

• 	 DNA-binding nuclear proteins, including transcription factors (e.g. MYC and 
fUN) 

• 	 Components of the network of cyclins, cyclin-dependent kinases, and their 
activators and inhibitors that govern progress through the cell cycle (e.g. 
CCND1 and MDM2) 

If oncogenes are defined as genes that can host dominant activating muta
tions in tumors, several hundred are currently known. The Sanger Cancer Gene 
Census gives a full list . 

Oncogene activation Involves a gain of function 
Some of the best illustra tions of molecular patho logy in action are furnished by 
the vario us ways in which (proto-)oncogenes can become activated ITable 17.2). 
Activation involves a gain of function. This can be quantitative (an increase in the 
production of an unaltered product) or qualitative (the production of a subtly 
modified product as a result of a mutation, or a novel product from a chimeric 
gene created by a chromosomal rearrangement). These changes are dominant 
and normally affect only a single allele of the gene. 

Activation by amplificatio n 
Many cancer cells con tain multiple copies of a structurally normal oncogeue. 
Breast cancers often amplify ERBB2 (= HERZ) and sometimes MYC; a related 
gene, MYCN, is usually amplified in late-stage neuroblastomas and rhabdo
myosarcomas. Hundreds of extra copies may be present. They can exist as small 
paired chromatin bodies separated from the chromosomes (double minutes) or 
as insertions within the normal chromosomes (homogeneously staining regions). 
The genetic events prod ucing these may be quite complex because they usually 
contain sequences derived from several different chromosomes. Similar gene 
amplifica tions are seen in cells exposed to strong artificial selective regimes-for 
exa mple amplified dihydrofolate reductase genes in cells selected for resistance 
to methotrexa te. In all cases, the result is a great increase in the quantity of the 
gene product. 

Amplification of a specifi c oncogene in tumor cells can be studied by fl uores
cence in situ hybridization (FISH) (Figure 17.4) or by staining with the appropri· 
ate antibody. Alternatively, a genomewide search for amplified sequences can be 
made by using comparative genomic hybridization. or by analyzing the intensity 
of signals on a SNP chip (Chapter 16, p. 507). The same techniques also reveal any 
loss of material, which may point to nunor suppressor genes (see below). 



Activation by point mutation 
The three RAS family genes-HRAS, KRAS, and NRAS-encode small proteins 
that mediate signaling by receptor tyrosine kinases on the cell surface (see Figure 
4.15). Binding of ligand to the receptor triggers the binding of GTP to the Ras 
protein, and GTP-Ras transmits the signal onward in the cell. Ras proteins have 
GTPase activity, which rapidly converts GTP-Ras to the inactive GDP-Ras and 
switches the signal off. Specific point mutations in RAS genes are frequently 
found in cells from a variety of tumors including colon, lung, breast, and bladder 
cancers. These almost invariably encode substitutions of amino acids 12, 13, or 
61 (FIgure 17.5). These all have the effect of decreasing the GTPase activity of the 
pIOtein so that the GTP-Ras is inactivated more slowly, leading to an excessive 
cellular response to the signal from the receptor. 

Another oncogene that is frequently activated by point mutations is BRAF. 
This encodes a tyrosine kinase that relays the signal from activated Ras proteins 
to the ERKkinase, eventually stimulating gene transcription. Two -thirds ofmalig
nant melanomas, and a large number of other tumors, have an amino acid sub
stitution in the kin ase domain of BRAF that permanently activates it. A single 
mutation, p.V599E, accounts for 80% of all BRAF mutations in malignant 
melanoma. BRAF is also sometimes activated by gene fusion , as described 
below. 

Activation by a translocation that creates a novel chimeric gene 

The best-known example of activation by a translocation that creates a novel chi

meric gene is the Philadelphia (Ph ' ) chromosome, a small acrocentric chromo 

some seen in 90% of patients with chronic myeloid leukemia. The Ph' 

ch romosome is one product of a balanced reciprocal 9;22 translocation. The 

breakpoint on chromosome 9 is within an intron of the ABU oncogene. The 
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FlgUr1! 17.4 Amplification of the MYCN 
oncogene in neuroblastoma tumor cells. 
(A) A single neuroblastoma cell among 
normal interphase cells from the bone 
marrow of a patient. Fluorescence in siru 
hybridization was performed with a green
labeled MYCN probe and a red-labeled 
probe for a control sequence. 02l from the 
cen tromere of chromosome 2. The normal 
cells each show two green and two red 
spots (sometimes superimposed to give 
a yellow spot). The neuroblastoma cell is 
chromosomally abnormal, w ith four copies 
of chromosome 2 (which carries the normal 
copy of the MYCN gene) but a very large 
number of e)(tra copies of MYCN distributed 
through the nucleus. (B) In a metaphase 
neuroblastoma cell, the amplified MYCN 
copies can be seen to form small chromatin 
bod ies (double minutes) separate from 
the normal chromosomes (stained blue). 
(Courtesy of Peter Ambros, 5t Anna 
Kinderkrebsforschung, Vienna,) 

Figure 17.5 Structure of the HRAS protein, 
in Its GTP-bound active form. Replacement 
of either glycine-12 or glutamine-61 by 
almost any other amino acid abo lishes 
the GTPase activity, resulting in oncogenic 
activation of the RA5 signal. (From Alberts 
B, Johnson A, Lewis Jet al . (200B) Molecular 
Biology of the Cell, 5th ed. Garland Science/ 
Taylor & Francis LLC.l 
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translocation joins the 3' part of the ABU genomic sequence onto the 5' part of 
the BCR (breakpoint cluster region) gene on chromosome 22, creating a novel 
fusion gene. This chimeric gene is expressed to produce a tyrosine kinase related 
to the ABU product but with abnormal transforming properties (FIgure 17.6) . 

Many other tumor-specific recurrent rearrangements that produce chimeric 
oncogenes have now been recognized (Table L 7.3). This mechanism is seen in 
15-25% of leukemias, lymphomas, and sarcomas, but has been reported in only 
1 % or less of the common solid epithelial tumors. The apparent scarcity of gene 
fusions in epithelial tumors may, however, be deceptive, and be due to technical 
difficulties. A review by Mitelman and colleagues (see Further Reading) gives a 
valuable discussion and many examples. All known examples are cataloged in 
the Mitelman database of chromosomal aberrations in cancer (http://cgap.nci. 
nih.gov/Chromosomes/). At present, 358 different fusions have been recognized, 
involving 337 different genes. Many genes are promiscuous-that is, they are 
found in fusions with various different partners. The MLL gene at llq23 is the 
most extreme example, having been noted in fusions with more than 40 different 
partners. Fusions can be produced not only by translocations but also by inver
sions or, occasionally, by deletions that remove sequences that normally separate 
two genes. 

Clinically, the specific gene fusions present in a patient's leukemic cells have 
an important bearing on the management and prognosis. They can be identified 
by a targeted FISH assay. For example, to check for the 9;22 translocation, differ
ently colored FISH probes for the BCR and ABU genes can be hybridized to an 
interphase cell. If the translocation is present, there will be one BCR signal, one 
ABL signal, and two fusion signals from the reciprocal products of the transloca
tion (see Figure 2.17). 

Activation by translocation into a transcriptionally active chromatin 
region 
Burkitt lymphoma is especially common in malarial regions ofCentral Africa and 
Papua New Guinea. Mosquitoes and Epstein-Barr virus are believed to have some 
role in the etiology, but activation of the MYConcogene is a central event. A char
acteristic chromosomal translocation, t(8;14)(q24;q32), is seen in 75-85% of 
patients (FIgure 17.7)-. The remainder have t(2;8)(pI2;q24) or t(8;22)(q24;qll). 
Each of these translocations juxtaposes the MYC oncogene (normally located at 

FigloJr.,7.6 Chromosomal 
rearrangements that activate oncogenes. 
In chronic myeloid leukemia, a translocation 
brings together exons of the BCR gene 
from chromosome 22 and the ABL gene 
from chromosome 9. Arrows indicate 
observed breakpoints in different patients. 
One product of the translocation is the 
Philadelphia chromosome (Ph 1), containing a 
chimeric BCR-ABL fusion gene. This encodes 
a constitutionally active tyrosine kinase that 
does not respond to normal controls. 

http://cgap.nci
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TABLE 17.3 EXAMPLES OF CHIMERIC GENES PRODUCED BY CANCER-SPECIFIC CHROMOSOMAL REARRANGEMENTS
I'" . 

Tumor Rearrangement Chimeric gene Nature of chimeric product 

CML tI9;22)(q34;q11 ) BCR-ABU tyrosine kinase 

Ewing sarcoma till ;22)(q24;q12) EWS-FU1 transcription factor 

Ewing sarcoma (variant) t I21;22)(q22;q12) EWS-ERG tran scription factor 

Malignant melanoma of soft parts t(12;22)(q13;q 12) fWS- ATF1 transcription factor 

Desmoplastic small round cell tumor tl1';22)(p13;q 12) EWS-WT1 transcription factor 

Liposarcoma tI12; 16)(q13;pll ) FUS-CHOP transcription factor 

AML t(16;21)(p11;q'2) FUS- ERG transcription fador 

Papillary thyroid carcinoma invl1 )(q2 1;qlll NTRK1-TPM3 (TRK oncogene) tyrosine kinase 

Pre-B-cell ALL tl1;19)(q23;p13.3) f2A-PBX1 transcription (actor 

ALL t(X;l1)(q13 ;q23) MLL-AFX l transcription factor 

tI4;11 )(q";q23) MLL-AF4 transcriplion factor 

t19;11 )(p22;q23) MLL-AF9 transcription factor 

t lll;19)(q23;p13) MLL- ENL transcription factor 

Acute pro myelocytic leukemia t(15;17)(q22;q1') PML- RARA transcription factor +retinoic acid receptor 

Alveolar rhabdomyosarcoma t12: 13)(q35;q 14) PAX3-FKHR transcription factor 

Note how the same gene may be involved in several different rearrangements. For a more complete list see http://www.sanger.ac.uk/genetics/CGP 
/Census. ALL, acute Iymphoblastoid leukemia; AML, acute myeloid leukemia; CML, chronic myeloid leukemia. 

8q24) close to an immunoglobulin (IG) locus. This may be IGH at 14q32, IGKat 
2p12, or IGLat 22qll. Unlike the translocations shown in Table 17.3, these trans
locations do not create novel chimeric genes. Instead. they bring the oncogene 
under the influence of regulatory elements that normally ensure high expression 
ofthe immunoglobulin genes in antibody-producing B cells. In the 8; 14 translo
cation, the MYCand IGH genes are in opposite transcriptional orientations, head 
to head. Often, depending on the precise breakpoint, exon 1 of the MYC gene 
(which is noncoding) is not included in the translocated material. Deprived of its 
normal upstream controls and placed in an active chromatin domain, MYC is 
expressed at an inappropriately high level. Between 25% and 65% of all B-cell 
malignancies involve the activation of one or another oncogene by an 

B 14 der (8) der (14) 

Q Q Ftgur4!!! 17.7 Chromosomal
[) rearrangements that activate oncogenes. 

In Burkitt lymphoma, an 8;14 trans location 
places the MYC oncogene close to the IGH ~ 
(immunoglobulin heavy chain) locus on 

chromosome 14. The translocation does not 
create a chimeric gene, as with the BCR-ABL 1 

- - I It 
-0 

.~}r translocation shown in Figure 17.6. The 
r\1YC ----

MI'C fWO genes are head to head. in opposite 

transcriptiona l orientations. Instead, the MYC 
gene comes under the influence of B-cell 

specifi c regulatory elements associated withbreakpoints on chromosome 14 breakpoints on chromosome a 
the /GH locus, such as the enhancers marked 

~! E. This causes high levels of MYCexpression 

E I I E I in B celis. The tran slocated MYC gene often 

lacks exon 1 (depending on the exact 

ca C, c'f2. c1'2t> c: cl'J c6 ell- JDV exon 1 exon 2 exon 3 position of the breakpoint), but this exon isC>L.~~ 
noncoding and its absence does not affect 

IGH MYC function of the MVC protein . 

http://www.sanger.ac.uk/genetics/CGP
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immunoglobulin enhancer, and many T-cell malignancies involve a similar acti
vation by an enhancer at a T-cell receptor locus. Predictably, these rearrange
ments are characteristic of leukemias and lymphomas, but not solid tumors. 

Activation of oncogenes is only oncogenic under certain 
circumstances 

Paradoxically, the usual result of activating oncogenes in normal cultured cells is 
to induce cell cycle arrest. As one of their many defense mechanisms, cells are 
able somehow to distinguish between normal and abnormal proliferative signals. 
One suggestion is that oncogenic stimulation triggers a DNA damage response 
(described below) that shuts down cell proliferation; only when the damage 
response is defective does a cell proliferate in response to the overexpression of 
an oncogene. This highlights the fact that organisms have multiple layers of 
defense against cancer, and that single mutations are not sufficient to cause 
cancer. 

17.3 TUMOR SUPPRESSOR GENES 
The second major class of genes that are mutated in tumors are the tumor sup
pressor (TS) genes. These are genes whose function is to keep the behavior of 
cells under control. As described above, this may entail restraining or suppress
ing inappropriate cell division, maintaining the integrity of the genome, or ensur
ing that incorrigibly deviant cells are sentenced to death by apoptosis. An early 
landmark in our understanding of tumor suppressor genes was Knudson's work 
in 1971 on retinoblastoma. 

Retinoblastoma provided a paradigm for understanding tumor 
suppressor genes 

Retinoblastoma (OMIM 180200) is an aggressive childhood cancer of the eye. 
Tumors can occur in one or both eyes. Bilateral cases are always heritable (the 
patient is often the first case in the family but transmits it to his or her children as 
an incompletely penetrant dominant character). Unilateral cases are usually not 
heritable. Knudson noted that the age-of-onset distribution of bilateral cases was 
consistent with a single mutation, whereas sporadic unilateral cases followed 
two-hit kinetics. He reasoned that all retinoblastomas involved two hits, but that 
in the familial cases one hit was inherited (Figure 17.8). 

Knudson used sophisticated quantitative arguments to make his case; in sim
plified form, the argument goes as follows. Suppose that there are 1 million target 
cells and thatthe probability ofmutation is 10-5 per cell. Sporadic retinoblastoma 
requires two hits and will affect 1 person in 10,000 (106 X 10-5 X 10-5 = 10-4), 

whereas the familial form requires only one hit and so is highly penetrant 
(l06 x 10-5 > 1). 

Childhood tumors probably require fewer changes than the common carci
nomas of later life because they originate from rapidly dividing embryonic cells 
that already have some ofthe properties of cancer cells. Retinoblastomas develop 
from retinal progenitor cells. These are rapidly dividing and poorly differentiated 
cells, some of which are also resistant to apoptosis. On the bus analogy we used 
earlier, they are already driving dangerously and hence transform relatively eas
ily. As always, multiple genetic changes are needed for the malignant tumor to 
emerge (gains of 6p and lq are very frequent), but Knudson's hits must be the 
rate-determining steps in the multi-stage progression toward full-blown 
retinoblastoma. 

A seminal study by Cavenee and colleagues in 1983 both proved Knudson's 
two-hit hypothesis and established the paradigm for laboratory investigations of 
twnor suppressor genes over the next 20 years. According to Knudson's hypoth
esis' tumor cells from either familial or sporadic cases should harbor some genetic 
change at the location of the hypothetical tumor suppressor gene, compared 
\vith the normal cells of the patient. Linkage studies in familial retinoblastoma 
had suggested that the susceptibility locus mapped to position 13q14. 

Cavenee and colleagues studied surgically removed tumor material from 
eight patients with sporadic retinoblastoma. The tumor cells were karyotyped to 

somatic cell in 
normal person 

rare somatic cells 
in normal person 

all somatic cells in 
person with familial 
retinoblastoma 

~m"t"tloo 

founder cell of tumor 

'umo' 
Figur. 17.8 Knudson's two-hit hypothesis. 
Sporadic retinoblastoma requires two hits 
(mutations) to convert a normal cel! into a 
tumor precursor. This requires an unlikely 
coincidence, so sporadic retinoblastoma is 
rare, affecting less than one person in 10,000. 
In the familial form one inherited mutation is 
present in every celi, so only one further hit 
is required to trigger tumorigenesis. Given 
the number of target cells in a person, it is 
very likely, but not inevitable, that one or 
more of them should suffer such a mutation. 
Thus, the familial condition has high, but 
incomplete, penetrance, and there may be 
multiple primary tumors. 
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identify the number of copies of chromosome 13 present in each tumor. Tumor 
cells and normal cells from the same patients were genotyped for a series of DNA 
markers (restriction fragment length polymorphisms) from 13q. As a further 
genetic marker, isoforms of the variable protein esterase D, the gene for which 
was known to map to 13q14, were studied in matched tumor and normal cells 
from each patient. These comparisons revealed several cases in which the consti 
tutional (blood) DNA was heterozygous for one or more markers from 13q but 
the tumor cells were apparently homozygous. The researchers reasoned that 
what they were seeing was one of Knudson's hits: loss of one function al copy of a 
tumor suppressor gene. Combining cytogenetic analysis with studies of markers 
from different regions of 13q, Cavenee and colleagues were able to suggest a 
number of mechanisms fo r the loss (FJguro 17.9). Later studies confirmed this 
interpretation by showing that in inherited cases it was always the wild-typ e 
allele that was lost in this way. 

This work had two major implications. First, it suggested that sporadic can 
cers and familial cancers could share common molecular mechanisms. Second, 
it suggested two ways of finding tumor suppressor genes: 
• 	 Mapping and positional cloning of th e genes responsible for fa milial cancers 
• 	 Scanning tumors for losses of specific chromosomal material 

Table 17.4 lists some ofthe tumor su ppressor genes that have been iden tified 
thro ugh studies of rare familial cancers. Interestingly, these aU seem to involve 
solid tumors rather than leukemias or lymphomas. Maybe the requirement for 
sustained massive production of blood cells throughout life means that most 
tumor suppressor genes are already having little braking effect on the prolifera
tion of blood ceU precursors. 

Some tumor suppressor genes show variations on the two-hit 
paradigm 
In retrospect, retinoblastoma is an unusuallyclearcut example of a two-hit mech
anism, perhaps because, as mentioned above, ret inal progenitor ceUs are unu
sual cells. Several other cancers do closely follow the retinoblastoma example. 
NF2 and PTCHl (see Table 17.4) are exam ples in which a tum or suppressor gene 
identified through investigation of a rare familial cancer turned out to be impor
tant in the corresponding sporadic cancer-but this is not always true. 

Some cancers seem to follow different microevolutionary paths in familial 
and sporadic cases. For example, BRCAl is inactivated in only 10-15%ofsporadic 
breast cancers, and those tumors form an id entifiably distinct molecular subset 
of breast cancers. Inactivation, when it does happen, is not by the chromosomal 
mecha nisms seen in retinoblastoma (see Figure 17.9) but by DNA methylation 
(see below). 

Figure 11.9 Mechanisms of loss of 
wild-type allele In retinoblastoma. 
(A) Loss of a whole chromosome by mitotic 
nondisjunction. (B) l oss followed by 

reduplication to give (in this case) three 
copies of the RB chromosome. (C) Mitotic 

recombination proximal to the AS locus, 
foll owed by segregation of both RS·bearing 

chrom osomes into one daughter celi; this 
was th e first demonst ration o f mitotic 

recombination in humans, or indeed in 
mammals. (D) Deletion o f the wild-type 

allele. (E) Pathogenic point mutation o f the 

wild-type allele. (Adapted f(Om Cavenee WK, 

DryjaTP, Phillips RA et aL (1983) Norure 305, 
779-784. With permission from Macmillan 

Publishers ltd.1 The figures underneath show 
results of typing normal (N) and tum or (T) 

DNA for the two markers A and B located 

as shown. Note the patterns of los5 of 
heterozygosity. 
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TABLE 17.4 RARE FAMILIAL CANCERS CAUSED BY TUMOR SUPPRESSOR GENE 
MUTATIONS 

Disease OM1M No. Map location Gene 

Fami lial adenomatous polyposis coli 175100 5q21 APC 

Lyn ch syndrome I 120435 2p21 MSH2 

120436 3p21.3 MLHI 

Breast- ovaria n ca ncer 113705 17q21 BRCAI 

Breast ca ncer (early onset) 600185 13q13.1 BRCA2 

U-Fraumeni syndro me 151623 17p13 TPS3 

Gorl in's basal ce ll nevus syndrome 109400 9q22.3 PTCHI 

Ataxia telangiectasia 208900 "q22.3 ATM 

Retinoblastoma 180200 13q14 RBI 

Neurofibromatosis 1 (von Recklinghausen disease) 162200 '7q" .2 NFl 

Neu rofibromatosis 2 (vestibular schwannomas) 101 000 22q 12.2 NF2 

Familial melanoma 600160 9p21 CDKN2A 

Von Hippel- Lindau syndrome 193300 3p25.3 VHL 

References to the genes and diseases may be found in OMIM under the number cited. A longer list is 
given in Table 1 of Futreal PA et 03 1. (2001) Nature 409,850-852. 

Some genes freq uently lose the function of one allele in tumors, but the 
retained allele seems fully functional. Sometimes this is because the second allele 
is inactivated by methylation, which is not detected by some of the experimental 
methods used, but some cases do seem to be genuine one-hit events. It is not 
unreasonable to postulate that there are tumor suppressor genes for which hap
loinsufficiency is enough to provide a growth advantage. 

More unusually, there is at least one case in which three hits are seen. In famil
ial adenomatous polyposis (FAP or APC; OMIM 175100; described later in this 
chapter) numerous premalignant polyps (adenomas) develop in the colon. 
Certain inherited germ-line mutations are weak and confer an attenuated phe
notype with fewer polyps. Adenomas from such patients often have two somatic 
mutations in addition to the inherited mutation. One somatic mutation inacti
vates the wild-type allele. This gives the cells a growth advantage, but they gain a 
further advan tage from a chromosomal deletion that eliminates the partly func
tional germ-line APC allele. 

Lossof heterozygosity has been widely used as a marker to locate 
tumor suppressor genes 
Cavenee and colleagues saw how somatic genetic changes in retinoblastoma 
caused loss of heterozygosity (LOH) at markers close to the RBllocus. Studies in 
other cancers confirm the general picture, although the chromosomal mecha
nisms may be different. Thus, by screening paired blood and tumor samples (usu
ally sporadic tumors) with markers spaced across the genome, we can hope to dis
cover the locations of tumor suppressor genes. Figure 17.10 shows an example. 

nonmalignant ONA U 
1278 1141 

tumor DNA ~ 
219.94 231.53 ........ length of (he PCR product 

2184 	 295 4 height of the peak 

(comparable (0 the amount 
of PCR pfoduct) 

Flgu,a l' ,10 Loss of heterozygosity 
in a tumor. Electropherograms of a 
PeR-amplified marker. Upper trace: blood 
DNA from the patient is heterozygous for the 
marker (two peaks of equal size). l ower trace: 
tumor D1\IA shows almost tota l loss of the 
23 1 bp allele. The small remaining amount 
is probably amplified from contaminating 
stromal (normal) tissue. (Courtesy of lise 
Hansen, University of Aarhus.) 
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LOH analysis has been a majo r industry in cancer research during the 1990s, stromal tumor apparent 
contamination cells LOHbut it is fair to ask whether the results have justified the effort. Advanced cancer 

cells may show LOH at as many as one-quarter of all loci, so large samples are 
needed to tease out the specific changes from the general background. Array
CGH and other genomewide approaches have supplanted studies with single 

!pTSGlmarkers. The results suggestthe presence of a remarkably large number of tumor 
suppressor genes, yet attempts to follow up such studies by posi tion al cloning 

TSG - .
have had quite a low success rate. !J!TSG2 

The tumor DNA used in LOH studies always co mes from a collection of cells, 
and these may well not be genetically homogeneous. Agure 17.1 1 illustrates one 
pitfall that arises from the inevitable contamination of primary tumor material 
by stromal (normal) ceils. It is better to speak of a quantitative allelic imbalance 
rather than an all-or-nothing loss of heterozygosity. CeHlines can be used to cir

figu.rlli!: 17.11 A pitfall in interpretingcumvent the problem of heterogeneity. but tumor ceHlines normally have many 
LOH data. The (rue event in this tu mor is 

more chromosome abnormalities than primary tumor cells. A more general 
homozygous deletion o f the TSG gene. In 

problem is that there is almost never any information on the karyotypes of the the region of homozygous deletion, all the 
tumors used in LOH studies-and LOH is a prod uct of the chromosomal instabil peR product is derived from contaminating 
ity and deficient repair of double-strand DNA breaks that are so characteristic of stromal mate rial (g reen lines), w hich is 
tumor cells. Maybe so me of the losses observed are by- products of specific pat genetically normal. Thus, LOH data show 

terns of chromosomal instability rather than selection for loss of a tumor sup retention of heterozygosity at the TSG locus 

pressor gene. (pale pink), In the flanking regions one allele 
is present in the rumor ce lls, so the peR 
product shows LOH (dark pink). The pattern Tumor suppressor genes are often silenced epigenetically by 
suggests the existence of two spurious 

methylation tumor su ppressor loci, VlfSG1 and VITSG2. 
The true situation wou ld be revealed by Tumor suppressor genes may be silenced by deletion (reflected in loss ofhetero
fluorescence in situ hybridization (FISH) or zygosity) or by pOint mutations, but a very co mmon third mechanism is methyla
by immunohistochemical testing for the

tion of the promoter. This mech anism is seen with genes whose promoters con TSG gene product. 
tain CpG islands. Most CpG islands in normal cells are un methylated (see Chapter 
11 for a discussion of exceptions to this). [n tumor cells, we frequently see meth
ylation of normally unmethylated CpG islands in the promoters of certain genes. 
The effect is to prevent expression of the gene. Specific genes differ in their sus
ceptibility to this type of silencing (Figure 17.J2). Some tumor suppressor genes 
(for example MSHZ) are often silenced by mutation but never by methylation. For 
others (for example MLHl) , methylation occurs as a common alternative to point 
mutation, whereas in some (for example RASSFlA at 3p21, and HICl at 17pI3.3). 
methylation is the only known mechanism causing tumor-specific loss of 
fun ction. 
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F1gure 17.12 Ways of silencing tumor suppressor genes. Genes shown in green are silenced only by mutation, and those in red only by methylation, 
whereas those in purple may be Si lenced by either mechanism. [From Jones PA & Baylin S8 (2002) Nat. Rev. Genet. 3, 415- 428. With permissio n from 

Macmillan Publishers Ltd.] 
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17.4 CELL CYCLE DYSREGULATION IN CANCER 

Any cell has three choices of behavior: it can progress through the cell cycle to 
complete another round of division, it can opt out of the cell cycle to become a 
non-dividing cell, or it can die (apoptosis). Some cells also have the option offol
lowing a program ofdifferentiation, like the blood cell rypes shown in Figure 4.17. 
Cells select one of these options in response to internal and external signals. 
Dysregulation of the cell cycle is the cardinal feature of cancer cells. These cells 
progress relentlessly through round after round of mitosis, even when it would be 
more appropriate to pause, exit from the cycle, or commit suicide by apoptosis. 
Not surprisingly, the genes that generate and interpret the signals controlling cell 
cycle progression featUle strongly in lists of oncogenes and tumor suppressor 
genes. 

Progression through the cell cycle is controlled by cyclins and cyclin
dependent kinases and regulated at a series of checkpoints. The factors that con
trol the process were described in Chapter 4; they are briefly recapitulated here. 

Progression is controlled by fluctuating levels of a series of cyclin proteins, 
which are required to activate cyclin-dependent kinases (Cdks; see Figure 4.14B). 
Upstream of the Cdks is a crowd of activators and inhibitors that act on the 
cyclin-Cdk complexes. The whole network of kinases, cydins, inhibitors, and 
activators integrates many different signals, ensuring a flexible and responsive 
control of the cell cycle. As mentioned in Chapter 4, Gl is the phase in which cells 
spend most of their time and do most of their work, even if they are destined 
eventually to proceed to S phase and so through the cycle. Controls on progres
sion through Gl are especially important targets of oncogenic mutations. Some 
of the players in these controls are described below. 

Progression from one phase of the cycle to the next is controlled at a series of 
checkpoints (Flgu{e 17.13). These ensure that a cell can only progress round the 
cycle when it, and in particular its DNA, is in a suitable condition. There are three 
main checkpoints. 

• 	 The GdS checkpoint. This checkpoint is especially important, because a cell 
that passes the GrlS boundary is committed to mitosis. The checkpo int is 
controlled by Cdk2/cyclin E. Entry into S phase is blocked when there is unre
paired DNA damage. Irreparable damage leads to apoptosis. Within S phase 
there are additional checkpoints at which DNA damage prevents new origins 
of replication from becoming active. 

• 	 The G2 /M checkpoint. Cells are blocked from entering mitosis unless DNA 
replication and the repair of any damage are complete. Entry into mitosis 
depends on the activation of Cdkllcyclin B by the phosphatase Cdc2Se. 
Incomplete DNA replication or unrepaired damage generates a signal that 
activates inhibitors of Cdc25C, thus preventing Cdkl from becoming active. 

• 	 The spindle (or mitotic) checkpoint. Separation of chromatids at anaphase 
of mitosis is triggered by the anaphase-promoting complex (APC) or cyclo
some. This multi protein ubiquitin ligase degrades cyclins A and B, and (indi
rectly) the cohesin glue that holds sister chromatids together. Kinetochores 
that are not attached to spindle microtubules secrete a signal that inhibits the 
APe. If this Signaling is defective, chroma tids can start to separate before all of 
them have been correctly attached to spindle fibers, and there is then no way 
of ensuring that exactly one chromatid of each chromosome goes into each 
daughter cell. (Note that APC can refer either to the anaphase-promoting 
complex or to the APC tumor suppressor gene, described below, that is 
mutated in familial and sporadic colon cancer. This is confuSing, because one 
function of the APCgene product is to stabilize the attachment of microtu
bules to chromosomes, and APC mutations cause chromosome instability. 
But the Apc protein is not part of the anaphase-promoting complex.) 
In cancer cells, all the checkpoint mechanisms are rypically defective. Cells 

replicate their DNA despite damage, enter mitosis with unrepaired damage, and 
become inefficient at segregating their chromosomes correctly. All of this desta
bilizes the genome and lays the ground for further evolution toward full-blown 
malignancy. 

G;;,fM checkpoint 

spindle checkpoint 

r 
S·phase 
checkpoints 

GdS checkpoint 

11gure 17.1 ] Cell cycle checkpoints. 
A series of controls prevent the cell from 
entering S phase (G 1/S checkpoint) or 
mitosis (G2IM checkpoint) with unrepaired 
DNA damage, or from starting anaphase of 
mitosis until all chromosomes have been 
correctly attached to the spindle fibers 
(spindle checkpoint). During S phase, DNA 
damage prevents the sequential activation 
of new origins of replication. 
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Three key tumor suppressor genes control events in G, phase 

Events in Gl phase are particularly critical for carcinogenesis, because this is 
when cells make the decision whether or not to divide. Three proteins, the prod
ucts of the REi, TP53, and CDKN2A genes, have central roles in controlling pro
gression through GI phase. Somatic mutations in these three genes are among 
the most common genetic changes in tumor cells. In addition, inherited 
mutations in each are the cause of well-known familial cancer syndromes (see 
Table 17.4). 

pRb: a key regulator of progression through G, phase 
The RB.I gene was identified through its role in retinoblastoma, as described 
above, but it is widely expressed and helps control cycling of all cells. The gene 
product, pRb, is a 110 kD nuclear protein. Some cells contain two related pro
teins, pi 07 and p130, giving some redundancy in the Rb pathway. Lack of this 
redundancy in certain cells probably explains why a loss of RBi function results 
in very specific types of tumor. pRb binds and inactivates the cellular transcrip
tion factor E2F, function of which is required for cell cycle progression (FIgure 
17,14).At 2-4 hours before a cell enters S phase, complexes ofD cyclins and Cdk4 
or Cdk6 phosphorylate pRb. This inactivates it, allowing E2F to become free. 
Once free, E2F stimulates the transcription of a variety of genes whose products 
are necessary for progression into S phase, including particularly eyclin E. In cells 
with loss-of-function mutations in RBi, E2F is inappropriately activated. Several 
viral oncoproteins (adenovirus E1A, SV40-T antigen, and human papillomavirus 
E7 protein) achieve the same result by binding and sequestering or degrading 
pRb, thus favoring cell cycle progression. 

p53: the guardian of the genome 
The pS3 transcription factor, encoded by the TP53 gene, has been called the 
guardian of the genome because of its central role in preventing inappropriate 
cell cycling. Tumor cells with absent or nonfunctional pS3 may continue to repli
cate damaged DNA and do not undergo apoptosis. Normally, pS3 levels in a cell 
are low. The Mdm2 protein ubiquitylates pS3, which targets it for degradation. 
MDM2 is itself a transcriptional target of pS3, so there is a negative feedback loop 
that keeps pS3 concentrations low. MDM2 is an oncogene that is amplified in 
many sarcomas. Signals from a whole range of cellular stress sensors, includi ng 
sensors of DNA damage, lead to phosphorylation of pS3. Phosphorylated pS3 is 
no longer a substrate for Mdm2, and hence the level of pS3 in the cell rises. This 
increases pS3-dependent transcription of genes such as that encoding 
p21 WAF LlCIP1, an inhibitor ofCdk2 and hence ofcell cycling, and of genes such as 
PUMA, EAX, and NOXA that control apoptosis. 

DNA damager--- p16INK"-A 
response 

1 
irreparable damage: 

~ MOm' ---l P53) ( ~ trigger apoptosis 

1 T 1~ P14/1f1F I 

reparable damage: 
f- pause for repair 

FJgunI!! 17.14 Controls on cell cycle 
CdKZ\ , progression and genomic integrity 

cyc lin I:' mediated by the RBl, TP53, and CDKN1A 
gene products. These controls form at least 

1 
part of the G,/S cell cycle checkpoint. The 
mechanisms of activation and inhibition 
often involve the phosphorylation of serine 

G, -- S 
or tyrosine residues in the various proteins. 
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p53 has two relatives, p63 and p73, with functions partly overlapping those of 
p53. However, TP53 is the major target of mutations in cancer. Loss or mutation 
of TP53 is probably the commonest single genetic change in cancer. TP53 maps 
to 17p 13, and this is one of the commonest regions of loss of heterozygosity in a 
wide range of tumors. Tumors that have not lost TP53 very often have mutated 
versions of it. 

To complete the picture of TP53 as a tumor suppressor gene, constitutional 
mutations in TP53 are found in families with the dominantly inherited 
Li-Fraumeni syndrome (OMIM 151623). Affected family members suffer multi
ple primary tumors, typically including soft tissue sarcomas, osteosarcomas, 
tumors ofthe breast, brain, and adrenal cortex, and leukemia (Figure 17. 15). 

CDKN2A: one gene that encodes two key regulatory proteins 
The remarkable CDKN2A gene at 9p21 uses alternative promoters and first exons 
to encode two structurally unrelated proteins (Figure 17.16). Exons 10:, 2, and 3 
encode the pl6INK4A protein. This is an inhibitor of Cdk4/6 and hence serves to 
keep pRb in its active, dephosphorylated state. This in turn prevents E2F from 
stimulating the progression ofthe cell through Gl toward the G,/S boundary (see 
Figure 17.14). Thus, pl6 is a tumor suppressor protein, whose loss allows inap
propriate cell cycling. 

A second promoter starts transcription further upstream, at exon I~. Exon I~ 
is spliced on to exons 2 and 3, but the reading frame is shifted so that an entirely 
unrelated protein pl4ARF (ARF for alternative reading frame) is encoded (the 
mouse homolog is pI9ARF). pl4ARF mediates G, arrest by destabilizing Mdm2, the 
oncoprotein responsible for keeping p531evels low. Loss of pl4ARF function leads 
to excessive levels of Mdm2, excessive destruction of p53, and hence loss of cell 
cycle control. 

Rare inherited CDKN2A mutations, usually affecting just p161NK4A, are seen in 
some families with multiple melanoma, but somatic mutations are very much 
more frequent. Tumor cells probably need to inactivate both the pRb and p53 
arms ofthe system for the cell to bypass the usual checks on cycling and to avoid 
triggering apoptosis. Homozygous deletion of the CDKN2A gene is an efficient 
way of achieving this and is a very common event in tumorigenesis. Some tumors 
have mutations that affect p16'NK4A but not p14ARF (e.g. specific inactivation of 
the 10: promoter by methylation). Those tumors tend also to have TP53 muta
tions, showing the importance of inactivating both arms of the control system 
shown in Figure 17.14. 

p14ARF p16INK~A 

lranscript transcript 

r An_~ 
exons 1~ la. 2 3 ------ '. / 

p16 coding p14 coding - untranslated sequence sequence 

Flgu.re 17.15 A typical pedigree of 
Li-Fraumeni syndrome. Malignancies 
typical of li-Fraumeni syndrome include 

bilateral breast cancer diagnosed at age 
40 in the grandmother (12). Her daughters 
were diagnosed with a brain tumor at age 
35 (111), soft tissue sarcoma at age 19 and 
breast cancer at age 33 (113), and breast 
cancer at age 32 (lIs). The children of 
daughter lis suffered osteosarcoma at age 8 
(1113), leukemia at age 2 (1114), and soft tissue 
sarcoma at age 3 (Ills). The grandfather (11) 

was diagnosed with colon cancer at age 59; 
this is assumed to have been coincidental 
and unrelated to the li-Fraumeni syndrome. 
[From Malkin D (1994) Annu. Rev. Genet 
28,443-465, With permission from Annual 
Reviews.) 

'figUN "." The two products of the 
COKN2A gene. This gene (also known as 
MrS and INK4A) encodes two completely 
unrelated proteins. p1 61NK4A is translated 

from exons 1 U, 2, and 3, and p1 4ARF from 
exons 1 p, 2, and 3-but with a different 
reading frame of exons 2 and 3. The two 
gene products are active in the pRb and p53 
arms of cell cycle control, respectively, as 
shown in Figure 17.14. 
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17.5 INSTABILITY OF THE GENOME 

Genomic instability is an almost universal feature ofcancer cells. Instability may 
be of two types: 

• 	 Chromosomal instability (CIN) is the commonest form. Tumor cells typically 
have abnormal karyotypes, with extra and missing chromosomes, rearrange
ments, and so on. Tumor cell Jines are often chromosomally unstable, acquir
ing new changes during culture. 

• 	 Microsatellite instability (MIN) is a DNA-level instability seen in certain 
tumors, especially some colon carcinomas. 
Instability is probably necessary to enable a cell to amass enough mutations 

to complete the microevolution ,from a normal somatic ceU to an invasive cancer 
cell. Some have argued that instability is just an incidental by-product of the 
microevolution of a tumor and that the number of cell divisions in epithelial pop
ulations is sufficient for the requisite number of mutations to accumulate with 
standard rates of mutation. However, tumors normally show either CIN or MIN 
but not both, and this suggests that instability is not a chance feature but is the 
result of selection. 

Various methods are used to survey cancer cells for chromosomal 
changes 
As mentioned above, specific chromosomal rearrangements such as the 
BeR- ABU fusion can be detected with FISH probes. Surveying the whole genome 
for chromosomal changes requires different approaches. Cells of solid tumors 
are difficult to karyotype by conventional methods, although leukemia cells are 
less challenging. Several methods are used for identifying chromosomal 
changes: 

• 	 Array-comparative genomic hybridization (array-CGHJ of tumor DNA com
pared with a normal DNA. This will reveal deletions or copy-number gains 
across the genome. Balanced abnormalities (translocations or inversions) will 
not be detected, nor will the chromosomal location of any extra copies of a 
sequence be revealed. The resolution is determined by the size of the probes 
on the microarray. A standard BAC array giving comple te, overlapping cover
age (tiling) ofthe genome will detect changes involving about 100 kb or more 
of DNA. Higher resolutions can be achieved by using oligonucleotide arrays. 

• 	 Hybridization oftumor DNA to ahigh-resolution SNP chip. Loss ofheterozy
gosity is immediately apparent, and more generally copy-number variations 
can be identified by the reduced or increased intensity of the hybridization 
signal with the relevant probes. The same limitations a pply as with array
CGH. 

• 	 Multicolor FISH (spectral karyotyping and M-FISH) using a cocktail of dif
ferent colored chromosome paints. A chromosome paint is a mixture of many 
FISH probes all derived ftom the same chromosome and all labeled with the 
same colored fluor, so that after hybridization the relevant chromosome 
seems to be painted in that color along its whole length (see Figure 2.16). An 
image analyzer displays a karyotype, with sequences from each original chro
mosome shown in a different color. This will reveal all abnormalities, bal
anced or unbalanced, that are a few megabases or larger in size. These meth
ods have the advantage that they identify the karyotypes of individual cells, 
unlike array-based methods, which use DNA extracted from many cells. The 
technique has been especially useful for cell lines, which usually have many 
chromosome abnormalities. Many examples can be browsed on the NCBI 
spectral karyotyping (SKY) site (www.ncbi.nlm.nih.govlsky/). Figure 17,17 
shows one. 

Three main mechanisms are responsible for the chromosome 
instability and abnormal karyotypes 
The many chromosomal abnormalities seen in tumor ceUs are mostly random , 
although they provide material for further selection of fas ter-growing variants. 

www.ncbi.nlm.nih.govlsky
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They probably arise in three ways: 
In many tumor cells the spindle checkpoint is defective. Chromatids can start 
to separate before all of them are correctly attached to spindle fibers. There is 
then no way of ensuring that exactly one chromatid of each chromosome 
goes into each daughter cell. Cancer cells often contain extra centrosomes, 
which may produce abnormal spindles. Failure of the spindle checkpoint is 
probably the main source of the many numerical abnormalities seen in can
cer ceUs. 

• 	 Tumor ceUs are able to progress through the cell cycle despite having ume
paired DNA damage. Normally unrepaired damage generates a signal that 
stalls the cell cycle until the damage is repaired, and irreparable damage trig
gers apoptosis. In cancer cells, either the damage signaling system or the 
apoplatic response is often defective. Structural chromosome abnormalities 
can be a by-product of attempts at DNA replication or mitosis with damaged 
DNA. 

• 	 Tumor cells may replicate to the point that telomeres become too short to 
protect chromosome ends, leading to all sorts of structural abnormalities. 

Telomeres are essential for chromosomal stability 
As we saw in Chapter 2, the ends of all human chromosomes carry a repeat 
sequence (TTAGGG1". This forms a special DNA structure that binds specific pro
teins and protects chromosome ends from being treated by the cell as DNA 
double-strand breaks. Telomere length declines by 50-100 bp with each cell gen
eration because of the inability of DNA polymerase to use the extreme 3' end of a 
DNA strand as a template for replication (see Figure 2.13). Telomere length is 

Figure 17.1' SKYgram of cells from a 
patient with acute myeloid leukemia. 
The diagram summarizes the result of using 
multicolor chromosome paints.There is 
a three·way variant of [he standard 9;22 
translocation (involving chromosome 2), 

plus an additional 5;16 translocation and 
the loss of one copy of chromosome 7. The 
karyotype is interpreted as 45,XY,t(2;9;22) 
(p21 ;q34;q l1),t(5;16)(q3 1 ;q24i,-7. [Case 6 of 
H Padilla-Nash, reproduced with permission 
from the NCB! SKY archive (http://www.ncbi 
.nlm.ni h.gov/sky/).] 

http://www.ncbi
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restored by a special RNA-containing enzyme system, telomerase, that is present 
in the human germ line but absent from most soma tic tissues. 

In prolonged culture, normal cells reach a point of senescence, at which they 
stop dividing. Cells with certain genetic defects (e.g. fibroblasts with deficiency of 
both p53 and pRb, or harboring viral oncoproteins) continue beyond senescence 
and hit crisis, which probably represents the point atwhich telomeres are so short 
that they can no longer protect chromosome ends. The cell then treats chromo
some ends as double-strand DNA breaks, which it attempts to repair by 
homologous recombination or nonhomologous end joining. Random joining of 
chromosomes produces rranslocations, induding chromosomes with two cen
tromeres (dicentric chromosomes). These may be pulled in two directions at 
anaphase of mitosis, forming bridges. The bridges eventually break, creating new 
broken ends and triggering further rounds of fusion and breakage. The result is 
chromosomal chaos. 

At crisis most cells die, but the I in 10' or thereabouts that survive have gross 
chromosomal abnormalities. Additionally, they have become immortal. In one 
way or another, tumor cells always acquire the ability to replicate indefinitely 
while maintaining their telomeres. Of full-blown metastatic cancers, 85-90% 
have contrived to re-express telomerase; the remainder use an alternative (ALT) 
mechanism, based on recombination. 

DNA damage sends a signal to p53. which initiates protective 
responses 
As described in Chapter 13, the DNA of every cell is constantly suffering damage 
from exogenous agents such as ionizing radiation and ultraviolet radiation, and 
from endogenous processes such as depurination, deamination ofcylosines, and 
attack by reactive oxygen species. As mentioned above, the normal response of a 
cell to such damage is to stall the cell cycle until the damage is repaired, and to 
trigger apoptosis if the damage is irreparable. Proteins encoded by several well
known tumor suppressor genes are involved in the system that senses DNA dam
age and organizes the cellular response. Inherited loss-of-function mutations in 
these genes are associated with an elevated risk of cancer. 

ATM: the initial detector of damage 
The ATM protein may be the primary detector of damage. This 3056-residue pro
tein kinase is somehow activated by DNA double-strand breaks-maybe by 
changes in the chromatin conformation. Once activated, the ATM kinase phos
phorylates numerous substrates, including the p53, NBSI (Nibrin), CHEK2, and 
BRCAI proteins (Plgure 17.181. A related kinase, ATR, performs a similar function 
in respect of stalled replication forks, which are a consequence of some types of 
DNA damage. Loss of function of the ATM gene causes ataxia telangiectasia (AT; 
OMIM 208900). Affected homozygotes have a predisposition to various cancers, 
plus immunodeficiency, chromosomal instability, and cerebellar ataxia. 
Heterozygous carriers of certain specific ATM mutations are at increased risk of 
breast cancer, presenting tricky problems of medical management because they 
are also sensitive to radiation, so X-ray mammography may increase the risk of 
breast cancer. 

Nibrin and the MRN complex 

Nibrin is phosphorylated by ATM and forms a complex (MRN) with the MREll 
and RAD50 proteins. The complex localizes to sites of damage and may help to 
recruit repair enzymes. Lack of Nibrin causes Nijmegen breakage syndrome 
(NBS; OMIM 25 1260). NBS is clinically rather similar to AT but includes micro
cephaly and growth retardation in place of ataxia. MREll mutations also result in 
an AT-like disorder (ATLD; OMIM 604391). 

CHEK2: a mediator kinase 
CHEK2 is a mediator kinase. It is activated when it is phosphorylated by ATM. It 
then relays the AIM signal to other substrates including p53. In Chapter 16 a 
frameshift mutation in CHEK2 was mentioned as an inherited factor in breast 
cancer susceptibility, giving carriers a relative risk of2.34. Intriguingly, a missense 
vari ant that is found in about 5% of people in central Europ e has been shown to 
decrease the risk of lung cancer in smokers by about half. 
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The role of BRCA 1/2 

BRCAI protein, the product ofthe first gene implicated in familial breast cancer, 
localizes to sites of DNA damage. A multiprotein complex, the BASC (for BRCA1
associated genome surveillance complex), has been isolated that includes pro
teins involved in DNA damage response and repair. BRCAI also has functions in 
recombination, chromatin remodeling, and control of transcription. 

The BRCA2 gene encodes another very large protein (3416 residues) with mul
tiple functional domains, and a major role in familial breast cancer. It has no 
structural similarity to BRCAI protein but shares many functions. One function 
is to load many molecules of the RAD51 protein onto single-stranded DNA at 
sites of damage, as part of the recombinational repair mechanism. As well as 
being the cause ofsome hereditaJY breast cancer, a particular class ofhomozygous 
BRCA2 mutations cause the Dl form of Fanconi anemia (see OMIM 227650 and 
605724). This is an autosomal recessive syndrome of congenital abnormalities, 
progressive bone marrow failure, cellular hypersensitivity to DNA damage, and 
predisposition to cancer. 

p53 to the rescue 
p53 is a principal downstream target of the DNA damage detection system. DNA 
damage causes p53 to be phosphOlylated. As mentioned above (see Figure 17.14), 
this stabilizes p53, preventing Mdm2 from flagging it for degradation. The raised 
level of p53 leads to activation ofthe Cdk2 inhibitor p21 WAFI/CIPI, which prevents 
further progress toward S phase of the cell cycle. Raised levels of p53 can also lead 
to transcription of pro-apoptotic genes. When the signaling system is defective, 
the Gj/S checkpoint fails and cells may attempt to replicate damaged DNA. This 
leads to genomic instability, as described above. Cells with defects in the proteins 
described here seem to be particularly bad at repairing double-strand breaks. It 
may be that other types of damage do not rely so heavily on detection by this 
system for their repair. Details of the way in which DNA damage leads to delay of 
the cell cycle are reviewed by Kastan and Bartek (see Further Reading). 

Defects in the repair machinery underlie a variety of cancer-prone 
genetic disorders 

Tumor cells may fail to signal DNA damage, or alternatively the signal may be 
intact but the cell may have a defect that makes it unable to repair certain types 

Flgu,.. 11." Part of the signaling 
mechanism by which DNA damage causes 
cell cycle arrest. The ATM kinase is activated 
by DNA double·strand breaks (DSB) and 
phosphorylates numerous substrates, some 
of which are involved in DNA repair 
(e.g. Nibrin and BRCA 1). ATM also activates 
the CHEK2 protein, which in turn activates 
pS3, the principal target of the DNA damage 
detection system. Phosphorylated pS3 acts 
to block further progress through the cell 
cycle and also promotes apoptosis. 



557 INSTABILITY OF THE GENOME 

of damage. Any cell that is unable to repair DNA damage should be eliminated by 
apoptosis, but in a whole population of such cells there must be selective pres
sure for variants that can escape death. The different types of damage and differ
ent repair mechanisms were described in Chapter 13 and are reviewed by 
Hoeijmakers (see Further Reading) . Defects in each are associated with specific 
forms of cancer: 

• 	 Nucleotide excision repair is defective in several cancer-prone syndromes, 
particularly the various forms of xeroderma pigmentosum (XP; OMIM 
278700). Patients with XP are homozygous for inherited loss-of-function 
mutations in one or other of the genes involved in nucleotide excision repair. 
They are un-able to repair DNA damage caused by ultraviolet radiation. Tiley 
are exceedingly sensitive to sunlight and develop many tumors on exposed 
skin. 

• 	 Base excision repair defects are not common in human cancers, but a survey 
of patients with colon cancer by Farrington and colleagues (see Further 
Reading) showed that rare homozygous defects in the MUTYH repair enzyme 
were associated with a 93-fold increased risk of colon cancer. Overall, these 
accounted for about 0.5% of all cases ofcolon cancer. 

• 	 Double-strand break repalr defects primarily affect homologous recombina
tion rather than nonllomologous end joining, although both mechanisms 
require the ATM-NBSI-BRCAI-BRCAZ machinery mentioned above. 

• 	 Replication error repair defects cause a large generalized increase in muta
tion rates. These defects came to light when studies of familial colon cancer 
revealed the phenomenon of microsatellite instability, described below. 

Microsatellite instability was discovered through research on 
familial colon cancer 
Most colon cancer is sporadic. The rare familial cases fall into two main 
categories: 
• 	 Familial adenomatous polyposis or adenomatous polyposis coli (FAP or APC; 

OMIM 175100) is an autosomal dominant condition in which the colon is car
peted with hundreds or thousands of polyps. The polyps (adenomas) are not 
malignant, but ifleft in place one or more of them is virtually certain to evolve 
into invasive carcinoma. The cause is an inherited mutation in the APCtumor 
suppresso r gene (see Table 17.4). 

• 	 Hereditary non-polyposis colon cancer (Lynch syndrome I; OM1M 120435 
and 120436) is also autosomal dominant and highly penetrant but, unlike FAp, 
there is no preceding phase of polyposis. The causative genes were mapped 
by linkage analysis in affected famil ies to two locations, 2p21 and 3p21.3. 
Studies on FAP tumors and the polyps that precede them revealed losses of 

heterozygosity (LOHs) that led to a pioneering and influential description of the 
molecular events involved in the multi-stage evolution of colo rectal tumors (see 
below). However, similar LOH studies on the tumors in patients with Lynch syn
drome I produced unexpected , counterintuitive results. Rather than lacking alle
les present in the constitutional DNA, tumor specimens seemed to contain extra, 
nove], alleles of the micro satellite markers used (Pigure 17.19). LOH is a property 
of particular chromosomal regions, and may reveal the locations of tumor sup
pressor genes, but the microsatellite instability (MIN) in Lynch syndrome I is 

nonmalignant DNA ~ L-JL160.50 1.73.19 211.96 227 .50
567 369 16'50 1301 

~~ 
Figure 17.1' Microsatellite Instability. 
Electropherograms of two PCR-amplified 
microsate!lite markers. upper traces: blood 
DNA. Lower traces: tumor DNA. Note the 

lumor DNA 211. .99 227.53 160.49 173.21 	 extra peaks in the tum or DNA. (Courtesy of 
20'75 467378 197 	 Lise Hansen, University of Aarhus.) 
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TABLE 17.S GENES INVOLVED IN DNA REPLICATION ERROR REPAIR 

E, coli Human Chromosomal location Frequency in l ynch syndrome I 

MutS M5H2 2p21 35% 

M5H3 5q14.1 0%' 

MSH6 2p16 5%' 

MutL MLH I 3p22.2 60% 

MLH3 14q24.3 O%a 

PM52 7p22 few cases reported 

aOata from only one group, and interpretations are ambig uous. bAtypica llate -onset lynch 

syndrome I and endometrial cancer. For details, see Jiricny J & Nyst rom-Lahti M (2000) CUff. Opin. 

Genes Dev. 10, 157-162. 


general. Many tumors show occasional instabili ty of one or a fe w micro satellites, 
but high-frequency general instability (often defined as affecting 30% or more of 
aU markers tested) defines a class ofMIN+ tumors with distinct clinicopathologi
cal features. Microsatellite instability is seen in IG-15% of colorectal, endome
trial, and ovarian carcinomas, but only occasionally in other tumors. 

In a wonderful example of lateral wnking, Fishel and colleagues in 1993 
related the MIN+ phenomenon to so-called mutator genes in Escherichia coli and 
yeast. These genes encode an error-correction system that checks newly synthe
sized DNA for mismatched base pairs or small insertion-deletion loops. Mutations 
in the MutHLS genes that encode the E. coli system led to a 100-1000-fold general 
increase in mutation rates. Fishel and colleagues cloned a human homolog of 
one of these genes, MwS, and showed that it mapped to the location on 2p ofone 
of the Lynch syndrome I genes, and was consti tutionally mutated in some fami
lies with the syndrome. In all, six homologs of the E. coli genes have been impli
cated in human mismatch repair (Table 17.5 and Figure 17.20). 

Patients with Lynch syndrome I are constitutionally heterozygous for a loss
of-function mutation, almost always in MLHl or MSH2. Their normal cells still 
have a functioning mismatch repair system and do not show the MIN+ pheno
type. In a tumor, the second copy is lost by one of the mechanisms described for 
retinoblastoma or, at least in the case of MLH1, it may be intact but silenced by 
promoter methylation. 

newly syntheSized strand 

/ 

exonuclease 
(2) resynthesize 	 pol~e~ase 

replication factors 

(1) strip back 

Figure 17.20 Mechanism of mismatch 

repair, Replication errors can produce 
mismatched base pairs or small insenion
deletion loops. These are recognized by 
hMutSa, a dimer of MSH2 and MSH6 
proteins, or sometimes by the MSH2-MSH3 
dimer hMutSp. The proteins transloca te 
along the DNA, bind the MlH l-PMS2 dimer 
hMutLa, then assemble the ful l repairosome, 
which strips back and resynthesizes the 
newly synthesized strand. 
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17.6 GENOMEWIDE VIEWS OF CANCER 
The general move of genetic research away from specific genes and toward 
genomewide analysis has been particularly marked in cancer research. Several 
large collaborative projects are generating genomewide data on a huge scale. The 
goal of the Cancer Genome Anatomy Project (http://cgap.nci.nih.govl)is'to 
determine the gene expression profiles of normal, pre-cancer, and cancer cells, 
leading eventually to improved detection, diagnosis, and treatment for the 
patient.' The International Cancer Genome Consortium (http://www.icgc.org/ 
home) has as its goal 'to obtain a comprehensive description of genomic, tran
scriptomic and epigenomic changes in 50 different tumor types and I or su btypes 
which are of clinical and societal importance across the globe.' 

Cytogenetic and microarray analyses give genomewide views of 
structural changes 
Multicolor FISH (see Figure 17. 17) makes it possible to identify all cytogenetically 
visible chromosomal rearrangements in a tumor cell. Results from this and ear
lier techniques are accumulated in the Mitelman database (http://cgap.nci.nih 
.gov/Chromosomes/Mitelman). As at 16 December 2009 this contained results 
on 57,402 cases. On a finer scale, microarray-based methods (array- CGH and 
SNP chips) provide genomewide information on copy-number variations. For 
example, Weir et al. cataloged copy-number variations in 371 primary lung ade
nocarcinomas by comparing the hybridization intensity ratio between each 
tumor DNA and a panel of normal DNAs on a high-resolution SNP chip. These 
methods have superseded studies of loss of heterozygosity at individual gene loci 
and the use of individual FISH probes, although those still have impol1ant roles 
in diagnosis. 

New sequencing technologies allow genomewide surveys of 
sequence changes 
Massively parallel sequencing technologies are enabling researchers to generate 
unprecedented amounts of sequence data from tumor samples. Studies may be 
targeted at protein-coding sequences, or they may sequence the entire tumor 
genome. In the former category, a noteworthy pioneering example was a study by 
Greenman and colleagues of all the 518 known protein kinase genes in 
210 tumors, representing 10 different types of cancer. Genes showing non
synonymous somatic mutations were sequenced in a further series of454 tumors. 
Two independent analyses of glioblastoma multiforme (a deadly brain tumor) 
reported in autumn 2008 show the increasing scale of work. Parsons and col
leagues sequenced all coding exons of 20,661 protei n-coding genes in 22 tumor 
samples, and the Cancer Genome Atlas Research Network sequenced exons of 
601 selected genes in matched tumor and normal samples from 91 cases. Both 
studies supplemented the sequencing by studies of copy-number changes and 
gene expression. Many other such studies are being reported. 

The first whole genome sequence of a tumor cell was reported by Ley and col
leagues in 2008. This was of a rather unusual tumor type, an acute myeloid leuke
mia with no evidence of any acquired chromosomal or copy-number abnormali
ties, implying that tumordevelopment was driven by small-scale genetic changes. 
To generate meaningful data, it is importan t to check each sequence many times 
(Ley and colleagues used a 32-fold coverage) and to sequence the normal DNA of 
the same patient so that tumor-specific somatic mutations can be distinguished 
from the many individual variants present in the patient's normal genome. The 
tumor genome had more than 3.8 million variants in comparison with the stan
dard human genome reference sequence. The great majority of these were also 
present in the patient's normal genome, reflecting the typical individual ity of 
normal genomes (as described in Chapter 13). However, 63,000 of the changes 
were not present in the patient's normal genome, and so represented acquired 
somatic mutations. 

A major problem in al l sequencing studies is to distinguish driver mutations 
(which contribute to carcinogenesis and have been positively selected during 
micro evolution of the tumor) from passenger mutations that are an incidental 

http://cgap.nci.nih
http:http://www.icgc.org
http://cgap.nci.nih.govl)is'to
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consequence of the many cell divisions and genomic instability of cancer cells. 
Passenger mutations probably greatly outnumber driver mutations. For example, 
the glioblastoma multifomle study by Parsons et al. identified one or more non
silent coding sequence changes in 685 of the 20,661 genes studied, with a mean 
of 47 mutations per tumor. Combining data from sequencing (including limited 
testing of a further 83 tumor samples)' copy-number changes, and expression 
data suggested that 42 ofthese genes might harbor driver mutations. 

These and other similar results clearly show the complexity and heterogeneity 
of tumorigenesis. Individual tumors have large numbers of mutations and, even 
among tumors of the same type, there is only limited overlap. To extract signifi
cant patterns, the International Cancer Genome Consortium plan to sequence at 
least 2000 genes in 250 samples each from 50 tumor types, a total of 12,500 sam
ples. The review by Stratton, Campbell, and Futreal gives a good picture of the 
achievements of tllis work and the challenges it faces. 

Further techniques provide a genomewide view of epigenetic 
changes in tumors 
Genomewide methylation patterns can be investigated by using specific anti
bodies to precipitate metllylated DNA. The sequences present in the immuno
precipitate are identified by hybridization to microarrays Or by large-scale 
sequencing (ChIP-chip or ChIP-seq; see Chapter 11). Comparison with the meth
ylation pattern in the corresponding normal cells allows the cancer epigenome 
to be characterized. Array-CGH can be used to perform the comparison directly. 
Widespread hypomethylation is a feature of almost all tumor cells. Presumably, 
the result is to activate many genes whose expression is normally repressed by 
methylation. This is one ofthe earliest observable changes, and, as discussed in a 
review by Feinberg, Ohlsson, and Henikoff, some workers speculate that this epi
genetic change is central to tumorigenesis. 

Superimposed on the general hypomelhylation is hype/methylation of CpG 
islands in the promoters of specific genes. This can be studied by hybrid izing 
bisulfite-treated DNA to a custom microarray. As described previously (see Box 
11.4), sodium bisulfite converts cytosine to uracil but leaves 5-methylcytosine 
unchanged. Oligonucleotide probes on the micro array hybridize specifically to 
either the converted or the unconverted sequence. With this technique, the 
Cancer Genome Atlas Research Network tested 2305 genes for tumor-specific 
promoter methylation in their studyofglioblastoma multiforme described above. 
This revealed specific methylation at the promoter of MGMT, a gene encoding a 
DNA repair enzyme that removes alkyl groups from guanine residues. Tumors 
with this feature showed pervasive hypermutation, with a specific spectrum of 
nucleotide sequence changes. 

Tumors in many organs can be divided into those showing methylation of 
many CpG islands (CpG island metllylation phenotype; CIMP') and those that 
are CIMP-. It is claimed that CIMP' cancers form a clinically and etiologically 
distinct subgroup, although the mechanism and implications of this are not cur
rently understood. The factor underlying these patterns may be activities of the 
po/ycomb group of chromatin remodeling proteins (see Chapter 11). 

Genomewide views of gene expression are used to generate 
expression signatures 
Pathologists have always classified tumors by their appearance under the micro
scope (see Figure 17.1); however, from the mid-1990s onward, substantial efforts 
have been devoted to developing classifications based on patterns ofgene expres
sion. Most research has used microarrays. An alternative is to sequence total 
cDNA, either directly or in the form of concatenated short tags (SAGE, for Serial 
AnalysiS of Gene Expression; see Chapter 11). Sequencing produces data that are 
more quantitative, and the precision of quantification can be increased to any 
desired extent by sequencing more individual molecules. 

In a typical experiment, a micro array containing probes for every human gene 
is used to compare RNA or cDNA from a tumor with RNA or cDNA from the cor
responding normal tissue. This might be done directly in a competitive hybridi
zation or by two sequential hybridizations. Alternatively, RNAs or cDNAs from a 
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series oftumors can be used to search for common patterns or meaningful differ
ences. Meticulous control of th e experimental conditions and very careful filter
ing and processing of th e raw data are necessary to produce reproducible results. 
The processed data are displayed as a matrix in which each column shows data 
for one sample and each row shows data for one gene. Cells of the matrix are 
colored to indicate raised, lowered , or unaltered levels of expression. 

The challenge is to extract meaningful patterns from the matrix. The object 
may be to find gene expression signatures-patterns ofover expression or under
expression of a limited number of genes-that are correlated with known clinical 
variables and may serve to predict that variable inan unknown case. Alternatively, 
the object may be to identify unexpected between-sample similarities and differ
ences that can define new classes o f tumor. Hierarchical clustering methods rear
range the rows and columns of the matrix. to maximize similarities. 

MicroRNAs (miRNAs) , small noncoding RNAs that are thought to have a regu
latory role, have also been targets of genomewide expression profiling. The pro
files show characteristic changes in different tumor types. Most miRNAs are 
downregulated in most tumors. This suggests a general dedifferentiation of the 
ceils, a reversion to a more embryonic state. MiRNA expression tends to increase 
as cells differentiate. 

Superimposed on an overall decrease in miRNA expression, cancer cells show 
abnormal rniRNA expression profiles. Lu and colleagues reported profiles of 217 
miRNAs in 334 samples of normal human tissue and various tumors (see Further 
Reading). The profiles were remarkably diverse and performed better than mRNA 
profiles at discriminating between different tumor types, and between tumor 
and normal cells. Other researchers showed that overexpression of one miRNA, 
miR-lOb, in nonmetastatic breast tumors triggered invasion. Clinical progression 
of primary breast tumors correlated with miR-l0b levels. Other miRNAs 
(miR-126 and miR-335) had the opposite effect: metastatic breast cancer cells 
lose expression of these two miRNAs, and restoring their expression decreased 
the metastatic potential of the cells. 

The data are currently co nfusing, but some indi,~dual miRNA genes do fulfill 
the criteria for oncogenes or tumor suppressor genes. This may be because they 
control the expression of one of the weU-known classical oncogenes or tumor 
suppressor genes, or it might reflect some independent action of the miRNA. 

Expression profiling has been widely and successfuUy used for identifyi ng dis
tinct categories of tumor (class discovery). Flgw-e 17.21 shows typical examples. 
The eventual aim must be to develop prognostic and predictive ind icators. 
Prognostic indicators would predict the likely survival of the patient, regardless 
of treatment. Pred ictive indicators would predict which treatments wo uld be 
most likely to succeed "'~th that particular tumor. How far expression profiling 
has moved toward such direct clinical relevance is discussed in Chapter 19. 

17.7 UNRAVELING THE MULTI-STAGE EVOLUTION 
OF A TUMOR 
As emphasized at the start of this chapter, all cancers are the result of a microevo
lutionary process that progresses through a series of stages. A full understanding 
of any cancer requires a description of the successive stages in its development. 
Our understanding of tumor evolution is best developed for colorectal cancers, 
because al l the stages of tumor development can be studied in resected colon 
from patients with famil ial adenomatous polyposis (FAP). 

The microevolution of colorectal cancer has been particularly 
well documented 
The earliest lesions in otherwise normal colonic epithelium are microscopic 
aberrant ctypt foci. These may develop into benign epithelial growths called pol 
yps or adenomas. Adenomas evolve through early (less than 1 cm in size). inter
mediate (larger than 1 cm but without fo ci of carcinoma), and late (larger than 
1 em and with foci of carcinoma) stages, to become carcinomas, which eventu
ally metastasize. For each stage, a sample of lesions can be used to assemble a 
picture of the molecular changes characteristic of that stage. Some changes are 
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Figure1?11 Examples of the use of expression arrays to characterize tumors. (A) Identifying the tissue of origin . Expression 

p~tterns of 148 genes (rows) classify 100 tumors (columns) by origin . Pr, prostate; BI, bladder/ ureter; Br. breast; Co, cOlorectal; Ga. 

gastroesophagus; Ki, kidney; Li, liver; Ov, ovary; Pa. pancreas; LA. lung adenocarcinoma; lS, lung squamous cell carcinoma. Red 
indicates increased gene expression, blue decreased expression. (B) Distinguishinglwo types of diffuse large B-ceillymphoma. 

Clustering of gene expression distinguishes germinal center-like tumors (orange bars) from activated B-like tumors (blue bars). 

Five-year survival in the two groups is 76% and 16%, respectively. (C) Sensitivity to chemotherapy drugs. Expression profiles of 

6817 genes in 60 tumor cell lines were correlated with response to 232 drugs. The figure shows gene expression patterns (rows) In 
30 cell lines (columns) that predict sensitivity or resistance to one drug, cytochalasin D. (D) Predicting the clinical outcome of breast 

cancer. Expression patterns o f 2S,000 genes were scored in 98 primary breast cancers. The fig ure shows profiles of 70 prognost ic 
marker genes (rows) in 78 cancers (columns). All patients had undergone surgery and radiotherapy; the solid yellow line divides 

those predicted to require additional chemotherapy (above th e line) from those who do not need this unpleasant treatment. 

[(A) from Su AI, Welsh JB, Sapinoso lM et al. (2001) Cancel Res. 61. 7388-7393. With permission from the American Association 

for Cancer Research. (B) from Ali2adeh AA. Eisen MB, Davis RE et al. (2000) Nature 403, 503-511. With permiSSion from Macmillan 
Publishers ltd. (C) from Staunton JE, Sionim OK. Coller HA et al. (2001) Proc. Nat} Acad.Sci. USA 98, 10787-10792. With permission 

from the National Academy of Sciences. (D) data from van 't Veer U. Oai H, van de Vijver MJ et al. (2002) Nalure 415, 530-536. With 
permission from Macmillan Publishers ltd.1 

frequ ent in very early stage lesions, whereas others usually only appear later. The 
principal observations are as follows: 

• 	 The earliest detectable lesions, aberrant crypt foci, lack all APCexpression. In 
people with FAP, who have one inherited loss-of-function mutation of APC in 
every cell, about 1 epithelial cell in 106 develops into a polyp. This rate is con
sistent with loss of the second APCallele being the determining event. 

• 	 Early stage adenomas, like most cancer cells, show a global hyp omethylation 
of CpG sequences in the DNA. Despite the overall hypomethylation, CpG 
islands in the promoters of specific genes are hypermethylated, as mentioned 
previously. 

• 	 About 50% of intermediate and late adenomas, but only about 10% of early 
adenomas, have mutations in the KRAS oncogene. Thus, KRAS mutations may 
often be required for progression from early to intermediate adenomas. 

About 50% oflate adenomas and carcinomas show a loss of heterozygosity on 

ISq. This is relatively uncommon in early and intermediate adenomas. 1t 

seems likely that the relevant gene is SMAD4 rather than the initial candidate, 

DCC. 
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Figure 17.22 A model for the multi-step development of (olon cancer. In many tumors a loss, activation, or mutation of certain 
genes is seen at particular histological stages, as described in the text. This is primarily a tool for thinking about how tumors develop, 
rather than a firm description. Every (olore(tal cancer is likely to have developed through the same histological stages, but the 
underlying genetic changes are more varied. 

• 	 Colorectal carcinomas, but not adenomas, have a very high frequency of TP53 
loss or mutations. 

These observations bave been summarized in the much-quoted 'Vogelgram' 
of Figure 17.22. This scheme should not be over-interpreted; it is a model for 
thinking about the multi-stage evolution of cancer, not a description of how it 
always happens. As the statistics quoted above show, many colon cancers do not 
show these changes, Indeed, only about 60% have APC mutations, and Lynch 
syndrome I tumors follow a different route, 

Similar but more rudimentary schemes can be made for other tumors for 
which the data are not so rich. The early mutations in the multi-step evolution of 
a tumor are more critical than the later ones, because there may be only a few 
ways in which a small number of mutations can change the behavior of an other
wise normal cell that has all its defenses intact. The genomic instability of later 
stages allows a much wider range of possibilities on which natural selection can 
act. According to the gatekeeper hypothesis of Kinzler and Vogelstein, in a given 
renewing cell population one particular gene is responsible for maintaining a 
constant cell number. Mutation of a gatekeeper leads to a permanent imbalance 
between cell division and cell death, whereas mutations of other genes have no 
long-term effect if the gatekeeper is functioning correctly. The tumor suppressor 
genes identified by studies of Mendelian cancers are likely to be the gatekeepers 
for the tissue involved, for example RBI for retinal progenitor cells, NF2 for 
Schwann cells, and VHL for kidney cells. Sporadic cases would then need two 
successive mutations in the gatekeeper-but, as was shown earlier for retino
blastoma, this is compatible with the normal target cell population size and the 
relative rarity of each specific sporadic cancer. Some common cancers such as 
prostate or lung cancer do not have clean Mendelian forms. These pose a bit of a 
problem for the gatekeeper hypothesis because they suggest that no single initial 
mutation substantially increases the likelihood that a tumor will develop. 

Interestingly, inherited APCmutations are almost always frameshifting (68%) 
or nonsense (30%) changes, whereas the somatic mutations (the second hit in 
familial cases, and both mutations in sporadic tumors) seldom inactivate the 
gene fully. This fits well with the gatekeeper hypothesis. People with inherited 
FAP remain normal and healthy until one cell suffers a second mutation; there 
should be some difference between their inherited mutations and the somatic 
mutations that are postulated to change cell behavior. However, this argument 
seems specific to the APC gene. It is perhaps relevant that APC protein not only 
regulates the level of ~-catenin, a critical controller of cell growth (see below), but' 
also has a role in ensuring chromosomal stability, APC protein helps ensure the 
attachment of spindle microtubules to the kinetochores of chromosomes. We 
have already noted that even very early adenomas show chromosomal instability, 
It is likely that a single APC mutation (of the right type) already confers a growth 
advantage on colonic epithelium, whereas mutation of a single BRCA1I2 gene 
gives no advantage to ductal epithelium. This may explain why APC mutation is 
very common in sporadic colon cancer but BRCA1I2 silencing is seen in only 
10-15% of sporadic breast cancers. 
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, 7.8 INTEGRATING THE DATA: CANCER AS CELL 
BIOLOGY 
As we remarked at the start of this chapter, cancer genetics can be deeply confus
ing. So many genes, so many mutations, such an infinity of combinations; every 
tumor is unique. But what they all have in common is that each tumor is the 
product of selection for a specific set of definable capabilities-the six capabili 
ties listed at the start of this chapter, which are the hallmarks of cancer cells. 
Relating the DNA changes to the overall behavior of a tumor cell requires us to 
think of cancer in terms of cell biology. 

Tumorigenesis should be considered in terms of pathways, not 
Individual genes 

When we think in terms of pathways rather than individual genes, there are only 
a limited number of ways of achieving those essential capabilities. For example, 
the scheme of Figure 17.22 is intended to show the most common changes at 
each stage in the evolution of colorectal cancer-but relatively few tumors adhere 
strictly to the specifics of this scheme. In one series of 106 tumors reported by 
Smith and colleagues in 2002, only 7 had mutations in all three of APC, KRAS, and 
TP53. Some of the heterogeneity disappears when we think in te rms of pathways 
rather than individual gene mutations: 

Tumors lackingAPCmutations often have activating mutations in p-catenin, 
or sometimes inactivating mutations in axin. figure 17.23 shows that one 
main role of the AFC protein is to keep levels of p- catenin low, thus reducing 
the transcription of genes such as MYC and cyel in Dl by the TCF/LEF (lym
phOid enhancer binding factor) transcription factor. Axin collaborates in this 
process. 
Tumors lacking KRAS mutations often have ERAFmutations. BRAF acts down
stream of KRAS in the same intracellular pathway by which signals from cell 
surface receptors activate MAP kinase (shown in Figure 4.15). A study of 330 
colorectal tumors by Rajagopalan and colleagues identified 169 with KRAS 
and 32 with ERAF mutations-but no tumor carried mutations in both 
genes. 

• 	 FAF tumors tend to lose chromosome 18g, but the tumors of Lynch syndrome 
I are chromosomally stable and do not lose 18q. The selective pressure in both 
cases is probably a loss of growth-inhibitoryTGF-p signaling.ln FAP, this often 
happens by loss ofthe downstream effector SMAD410cated on 18q. In Lynch 
syndrome I, 90% of MIN+ tumors have frameshifting mutations in a run of 
eight consecutive adenines in the TGF-p receptor II gene. 
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FlgUJ.17.l:l The APe pathway in 
colorectal cancer. (A) One main role of the 
APC protein is to bind l3-catenin (!l·Ca t), 
which is then marked for destruction. Axin 
collaborates in this process. GSK3B, glycogen 
synthase kinase 3B. (B) Loss of APe function 
allows I3-catenin to accumulate and bind to 
the TCF/LEF (lymphoid enhancer binding 
factor) transcription factor, thus promoting 
the transcription of genes such as MYC and 
eyelln D1. However. there are olher ways 
of achieving the same effect (see the text). 
(Adapted from Fearnhead NS. Britton MP 
& Bodmer WF (2001) Hum.Mol. Genet. 
10, 721-733. With permission from Oxford 
University Press.) 
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Thus, behind the heterogeneity of molecular events, there is a much more 
regular picture of pathways that must be inactivated for a tumor to develop. In 
their 2002 review, Hahn and Weinberg attempted to list all these pathways and 
draw up a 'route map' of cancer. The current generation of integrated genom
ewide investigations of different tumor types is providing many concrete exam
ples (Figure 17,24), and the review by Vogelstein and Kinzler gives many others. 
Figure 12.11 gives an impression of just how complex a full picture will be. 

Malignant tumors must be capable of stimulating angiogenesis 
and metastasizing 
Of the six capabilities that a malignant tumor must acquire, we have already seen 
the roles of activated oncogenes, deranged cell cycle control, p53 mutation, and 
reactivation of telomerase in achieving the first four capabilities in the list. The 
final two capabilities are angiogenesis and metastasis. 

After a tumor reaches a volume of2-3 mm3 itbecomes dependent on the pro
duction of new blood vessels (angiogenesis) to obtain an adequate supply of oxy
gen and nutrients. The capability of sustained angiogenesis depends on an ang
iogenic switch that both up regulates pro-angiogenic factors and down-regulates 
angiogenesis inhibitors. Different types of tumor may use different molecular 
strategies to activate the switch. Many cytokines and other signaling molecules 
are involved. Members of the VEGF (vascular endothelial growth factor) family of 
proteins have prominent roles in this. Expression is up regulated in many tumors, 
and VEGF is the target of anti-cancer drugs such as Avastin®. Hypoxia triggers the 
expression of many genes by stabilizing the transcription factor HIF]u (Hypoxia 
Inducible Factor ]u). One hereditary cancer syndrome, von Hippel-lindau syn
drome (see Table 17.4) , is caused by the loss of a protein that normally keeps 
HIFlu levels low by ubiquitylating it and flagging it for degradation. 

Metastasis may not be a speCifically selected capability, because the ability to 
metastasize is not clearly advantageous to any cell in a primary tumor. Some 
capabilities that are advantageous to primary tumors also incidentally facilitate 
metastasis. Tumors need to be highly vascularized, but this also increases the 
opportunities for cells to leave the tumor and travel round the body. Primary 
tumors need to be invasive to provide room for growth, but the decreased cell 
adhesion and increased ability to disrupt tissues also aid metastasis. On the other 
hand, a whole series of functions are not important to primary tumors but are 
necessary to allow a newly seeded tumor cell to establish a colony in a new loca
tion. The review by Nguyen and Massague discusses these issues. 

Fig"r. 1 7.24 Altered signaling pathways 
in glioblastoma multiforme tumor cells. 
A variety of different sequence or copy
number changes among pathway 
components are seen in different individual 
tumors. (A) tn 87% of tumors, the pathways 
through which p53 affects senescence and 
apoptosis are compromised by a variety 
of different genetic changes. (B) In 88% of 
tumors, various genetic changes affect the 
pathways by which receptor tyrosine kinases 
(EGfR, ERBB2, PDGFRA, and MET) acting 
though RAS and PI(3)K (phosphoinositide 
3·kinase) control cell proliferation and 
survival. Yellow indicates activating genetic 
alterations, with frequently altered genes 
showing deeper shades of yellow. Blue 
indicates inactivating mutations, with 
darker shades corresponding to a higher 
percentage of alterations. [Data from Cancer 
Genome Atlas Research Network (2008) 
Nature 455, 1061-1068. With permission 
from Macmillan Publishers Ltd.] 
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Systems biology may eventually allow a unified overview of tumor 
development 

Each of the six capabilities listed by Hanahan and Weinberg may be acquired by 
a variety of different genetic changes, but in each case acquiring it requires cer
tain specific pathways to be activated or inactivated. Figure 17.25, taken from the 
review by Hanahan and Weinberg, shows so me of the target pathways. The capa
bilities are not necessarily acquired in the same order in different tumors, but the 
requirements for genomic instability and successive clonal expansions at inter
mediate stages impose a certain regularity on the process. 

All these pathways are used to steer a cell in certain directions in particular 
circumstances (Figure 17.2BA), Ufe would be very simple if signal and response 
were connected by a single unbranched linear pathway (Figure 17.26B) but this 
seems never to be the case. Rather, multiple branching, overlapping, and par
tially redundant pathways control the behavior of cells (Figure 17.26C). Such 
complicated networks are probably necessary to confer stability and resilience 
on the extraordinarily complex machinery of a cell. Experimentally, unraveling 
the precise genetic circuitry of the controls is exceedingly difficult, partly because 
of their complexity and partly because it is difficult to distinguish direct from 
indirect effects in transfection or knockout experiments. The science of systems 
biology is devoted to quantitative modeling of such networks, and one of its main 
applications is in cancer. When a full quantitative description of the control net
work in each different cell type has become available, we will be in a position to 
truly understand cancer. 

CONCLUSION 
Cancer is the result of a Darwinian microevolutionary process among the cells of 
our body. Ju st as in the evolution of a population of animals, individual cells 
acquire mutations at random, and natural selection favors any ceU containing 
mutations that allow it to reproduce faster or resist death better than its neigh
bors.1b become a cancer cell, a cell must be able to continue replicating, inde
pendently of external growth and anti-growth signals. This requires several suc
cessive mutations to disable multiple regulatory pathways. 

f lgwil 17.2..5 Pathways important for the 
acquisition of cancer cell capabilities. 
Thisfigure is an initial attempt to show 
the involvement of oncogenes and tumor 
suppressor genes (shown in red) in many 
pathways that affect a cell's choice of 
progressing through the cell cycle, exiting 
from the cycle, or undergoing apoptosis. 
Many specific examples are discussed by 
Hanahan and Weinberg, from whose paper 
thisfigure is taken. RTK, receptor tyrosine 
kinase; 7-TMR, 7-transmembrane segment 
cell surface receptor; ECM, extracellula r 
matrix. (From Hanahan D &Weinberg RA 
(200 0) (eft 100, 57-70. With permission from 
Elsevier.] 
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Figure 17.16The options open to asuppressor genes have no phenotypic effect until both alleles are inactivated (as 
cell, and how it chooses. (A) In response Knudson put it, they must suffer two hits). A single inactivating mutation can be 
to internal and external signals, a cell

transmined through the germ line, so that it is present in every cell of the off chooses between stasis, mitosis, apoptosis, 
spring. Such cells still function normally but are vulnerable to a single hit that and sometimes differentiation. (6) An 
inactivates the remaining functional allele. This is a much more frequent occur imaginary cell in which signals are linked to 
rence than two hits happening by chance on a single normal cell, so the result is responses by linear unbranched palhways 
an inherited high risk of cancer. of stimulation (~) or inhibition (-1) . Human 

Every tumor is a unique product of a separate microevolutionary process, and cells do not function like this. (e) In real celis, 

contains a unique spectrum of driver and passenger mutations. However, all signals feed into a complex network of partly 
redundant interactions whose outcome istumors need to have acquired a set of specific capabilities: in addition to inde
not easy to predict analytically. pendence from external growth and anti-growth signals, tumors need to avoid 

apoptosis, replicate indefinitely, develop their own blood supply (angiogenesis)' 
and, in malignant tumors, invade other tissues to establish secondary tumors. 
These capabilities depend on subverting the same network of Signaling pathways 
in a given cell type. Thus, considered in terms of pathways, tumors are much less 
heterogeneous than when the individual gene mutations they contain are listed. 
Understanding cancer requires a quantitative and genomewide view of how the 
signaling network functions in normal ceUs of each particular type. Only when 
we have obtained such a view will we then understand how specific genetic or 
epigenetic changes can destabilize the network and allow a tumor to develop. 
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Chapter 18 


Genetic Testing of 
Individuals 

KEY CONCEPTS 

• 	 In considering what method is appropriate for a genetic test, it is important to distinguish 
cases in which it is necessary to scan one or more whole genes for any mutation that might 
be anywhere in their sequence from cases in which we wish to check for a specific 
predefined sequence change. 

• 	 Testing can be done with either DNA or RNA. RNA must be obtained from a tissue in which 
the gene in question is expressed, and such samples need much more careful handling than 
DNA samples. However, RNA analysis may be more economical for a gene that has many 
small exons, and it can reveal abnormal splicing that may not be apparent from DNA 
testing. 

• 	 The first step in testing is almost always to amplify the relevant sequences by using PCR. or 
RT- PCR if RNA is being analyzed. 

• 	 In scanning a gene for any possible mutation, the normal procedure is to sequence the 
DNA, exon by exon, or to sequence an RT-PCR product. 

• 	 There are several methods for quickly checking each exon of a multi-exon gene to see 
whether it is likely to harbor any sequence variant. Their purpose is to reduce the amount of 
sequencing that is necessary to detect a mutation. These methods usually exploit 
differences in properties of DNA heteroduplexes, or the conformation of single-stranded 
DNA under non-denaturing conditions. 

• 	 The protein truncation test can be used to scan a gene for mutations that introduce a 
premature termination codon. 

Novel missense or synonymous changes identified while scanning a candidate gene for 
pathogeniC mutations pose great problems for interpretation. Many approaches are used to 
try to decide whether or not a change is pathogenic, but if these fail to give a definitive 
answer, a change has to be listed as an unclassified variant. 

Many methods exist for testing for a predefined sequence change. They often involve allele
specific hybridization, allele-specific DNA ligation, or extending a primer across the site in 
question. These methods are also used for genotyping single nucleotide polymorphisms. 

Special techniques to identify deletions or other copy-number changes include multiplex 
ligation-dependent probe amplification (MLPA; used to detect the duplication or deletion 
of one or a few exons) and comparative genomic hybridization (CGH; used to detect larger 
changes). 

Gene tracking is sometimes used in family studies to discover whether somebody has 
inherited a pathogenic allele, in cases in which it is impracticable or undesirable to check 
directly for the mutation. 

• 	 Genotypes at a limited number of highJy polymorphic microsatellites can be used to 
produce a profile of a DNA sample. DNA profiling can be used to determine the zygosity of 
twins or the paternity of a child, or in criminal investigations to identify the source of DNA 
recovered from a crime scene. 
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Genetic testing is a routine tool for almost all biomedical scientists. PCR-based 
tests are the standard way of identifying pathogens and are the everyday working 
tools of microbiologists and virologists. Emerging diseases are identified by 
sequencing the pathogen's genome and are tracked by genetic tests. Animal and 
plant breeders use genetic tes ts to guide their work. Ow- modern understanding 
of evolution and development is based on genetic tests. However, this being a 
book on hum an molecular genetics, we will confine ourselves here to tests 
focused on the human genome. Even here the fie ld is very extensive. Previous 
chapters have covered many applications of genetic tests in research, for exam
ple to map disease genes or susceptibility factors, or to identify the cause of a 
disease. Here we consider the methodology of testing in human diagnostics and 
forensics. Many of the principles have already been covered in Chapter 7. 

When considering diagnostic tests, wherever possible we will use two of the 
most common Mendelian diseases, cystic fibrosis (CF) and Duchenne muscular 
dystrophy (DMD), to illustrate the various testing methods. Both CF and DMD 
involve large genes with extensive allelic heterogeneity, but beyond that they 
pose rather different sets of problems for DNA diagnosiS (Table 18.1). Between 
them, they show many of the issues involved in testing for Mendelian diseases. As 
always in this book, we concentrate on the principles and not the practical details. 
Best practice guidelines for laboratory diagnosis of the commoner Mendelian 
diseases are available on thewebsites oftheAmerican College of Medical Genetics 
and the UK Clinical Molecular Genetics Society, among others. The reader inter
ested in specific procedures or conditions should consult these (see Further 
Reading). 

Genetic tests are unusual among clinical tests because a genetic test is nor
mally performed just once and the result forms a permanent part of a person's 
health record. Thus, it is especially important to avoid mistakes in diagnostic 
testing. Any laboratory offering clinical (or forensic) testing must have adequate 
quality assurance measures in place. These are beyond the scope of this chap· 
ter-any interested reader should consult the principles and guidelines pub
lished by the Organisation for Economic Co·operation and Development (OECD) 
(see Further Reading). 

When a clinician brings a sample of a patient's DNA to a laboratory for diag
nostic testing, there are three possible questions that the laboratory might be 
asked to answer: 

Does the patient have any mutation in any gene that would explain the dis· 
ease? This is an unreasonable question to ask for routine diagnosis, even if it 
might very occasionally be possible in a research context. Gene testing has to 
be targeted. Even though the day may come when a persons entire genome 
sequence forms part of his or her basic health record, we would still need to 
know where to look amo ng the several million specific variants present in a 
person's DNA. At best it might be reasonable to ask a laboratory to check 

TABLE 18.1 THE CONTRASTING GENETICS OF CYSTIC FIBROSIS AND DUCHENNE MUSCULAR DYSTROPHY 

Condition Cystic fibrosis Duchenne mu scular dystrophy 

Mode of inheritance autosomal recessive X-li nked recessive 

Type of pathogenic mutation loss-af-fu nction mutations loss-of-function mutations 

Characteri stics of gene fairly large gene: 250 kb genomic DNA, giant gene: 2400 kb geno mic DNA, 79 exons, 14 kb mRNA 
27 exons, 6.5 kb mRNA 

Spectrum of mutations almost all mutations are single-nucleotide 65% of mutations are deletions encompassing one or more 
changes; a few large deletions complete exons; 5% duplica tions; 30% nonsense, splice site, or small 

frameshifti ng mutations; miS5ense mutations are very unusual 

Freq uency of new mutations new mutations are extremely rare new mutations are very frequent 

Frequency of mosaicism mosaicism is not a problem mosaicism (see Chapter 3, p. 77) is common 

Frequency of intragenie little intragenie recombination recombination hotspot (12% between markers at either end of the 
recombination gene) 
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maybe 100 candidate genes-and it is quite speculative to suppose that even 
this could become a routine diagnostic procedure. It is, however, practical to 
ask whether the patient's condition might be explained by a large-scale dele
tion or duplication anywhere in the genome, as described in Section 18.4. 

o 	 Does the patient have any mlltation in this particular gene that might cause 
the disease? Standard ways of answering this question are considered 
in Section 18.2, and an alternative approach, gene tracking, is considered in 
Section 18.5. 

o 	 Does the patient have a specific mlltation in this particular gene, for example, 
a three-base deletion of the codon for phenylalanine 508 in his or her CFTR 
gene? The circumstances in which this type of very specific question can be 
asked, and ways of answering it, are considered in Section 18.3. 

The question might be asked not by a clinician about somebody's diagnosis or 
prognosis but by a policeman or lawyer about somebody's identity or the rela
tionship between two people. Such questions are addressed by DNA profiling, 
which is described in Section 18.6. DNA profiling is also occasionally needed to 
answer clinical questions. 

18.1 WHATTQTEST AND WHY 
DNA for genetic testing can be obtained from any sample containing nucleated 
cells, but clinical considerations may dictate the choice of sample. Sometimes it 
is more appropriate to test RNA or to perform a functional test, for example of 
enzyme activity; in those cases the sample must come from a tissue in which the 
gene is expressed and/ or the gene product is normally functional. 

Many different types of sample can be used for genetic testing 

Genetic testing almost always begins with amplification of the DNA or RNA sam
ple by PCR, applying the methods described in Chapter 6. The sensitivity of peR 
makes it possible to use a wide range oftissue samples (1'able 18.Z). Blood is the 
most reliable general source of genomic DNA, but mouthwashes or buccal 
scrapes are used when sampling must be noninvasive. For prenatal diagnosis, 
chorionic villi or amniotic fluid are normally used. However, the biopsy proce
dure is invasive and carries a roughly 1 % risk of causing a miscarriage. Many 

TABLE 18.2 SOURCES OF MATERIAL FOR GENETIC TESTING 

Source Comments 

Peripheral blood the best general source of DNA 

Mouthwash or buccal scrape noninvasive; usually enough DNA for several dozen PCR tests, but qual ity and quantity very variable 

Skin, muscle, etc. 

Hair roots, semen, cigarette 
butts, etc. 

Single cell from a blastocyst 

Chorionic villi 

Amn iotic fluid 

Fetal DNA in maternal blood 

Pathologica l specimens 

Guthrie card 

for RNA studies; needsto be a tissue where the gene of interest is expressed; requires a biopsy, wh ich is invasive 
and often unpleasant 

scene-of-crime samples for forensic analysis 

for pre-implantation diagnosis; technically very demanding 

for prenatal diagnosis at 9-14 weeks 

a relatively poor source of fetal DNA compared with chorionic villi, but used for testing at 15-20 weeks of 
pregnancy 

a promising alternative to chorionic villi; detectable from 6 weeks; paternal alleles only 

vital resource for genotyping dead people; also tumor, etc., biopsies; fixed paraffin-embedded tissue requires 
specia l procedures for DNA purification 

the cards used for neonata l screening have one or more spots of the baby's blood, not all of which are normally 
used for the screening; if cards are archived they are a possible source of DNA from a deceased baby 
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attempts have been made to use fetal cells in the maternal circulation for less 
invasive prenatal diagnosis. Unfortunately, the cells are present only in tiny num
bers, and the results have never been reliable enough for routine use. Free fetal 
DNA is more promising, although only tests for paternally derived alleles are 
informative, because the fetal DNA comprises only mayb e 3% of the free DNA in 
the maternal blood circulation; the rest is maternal. Atchived pathological sam
ples are very important sources of DNA fro m deceased persons (although con
sent laws in some countries make it difficult to use them). When samples have 
been formalin-fixed, special procedures are necessary, and only short sequences, 
rypicaUI' 200 base pairs or less, can usually be recovered. 

Southern blotting (see Figure 7.10) is st ill necessary fo r a few applications, 
including as an alternative 10 FISH (see Chapter 2, p. 47) for testing for major bal
anced rearrangements that would not be picked up by array-CGH (see Chapter 2, 
p. 49) and, in some Circumstances, for fragile X full mutations (see below). 

RNA orONA? 

If a gene has to be scanned for unknown mutations, testing RNA by reverse tran
scriptase PCR (RT-PCR; see Chapter 8) offers several advantages. Direct testing of 
DNA usually involves amplifying and testing each exon separately, and this can 
be a major chore in a gene with many exons. A gene with 15 exons that encodes a 
2.5 kb transcript can be scanned by RT-PCR in perhaps four overlapping seg
ments, whereas the same analysis on genomic DNA would require 15 PCR reac
tions and 30 sequencing runs (assuming that both strands of each PCR product 
are sequenced, which would be normal practice). [n addition, only RT-PCR can 
reliably detect aberrant splicing. It is often hard to predict whether a DNA 
sequence change will affect splicing; moreover, aberrant splicing may result from 
activation of a cryptic splice site deep within an intron, which would not be 
detected by the usual exo n-by-exon protocols for sequencing genomic DNA (see 
Chapter 8). 

However, analyzing RNA has disadvantages. RNA is much less convenient to 
obtain and work with. Samples must be handled and processed with extreme 
care to avoid degrading mRNA. [mportantly, the gene of interest may not be 
expressed in any readily accessible tissue. A very low level of illegitimate tran
scripts may sometimes be detectable in tissues in which the gene is not normally 
expressed, but reliable analysis of very low-level mRNAs can be difficul t. [n addi
tion, truncating muta tions usually result in unstable mRNA because of nonsense
mecliated decay (see Chapter 13), so that the RT-PCR product from a heterozygous 
person may show only the normal allele. Treating cultured ceUs or whole blood 
with the translation inhibitor puromycin has been shown to inhibit nonsense
mediated decay, which may allow cDNA sequencing to detect transcripts that 
include premature termination codons. 

Functional assays 
When considering pedigree patterns in Chapter 3, we simply distinguished two 
classes of allele, normal and abnormal, or A and a. Assaying the function of a 
gene might allow a similar dist inction to be made in the laboratory- which is, 
after all, the essential question in most diagnoses. Function might be tested at 
the DNA level, for exam pIe by a cell transfection assay. Alternatively, the protein 
product of a gene could be tested biochemically if its function can be adequately 
assayed in the laboratory. The problem with functional assays is that they are 
specific to a particular gene or protein; by conaast, DNA technology is generic. 
This has obvious advantages for the diagnostiC laboratory, but in addi tion it 
encourages technical development, because any new technique could be used 
for a wide variety of problems. 

18.2 SCANNING A GENE FOR MUTATIONS 
For the great majority of diseases, as with CF and DMD, there is extensive allelic 
heterogeneity (see Chapter 13, p. 429). Diagnostic testing therefore usually 
involves searching for mutat ions that might be anywhere within or near the rel
evant gene or genes. 



573 SCANNING A GENE FOR MUTATIONS 
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A gene is normally scanned for mutations by sequencing 

Increasingly, sequencing is the method of choice for mutation scanning: either 
sequencing each exon in genomic DNA or sequencing an RT-PCR product (Figure 
18.1 J. The advent of ultra·fast alternatives to dideoxy (Sanger) sequencing 
(Chapter 8) can only accelerate this trend. Such testing is referred to as resequenc· 
ing, meaning that one is checking a sequence against a known normal (or wild · 
type) sequence. Sequencing is the gold standard for mutation detection, but the 
DNA quality has to be high to produce un ambiguous data. Problems can arise, 
especially when using tumor or archive material as DNA sources. 

A PCR product containing a single exon plus a dozen or so base pairs of flank· 
ing intran would typically be less than 200 bp long, whereas a single dideoxy 
sequencing run on a stand ard capillary electrophoresis machine can produce 
500- 800 bp of sequence. It would be desirable to sequ ence more than one exon 
in a single sequencer run, but most introns are too big to allow this to be done 
directly from genomic DNA. An ingenious solution to this problem uses special 
PCR primers in a multiplexed reaction to produce conca tenated .amplicons. 
Primers for different exons are designed to carry complementary pairs of 5' exten
sions. Because of their complementary ends, the PCR products (amplicons) 
anneal together to form concatemers; a second round of PCR using primers 
located at either end ofthe concatenated products will produce a single molecule 
containing several exons. Amplico ns can be linked in any order to form a product 
of optimal size for sequencing. However, this meta-PCR method requires 
extremely careful primer design and optimization; the necessary development 
effort is only worthwhile for an analysis that will be performed very many times. 

Sequencing generates more data than other methods, so the requirement for 
analysis is greater. In fact, analysis has become th e bottleneck in sequence· based 
mutation scanning, because it needs to be performed carefully; befo re a clinical 

F1gun! 18.1 Detecting mutations in the 
(FTR gene by dideoxy sequencing. The 
illustrations show traces from a fluorescence 
sequencer. The nucleotide sequences 
above {he traces (base calls) are produced 
automatically by the analysis software, but 
require manual checking before a Sequence 
is reported. N means the software was 
unable to identify which base was present 
at tha t posi tion, (A) A base substitution in 
exon 3. The double peak (arrow) shows a 
heterozygous mutation g332(>T (p.P67L). 
(B) Asingle base deletion c.3659del( in 
exon 19, The sequence downstream of 
the deletion is confused, reflecting the 
overlapping sequences of the two alleles 
in thisheterozygote. The change would be 
confirmed by sequencing the reverse st rand. 
«(ourtesy of Andrew Wa llace, St Mary's 
Hospital, Manchester.) 
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TABLE 18.3 SOME METHODS FOR SCANNING A GENE FOR MUTATIONS BEFORE SEQUENCING 

Method Advantages Disadvantages 

Heteroduplex gel mobility very simple to set up; cheap and simple to run sequences < 200 bp only; limited sensitivity; does not revea l 
position of cha nge 

dHPLC quick, high throughput; quantitative expensive equipment; does not reveal position of change 

SSCP simple, cheap; sensitive when formatted for sequences <200 bp only; does not reveal position of change 
capillary electrophoresis 

DGGE high sensitivity choice of primers is critical; expensive GC-damped primers; does 
not reveal position of change 

Melting curve analysis high sensitivity proprietary system using a Light-Cyc1er~ machine 

Protein truncat ion test high sensitivity for chain-terminating mutations; chain-terminating mutations only; expensive, difficu lt technique; 
shows poSition of change usually needs RNA 

dHPLC, denaturing high-performance liquid chromatography; SSC?, single-strand conformation polymorphism; DGGE. denaturing gradient gel 
electrophoresis. 

report is issued the data must be checked by two separate individuals, and the 
likely significance of any variant must be considered. Programs are available that 
automatically report differences between the test sequence and a standard 
sequence, provided that the sequence is of good qUality. DNA quality is criti cal 
for aVOiding artifacts and for reliably detecting base substitutions in 
heterozygo tes. 

A variety of techniques have been used to scan a gene rapidly for 
possible mutations 
In the past, when sequencing was relatively expensive, various methods were 
devised to decrease the sequencing load by scanning exons quickly and cheaply 
to define which amplicons might contain featnres of interest. They are falling out 
of use in diagnostic laboratories, but they are briefly described below because 
they are by no means completely obsolete Cfable 18.3). 

Scanning methods based on detecting mismatches or heteroduplexes 
Many tests use the properties of heteroduplexes to detect differences between 
two seque nces. Most mutations occur in heterozygous form; eve n with auto
soma) recessive conditions, affected people born to non-consanguineous par
ents are often compound heterozygotes, with two different mutations. 
Heteroduplexes can be formed simply by heating the PCR product to denature it, 
and then cooling it slowly. For homozygous mutations, or X-linked mutations in 
males, it would be necessary to add some reference wild-type DNA. Several prop
erties ofheteroduplexes can be exploited: 
• 	 Heteroduplexes often have abnormal mobility on non-denaturing polyacryl

amide gels (Figure 18.2A, lower panel). This is a particularly simple method to 
set up and use. If fragments no more than 200 bp long are tested, insertions, 
deletions, and most but not all single-base substitutions are detectable. 

• 	 Heteroduplexes have abnormal denaturing profiles. This is exploited in dena
turing high-peiforma.nce liquid chromaeography (dHPLC, Figure l8_3A) and 
denaturing gradient gel electrophoresis (DGGE, Figure lS.2B) In both cases, 
the rna bility of a fragment changes markedly when it denatures. Melting curve 
a.nalysis studies the same phenomenon through changes in fluorescence of 
the test DNA hybridized to labeled probes. These methods require tailOring to 
the particular DNA sequence under test, and so are best suited to routine 
analysis ofa given fragmen t in many samples. dHPLC allows high throughput, 
which makes it especially suitable for genoryping a large collection of samples 
for a small panel of single nucleotide polymorph isms. DGGE requires special 
primers with a 5' extension of30-50 nucleotides rich in G and C (a GC clamp). 
Once optimized, these methods have high sensitivity. 
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(AI (BI 	 Figuni 18.2 Scanning the CFTR gene for 
mutations. (A) Heteroduplex and SS(P 

13-2 

15-1 

1:>4 	

analysis:. Exon 3 was peR amplified from the PI P2 PI P2 PI P2 
genomic DNA of eight unrelated CF patients. 
After denaturation and snap-cooling, the 
samples we re loaded on a non-denaturing 
polyacrylamide gel. Some of each product 
re-annealed to give double-stranded ONA. 
This runs faster in the gel and gives the .. heteroduplex bands seen in the lower panel. 
The single-stranded DNA runs more slowly 

in the same gel (upper panel). Lanes 1 and 

2 show the pattern typical of the wild-type -. 
sequence; the mutations in these patients must 

be elsewhere in the gene. Variant patterns 
60.2 

-. can be seen in lanes 3-8; sequencing revealed60.1 
mutations p.G8SE. p.l8BS. p.R7SX. p.P67l, 

p.E60X, and p.R7SQ respectively. 

(6) Denaturing gradient gel elecrrophoresis. 

Exons of the CFTA gene from the genomic DNA 
of subjects Pl and P2, two unrelated patients 

with CF, are peR amplified in one or more 
segments and run on 9% polyacrylamide gels 

containing a gradient of urea-formaldehyde
12345678 1 2 3 

denaturant The band from any amplicon that 

contains a heterozygous variant usuaUy splits 

into four sub-bands (arrows). In the lanes 

shown, subject Pl (left lane in each panel) has 

a variant in amplicon 6 and subject P2 (right• Mismatched bases in heteroduplexes are sensitive to cleavage by chemicals or 
lanes) has variants in amplicons 17 and 24.enzymes. The chemical clea/Jage ofmismatch (CCM, Figure 18.3B) method is 
Characterization of the variants showed that

a sensitive method for mutation detection, with the advantages that quite subject P2 was heterozygous for R1 0700 (exon
large fragments (more than 1 kb in size) can be analyzed, the location of the 17). Other variants were nonpathogenic. [(A) 
mismatch is pinpointed by the size of the fragments generated, and variants courtesy of Andrew Wallace, St Mary's Hosp ital, 
present in only 5% or so of the sample can be detected. However, it never Manchester. (B) courtesy of Hans Scheffer, 

attained wide popularity because many of the protocols use toxic chemicals University of Groningen, The Netherlands,] 

and aU are experimentally quite difficult. 
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Figure 18 .3 Scanning the DMD and NF2 genes for mutations. (A) Scanning (or DMD mutation by denaturing high-performance liquid chromatography 

(dHPlC) . Exon 6 of the dystrophin gene gives different patterns in an affected male (blue trace) and a normal control (red trace). Sequencing revealed 

the splice site mutation c.738+ 1 G> T. For males, because this is an X-linked condition, test DNA must be mixed with an equal amount of normal DNA to 
allow the formation of heteroduplexes. (6) Mutation scanning of the NF2 (neurofibromatosis 2) gene by chemical cleavage of mismatches. A ftuorescently 

labeled meta-PCR product contained exons 6-10 of the NF2 gene. The lower track shows the sample from a patient; a heterozygous intron 6 splice site 

mutation 600-309 is revealed by hydroxylamine cleavage of the 1032 bp meta-PCR product to fragments of 813 + 239 bp (arrows). The upper track is a 

control sample. {(Al courtesy of Richard Bennen, Children's Hospital, Boston. (6) courtesy of AndrewWaliace, St Mary's Hospital, Manchester.] 
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Scanning methods based on single-strand conformation analysis 
Single-stranded DNA has a tendency to fold up and form complex structures sta
bilized by weak intramolecular bonds, notably base-pairing hydrogen bonds. 
The electrophoretic mobility of such a structure in a non-denaturing gel will 
depend not only on its molecular weight but also on its conformation, which is 
dictated by the DNA sequence. Single-strand conformation polymorphisms 
(SSCPs) are detected by amplifying a genomic or cDNA sample, heating it to 
denature it, snap-cooling, and loading it on a non-denaturing polyacrylamide gel 
(see Figure IB.2.A). Primers can be radiolabeled, or unlabeled products can be 
detected by silver staining. The precise pattern of bands seen is very dependent 
on details of the conditions. Control samples must be run, so that differences 
from the wild-type pattern can be noticed. SSCP analysis is very cheap and rea
sonably sensitive (about BO%) for fragments up to 200 bp long, so it still finds 
some uses. SSCP analyses can also be formatted to run on a DNA sequencer (con
formation-sensitive capillary electrophoresis). SSCP analysis and heteroduplex 
analysis can be combined on a single gel, as in Figure IS.2A (some heteroduplex 
forms even in snap-cooled samples). 

Scanning methods based on translation: the protein truncation test 
The protein truncation test (PTT; Agure 18.4) is a specific test for frameshifts, or 
splice site or nonsense mutations that create a premature termination codon. 
The starting material is an RT-PCR product or, occasionally, a single large exon in 
genomiC DNA such as the 6.5 kb exon 15 of the APCgene or the 3.4 kb exon 10 of 
the BRCA1 gene. Nonsense-mediated mRNA decay (see Chapter 13, p. 41B) would 
normally prevent the production of a truncated protein in an intact cell, but the 
relevant machinery is not present in this in vitro system and, in any case, there is 
no exon--€xon splicing in the assay. The PTT detects only certain classes of muta
tion, which can be either a weakness or a strength. It would not be useful for CF, 
in which most mutations are non-truncating. But in DMD, adenomatous polypo
sis coli , or BRCAl-related breast cancer, missense mutations are infrequent, and 
any such change found may well be coincidental and nonpathogenic. For such 
diseases, the PIT has several advantages. It ignores silent or missense base sub
stitutions, and (like mismatch cleavage methods, but unlike SSCP) it reveals the 
approximate location of any mutation. Several variants have been developed to 
give cleaner results, usually by incorporating an immunoprecipitation step-but 
PTT remains a demanding technique that is not easy to get working well. 

Microarrays allow a gene to be scanned for almost any mutation in 
a single operation 

Custom microarrays can be used to interrogate every position in a gene in one 
assay. Amplified cDNA, or exons of the gene amplified from genomic DNA, are 
hybridized to a microanay that contains overlapping oligonucleotides corre
sponding to every part of the sequence. These are short oligonucleotides that 
require an exact matching sequence to hybridize effi ciently (allele-specific oligo
nucleotides; see below). The Affymetrix system uses 40 probes per nucleotide 
position, each about 25 nucleotides long (Plgure 18.5). Probes are organized in 
sets of four, each having a different nucleotide at a central position. Five such 
quartets query the forward strand, and five more query the reverse strand. The 
five quartets are offset along the genomic sequence so that the variable nucle
otide in the probe might be at position -2, - I, 0, +1 , and +2 relative to the 
nucleotide being assayed. Base calling is based on algorithms that compare the 
hybridi zation intensities of all 40 probes. 

Flgur.'8.4 DMD mutation scanning with the protein truncation test 
(PTT). A coupled tran scription-translation reaction is used to produce labeled 
polypeptide products encoded by a segment of a eDNA. Segments containing 
premature termination codons produce truncated polypeptides. The figure 
shows results for one segm ent of the dysfrophin mRNA studied in live affected 
boys and one unaffected control (c). The samplesin lanes 3 and 5 produce 
truncated, faster·runnlng polypeptides. The position of the termination codon 
within a sample can be determined from the size of the truncated polypeptide. 
{Courtesy of Johan den Dunnen and D. Verbove, Leiden, The Netherlands.} DMD segment lEF 
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wild-type AGGTCGTATCC,.TGCCTTACAGTC 

A>C mutant AGGTCGTATCC:TGCCTTACAGTC 

wild-type mutant 

cell Oligo mismatch hyb mismatch hyb 

GGTCGTATCe~TGCCTTACA 1 2• 
11G GGTCGT~TCg~TGCCTThCA • 2 

- 1 ['lA 
llC GGTCGTATC~~TGCCTTACA 0 H 1 

11T GGTCGTATC~TGCCTTACA 1 • 2 

GTCGTATCctTGCCTTACAG 0 H 1 • 
12G GTCGTATCCllTGCC7TACAG [l2A 	 • •

0 
12C GTCGTATCCt~TGCCTTACAG • a H 

12T GTCGTATCC~TGCCTTACAG 1 • • 
TCGTATCCdaGCCTTACAGT 2• ,[13A13G TCGTATCC~~GCCTTACAGT 2 

+1 	
•13C TCGTATCCakGCCTTACAGT 2 

13T TCGTATCCa1GcCTT ACAGT a H 1 • 

Extra tests would be needed to check for deletions or other larger-scale 
changes. The range of mutations to be detected has to be defined in advance and 
designed into the chip. Thus, their main role in mutation detection may be for 
initial scanning of samples to pick up the common mutations, leaving the diffi
cult cases to be sorted out by other methods. Given the high set-up costs of 
microarrays, they would only be used for genes such as the breast cancer genes 
BRCAl I2, where there is a very large demand for mutation analysis. 

DNA methylation patterns can be detected by a variety of 
methods 
In Chapter 11 we described the major role of DNA methylation in controlling 
gene expression. Methylation analysis is important in several clinical contexts: 
• 	 In the diagnosis of fragile X syndrome (the expanded repeat in the FMRl gene, 

described in Chapter 13, triggers methylation of the promoter, and it is the 
methylation that silences the gene and so causes the clinical syndrome) . 

• 	 In testing for abnormal patterns of parent-specific methylation at imprinted 
gene loci, for example in Prader-Willi, Angelman, Beckwith-Wiedemann, and 
Russell- Silver syndromes (see Chapter 11, p. 368). 

• 	 In defining genetic changes in tumors, because tumor suppressor genes are 
often silenced by methylation (see Chapter 17, p. 549). 
PCR products are always unmethylated, because they are made from the nor

mal monomers supplied in the reaction mix. Thus, none of the methods described 
so far gives any information on the methylation patterns in a DNA sample. 
Genomewide studies of methylation use chromatin immunoprecipitation with 
an antibody against methylated DNA (see Chapter 11, p. 353), but to study the 
methylation status of an individual sequence, two main methods are used: 
• 	 Restriction enzyme digestion. Hpall cuts only unmethylated CCGG, whereas 

MspJ cuts any CCGG, whether or not it is methylated. Thus, methylated 
genomic DNA gives different patterns of restriction fragments with the two 
enzymes. Alternatively, a PCR template containing a CCGG sequence can be 
digested with either Hpall or MspI before amplification. If the CCGG is meth
ylated, the template will not be cleaved by HpaII , and the peR will yield a 
product (Figure 18.6). 

Flgu1'I11.S Principle of mutation 
detection with Affymetrix oligonucleotide 
arrays. For each nucleOtide poSition, 
the labeled peR product is checked for 
hybridization (hyb) to five quartets of 
oligonucleotides (oligos) on the array. A 
further nve quartets interrogate the reverse 
strand, giving a total of 40 probes. The figure 
shows the quartets centered at positions -1, 
0, and +1 relative to the mutation at position 
12. The hybridization intensities for each 
probe are indicated as - (white), + (light 
green), or ++ (dark green). 

5' = M =CCGG r 3' 
3' GGC C 5' 

M 

1Mspl - methylation 
insensltTve 

., <--
5'~-C e GG 3' 
3' GGC C 5' 
----; M 

I 

no PCR product 

M 
5' CCGG-=:: 3' 
3' ==7J GGCC 5' 

M 

1HpaU - melhylation 
sensitive 

M <--
5' _ CCGG 3' 
3' GGCC r: 5' 

M----; 

J. 
PCR product 

RSlt.lr4I 18.6 Using restriction enzymes to 
analyze the methylation status of a DNA 
sequence. The restriction enzyme Hpall cuts 
((GG, but only when the cytosines are not 
methylated. Mspl cuts the same sequence 
regardless of methylation. If genomic 
DNA is digested with Hpall before peR 
amplification, any amplicon that contains a 
((GG sequence will give a product only if 
methylation of the ((GG site protects it from 
digestion. 
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o 	 Bisulfite modification. As described in Chap ter 11 (see Box 11.4), when DNA is 
treated with sodium bisulfite, cytosine (but not 5-methylcytosine) is con
verted to uracil. The changed nucleotides can be identified in various ways. 
The most obvious method is conventional sequencing of the bisulfite-treated 
product. Cytosine and 5-methyJcytosine in the original genomic DNA show as 
thymine and cytosine, respectively, in the sequence trace. Alternatively, PCR 
pri mers can be designed to amplify speci fi cally either the altered or unaltered 
sequence. Often, however, a quantitative assay is required. The original 
genomic DNA will be derived from many cells, and it is often relevant to ask 
how frequently a given CpG dinucleotide is methylated. Pyrosequencing (see 
Figure 8.8) or melting curve analysis can be used for this purpose. All these 
procedures require very careful optimization and control of conditions to 
yield reliable data. 

Unclassified variants are a major problem 
Sequencing the whole of a candidate gene in a large series of patients will inevi
tably reveal many var iants. Deletions, frameshifts, nonsense mutations, and 
changes to the canonical GT. ..AG splice sites are highly likely to be pathogenic. 
But deciding whether or not a novel nucleotide substitution is pathogenic (and 
hence represents the sought-after mutation) can be very difficult. Guidelines 
developed by British and Dutch diagnostic laboratories suggest that some or all 
of the following checks co uld be useful: 
o 	 Presence or absence on single nucleotide polymorphism (SNP) databases. 

Clearly it is prudent to check dbSNP (http://www.ncbi.nJm.nih.gov/projects/ 
SNP) to see whether the variant has previously been reported-but many rare 
nonpathogenic variants will not be in the database. 

o 	 Co-segregation with the disease in the fami ly. This should always be checked 
where possible, because fail me to co -segregate is powerful evidence that the 
variant is not pathogenic. However, co-segregation does not prove pathoge
nicity. Assuming that the variant is in the correct gene, there is a 50% chance 
that it will co-segregate wi th the disease even if the true cause is an unde 
tected mutation elsewhere in the gene. The variant will co-segregate with the 
disease if it is in cis with the true mutation (i.e. in the same physical copy of 
the gene) but not iii! is in trans (on the ot her allele). 

o 	 Occurrence of a new va.riant concurrent with the (sporadic) incidence of the 
disease. A de novo change (one not present in either parent) in a candidate 
gene in a de novo case of a dominant disease is highly suspect. 

o 	 Testing ethnically matched controls. It would be normal to perform this check, 
but it is less useful than people often imagine. Finding the same change in a 
healthy control would rule it out as a cause of a highly penetrant dominant or 
X-linked condition, bu t co uld not exclude the possibility that it causes a reces 
sive or low-penetrance dominant condition. Not finding it provides a much 
weaker inference. As mentioned in Chapter 16 (see p. 512), a useful rule of 
thumb is that we can be 95% certain that a va riant has a population frequency 
in healthy people of less than 1 in n if it has not been found in 3ncontrol chro
mosomes. In practical terms, this means that testing controls is very poor at 
ruling out any variant with a population freq uency under 0.01. 

o 	 Functiona.l studies, where possible, would be important. However, it is often 
not possible to model in vitro all aspects of the function of a gene in vivo, and 
functional tests may be too complicated and gene-specific to fit readily into 
the workload of a diagnostic laboratory. 

o 	 RNA studies help identify effects on splicing. In silico splice site prediction 
should be attempted where a change is near an exon-intron boundary. Various 
programs are available to do this, ranging from quick and simple (www 
.fruitfly.org/seq_tools/splice.html-despite the name, it works with human 
sequences) to extremely comprehensive (www.umd.be/SSF). but none is 
infallible. 

o In silica predictions of pmhogenic effecl can be attempted where there are 
good multiple sequence alignments, especially if there is also information on 

www.umd.be/SSF
http://www.ncbi.nJm.nih.gov/projects
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the three-dimensional structure of the gene product or of relevant domains 

within it. Web-based resources such as SIFT (hnp: llsift.jcvLorgl) or Polyphen 

(http://genetics.bwh.harvard.edu/pphl) help perform these analyses. 


• 	 Species conservation provides some useful pointers. If the putative mutant 
sequence occurs as the wild type in some other species (or in a paralogous 
gene in humans), the change is unlikely to be pathogenic. Changes to highly 
conserved amino acids may well be pathogenic. For non-conserved amino 
acids, only extreme changes (introducing cysteine or proline in particular, 
which can have strong effects on the protein structure) have much likelihood 
of being pathogenic. 

18.3 TESTING FOR A SPECIFIED SEQUENCE CHANGE 
Testing for the presence or absence of a known sequence change is a different 
and much simpler problem than scanning a gene for the presence of any muta
tion. Samples can always be genotyped by sequencing, but conventional sequenc 
ing is not an efficient method if only a single nucleotide position is being checked. 
Some of the main gena typing methods are summarized in Table 18.4. Manyvari
ants of these and other methods have been developed as kits by biotechnology 
companies. Typical applications include the following: 
• 	 Diagnosis of diseases with limited allelic heterogeneity (Table 18,5). 

• 	 Diagnosis within a family. Mutation scanning methods may be needed to 
define the family mutation, but once it has been characterized, other family 
members normally need be tested only for that particular mutation. 

• 	 Testing control samples to see whether a change seen in a patient is actually a 
low-frequency population poly.morphism. 

• 	 SNP genotyping. Although the aim is not to find a pathogenic mutation, the 
problem is identical: to test a DNA sample for a predefined sequence variant. 

Testing for the presence or absence of a restriction site 

When a base substitution mutation creates or abolishes the recognition site of a 
restriction enzy.me, this allows a simple direct PCR test for the mutation. A suit
able length sequence containing the potential mutation is PCR amplified. The 
PCR product is digested with the relevant restriction enzy.me, and the products of 

,
, 
Method 

Restriction digestion of PCA-amplified DNA; check size 
of prod ucts on a gel 

Hybridize peR-amplified DNA to allele-specific 
oligonucleotides (ASO) on a dot-blot or gene chip 


PCR using allele-specific primers (A RMS test) 


Single-nucleotide primer extension 


Oligonucleotide ligation assay (OLA) 

Pyroseq uencing 

Mass spectrometry 

peR with primers located either side of a translocation 
breakpoint 

Check size of expanded repeat 

TABLE 1M METHODS OF TESTING FOR A SPECIFIED MUTATION OR SNP 

Comments 

only when the mutation creates or abolishes a natural restriction site or one engineered by 
the use of special PCR primers (see Figure 18.7); tests for a single mutation 

general method for specified point mutations; large arrays allow maSSively parallel 
scanning for a very large number of mutations or SNPs 

general method for single point mutations; primer design is critical (see Figure 6.17) 

general method for specified paint mutations; formatted for readout on DNAsequencer or 
on microarray for parallel assay of many sites 

general method for specified point mutations (see Figure 18.9); a few dozen tests can be 
multiplexed 

high-throughput method for identifying a few nucleotides at a specified position; 
quantitative result (see Figure 8.8) 

very fast « 1 second) versatile general method; quantitative result (see Box 8.8 and 
Figure 8.26) 

successful amplificatiOn shows the presence of the suspected deletion or specified 
rearrangement 

for dynamic repeat diseases (see Table 13.1 ) only; large expansions may req uire Southern 
blots 

http://genetics.bwh.harvard.edu/pphl
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TABLE 18.5 EXAMPLES OF DISEASES THAT SHOW A LIMITED RANGE OF MUTATIONS 

~--------------------~ Disease Cause Comments 

Sickle"cell disease only this particular mutation produces the sickle"cell p.E6V in HBB gene (see Figure 7.9) 
phenotype 

Achondroplasia only G380R produces this part icular phenotype; high two distinct changes, both causi ng p.G380R in 
frequency of new mutan t cases FGFR3 gene 

Huntington disease, myotonic dystrophy ga in -ot-funct ion mutations unstable expanded repeats (see Table 13.1 ) 

Fragile X common molecular mechanism: expansion of an see Table 13.1; other mutations occur, but are 
unstable repeat rare 

Charcot-Marie-Tooth disease (HMSN1) common molecular mechanism: recombination duplica tion at 1.5 Mb at 17pl1 .2 (see 
between misaligned repeats Figure 13.25); point mutations also occur 

a.- and 13- thalassemia selection for heterozygotes leads to different ancestral see Figure 13. 19 (a-tha lassemia) and 
mutations being common in different populations Table 18.6 (j3-thalassemia) 

Tay-Sachs disease fo under effect in Ashkenazi Jews; anci ent heterozygote two common HEXA mutations in Ashkenazim: 
advantag e 4 bp insertion in exon 11 (73%); exon 11 

donor splice site G>C (15%) 

Cystic fibrosis common ancestral mutations in northern European see Table 18.7 and Section 3.5 
popu lations, ancient heterozygote advantage 

See Section 13.4 (or a further discussion of the reasons why some diseases show a limited range of mutations, whereas others have extensive allelic 
heterogeneity. 

digestion are separated by elecrrophoresis to see whether or not a cut has 
occurred. Although hundreds of resrriction enzymes are known, they almost all 
recognize symmetrical palindromic sites, and many point mutations will not 
happen to affect such sequences. In addi tion, sites fo r rare and obscure restric
tion enzymes are unsuitable for routine diagnostic use because the enzymes are 
expensive and often of poor quality. Ifa mutation does not change a suitable site, 
sometimes one can be introduced by a form of peR mutagenesis using care fully 
designed primers. FIgure 18.7 shows an example. 

Allele-specific oligonucleotide hybridization 
Under suitably stringent hybridization conditions, a short (typically 15-20 nucle· 
otides) oligonucleotide will hybridize only to a perfectly matched sequence. 
Allele-specific oligonucleotide (ASO) probes are made by chemical synthesis. 
Figure 7.9 demonstrated the use of dot-blot hybridization with ASO probes to 
detect the single base substitution that causes sickle-cell disease. For diagnostic 
purposes, a reverse dot-blot procedure has often been used. A screen for a series 
of defined cystic fibrosis mutations, for example, would use a series of ASOs spe
cific fo r each mutant allele and for its wild·type counterpart, spotted onto a sin· 
gle membrane or anchored to some other solid support. This is then hybridized 

normal mutant Scal-dlgested prOduct 

--- tntron--I -- exon -- - -- tntron - - - - - - - -

genomic DNA 5' - - - GTG A G TATT - - - 3' ~ - -- GTG GT ATT--- Y 

PCR primer 3' (----- CA r'1 A-- -5' 3'(- ---- CA T~ A --- 5' 

peR product 5' - - - GT GAG J' A - T - - - 3' S-- -GTG TGTA CT - --3' 
Seal 

Flgure18.7 lntroducing an artlticial diagnostic restriction site. An A> T mutation in the intron 4 splice site of the FAce gene 
does no t create or abolish a restriction site. The peR primer stops short of this altered base but has a single base mismatch (red G) 
in a non-critical position that does not prevent it from hybridizing to and amplifying both the normal and mutant sequences. The 
mismatch in the primer introduces an AGTACT restriction si te for Seal into the PCR product from the normal sequence but not the 
mutant sequence. The Scal-digested product from homozygous normal (N), heterozygous (H), and homozygous mutant (M) patients 
is shown. (Courtesy of Rachel Gibson, Guy's Hosp ital, London.) 
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Figure 1a.8 Multiplex ARMS test to detect 29 cystic fibrosis mutations. 1 234 
~~~~,~,...------'----~Each sample is tested with four multiplex mutation-specific peR reactions ABC DAB C DAB C DAB C D 

(lanes A-OJ. Within a multiplex, each product is a different size. If one of the 
29 mutations is present there is an extra band. The identity of the mutation is 
revealed by the position of the band in the gel, and by which track contains it. 
Each tube also amplifies two control sequences-these are the top and bottom 
bands in each gel track; they differ between tracks so that each multiplex carries 
its own signature pattern. Note that the normal alleles of mutations other 
than p.FS08del (band in lane B) are not tested for. Samples 1,2, and 3 show no 
mutation-specific bands. In sample 4, the extra bands in lanes A and D show 
the presence of p.F508del and c.' 898+ 1 G>A, respectively, showing that this 
DNA comes from a compound heterozygote. (Courtesy of Michelle Coleman, 
st Mary's Hospital, Manchester; data obtained using the Elucigene™ kit from 
Orchid 8iosciences.) 

to labeled PCR-amplified test DNA. The same reverse dot-blot principle is applied 
on a massively parallel scale in DNA micro arrays (see above and Chapter 7, 
p.207). 

Allele-specific peR amplification 
The principle of the ARMS (amplification refractory mutation system) method 
was shown in Figure 6.17. Paired PCR reactions are performed. One primer (the 
conserved primer) is the same in both reactions; the other exists in two slightly 
different versions, one specific for the normal sequence and the other specific for 
the mutant sequence. Additional control primers are usually included, to amplify 
some unrelated sequence from every sample as a check thatthe PCR reaction has 
worked. The location ofthe common primer can be chosen to give different-sized 
products for different mutations, so that the PCR products of multiplexed reac
tions can be separated by gel electrophoresis. The pairs of mutation-specific 
primers can also be made to give distinguishable products. For example, they can 
be labeled with different fluorescent or other labels, or given 5' e}.'tensions of dif
ferent sizes. Multiplexed mutation-specific PCR is well suited to screening fairly 
large numbers of samples for a given panel of mutations (Figure 18.8). 

A modified procedure, pyrophosphorolysis-activated polymerization, is effec
tive for detecting variant alleles that are present at very low levels. Applications 
would include testing for residual disease in cancer, testing for rare somatic 
mutations, and testing for paternally derived alleles in fetal DNA extracted from 
maternal blood. The reaction uses a primer with a dideoxy 3' end that pairs at the 
position of the mutant nucleotide. In the presence of pyrophosphate, DNA 
polymerase will remove the 3' dideoxynucleotide, in a reversal of the normal 
polymerization reaction, but only if it is correctly paired with the test strand. 
The polymerase then extends the primer in the normal way, using normal dNTPs. 
The variant nucleotide is thus read twice: once by the reverse polymerase reac
tion, and again by the forward reaction. This dual selectivity results in an extremely 
low level of errors. 

The oligonucleotide ligation assay 
In the oligonucleotide ligation assay (OLA) for base substitution mutations, two 
oligonucleotides are constructed that hybridize to adjacent sequences in the tar
get, with the join sited adjacent to the position of the mutation. DNA ligase will 
not covalently join the two oligonucleotides unless they are perfectly hybridized 
(Figure 18.9). When PCR is then performed with one primer that hybridizes to 
each oligonucleotide, the ligated oligonucleotides, but not the unligated ones, 
can be amplified. In a multiplexed OLA, all the probes carry the same PCR prim
er-binding sequences attheir 5' ends, allowing the use of a single pair of universal 
PCR primers. Stuffer sequences of different lengthS, and differently colored dye 
labels in the oligonucleotides, ensure that the product of each reaction can be 
distinguished by size and color on a fluorescence sequencer (Figure 10.10). 

Minisequencing by primer extension 
Minisequencing uses the principle of dideoxy sequencing (see Figure 8.6) but 
adds just a single nucleotide. The 3' end of the sequencing primer is immediately 
upstream of the nucleotide that is to be genotyped. The reaction mix contains 

----- ...---... - --

(AI 

. 3' 
5' 
~ 

3' 5 ' 

1 

5' -----> <--- 3' 

ligation creates peR template 

(B) 
3' 

5' , ,~ 

3' S 

1 

no ligation , no PCR tem plate 

Ffgul""e l8.9 Pl""inciple of the 
oli9onucleotide ligation assay (OLA). 
Two oligonucleotides (blue) hybridize to 
the target sequence (red) with their ends 
abutting immediately 3' of the position of 
the nucleotide to be queried. (A) Ifthe ends 
are correctly hybridized, DNA ligase will seal 
the gap, creating a single PCR-amplifiable 
molecule. (8) If the 3' end nucleotide is 
mismatched, DNA ligase will not join the 
two oligonucleotides, and hence there is 
no substrate for the PCR reaction. stuffer 
sequences (green) of different sizes allow 
individual amplicons to be identified in a 
multiplex OLA. 
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DNA polymerase plus four differently labeled dd NTPs. The test DNA acts as tem
plate for the addition of a single labeled dideoxynucleotide to the primer (Figure 
18_111. The nucleotide added to the primer is identified, for example, by funning 
the extended primer on a fluorescence sequencer, allowing the base at the posi
tion of interest to be identified. Minisequencing can readily be adap ted to an 
array-based format (APEX; ar rayed primer extensjon) to allow the entire sequence 
of a gene to be checked for base substitutions in a single operation. The same 
idea, but using reversibly blocked fluorescently labeled monomers, is the prin
ciple behind the llIumina/Solexa ultra-high-throughput sequencing technology 
(see Chapter 8, p. 220). After a single nucleotide has been added and identified, 
the blocking groups can be removed with a suitable flash of light, and the cycle 
can be repeated to identify the next nucleotide. 
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Figure 18.10 Using the oligonucleotide 
ligation assay to test for 29 known 
CF mutations. A multiplex OlA is performed 
and the products are amplified by PCR. 
Ligation oligonucleotides are designed so 
that products for each mutation and its 
normal counterpart can be distinguished 
by size and color of label. A ligation product 
from the splice site mutation 62 1+ 19:>t is 
seen (red box). The person may be a ca rrier 
or may be a compound heterozygote with 
a second mutation that is not one of the 29 
detected by this kit. (Courtesy of Andrew 
Wallace, St Mary's Hospital, Manchester.) 

Figl"r.18.11 A single-nucleotide primer 
extension assay for 11 specific mutations 
in the BRCA 1 gene. Eleven segments of 
the 8ReA 1 gene were amplified from the 
test DNA in a multiplex peR reaction. Eleven 
specific primers were then added. each 
with its 3' end adjacent to a nucleotide 
to be queried, together with four dye
labeled ddNTPs and DNA polymerase. The 
polymera se added a single colored ddNTP 
to each primer, the color depending on the 
relevant nucleotide in the test DNA. Primers 
were different lengths, so that the products 
of this multiplex reac tion could be separated 
and identified by capillary electrophoresis. 
The figure shows results of four samples, 
three of which have mutations, each in 
heterozygous form.IFrom Reviliion F, 
Verdlere A, Fournier J et al. (2004) Gin. Chem. 

50, 203-206. With permi ssion from the 
American AssociatIon for Clinical 
Chemistry Inc.1 

http:Figl"r.18.11
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pyrosequencing 

As described in Chapter 8, pyrosequencing is a method of examining very short 
stretches of sequence-typically 1-5 nucleotides- adjacent to a defined start 
point. The main use is for SNP typing, in which only one or two bases are 
sequenced. PYTOsequencing uses an ingenious cocktail of enzymes to couple the 
release of pyrophosphate that occurs when a dNTP is added to a growing DNA 
chain to light emission by luciferase (see Figure 8.8). A primer is hybridized to the 
test DNA and offered each dNTP in turn. When the correct dNTP is present, so 
thatthe primer can be extended, a flash of light is emitted. The method has been 
developed into a machine that can automatically analyze 10,000 samples a day. 
Output is quantitative, so that allele frequencies of a SNP can be estimated in a 
single analysis of a large pooled sample. The same technology, applied on a mas 
sively parallel scale, is tile basis of the Roche/454 technique for ultra-high
throughput sequencing (see Figure 8.9) . 

Genotyping by mass spectrometry 

As described in Chapter 8, mass spectrometry (MS) techniques can be used to 
identify molecules from an accurate measurement of their mass. MS measures 
the mass-charge ratio of ions by accelerating them in a vacuum toward a target, 
and either timing their flight or measuring how far the ions are deflected by a 
magnetic field (see Box 8.8). The MALD! (matrix-assisted laser desorption/ioni 
zation) technique allows the MS analysis of large nonvolatile molecules such as 
DNA or proteins by emb edd ing the macromolecule in a tiny spot of a light
absorbing substance, which is then vaporized by a brief laser pulse. 

The combination ofMALD! with time-of-flight analysis is known as MALD!
TOF (see Figure 8.26). Applied to DNA, the technique can measure a mass up to 
20 kD with an accuracy of ±0.3%. MALD!-TOF MS can be used as a very much 
faster alternative to gel electrophoresis for sizing oligonucleotides up to about 
100 nucleotides long. A test takes less than a second in the machine. For small 
oligonucleotides, the accuracy is sufficient to deduce the base composition 
directly from the exact mass. Alternatively, SNPs can be analyzed by primer exten
sion using mass-labeled ddNTPs. The spots of DNA to be analyzed can be arrayed 
on a plate and the machine will automatically ionize each spot in turn. Current 
systems can genotype tens of thousands of SNPs per day and, as with pyrose 
quencing, samples can be pooled to measure allele frequencies directly. 

Array-based massively parallel SNP genotyping 

Microarrays, like those used for the genomewide association studies described in 
Chapter 15, genotype a sample for maybe half a million of the tagging SNPs 
defined by the HapMap project. Before this technology could be implemented, 
two problems had to be overcome. First, it is impracticable to multiplex PCR on 
such a scale when preparing a sample for analysis. The total primer concentra
tion would be impracticable and also, as the number of primer pairs increases, 
the number of undesired primer-primer interactions increases exponentially. In 
highly multiplexed PCR reactions, much of the product consists of unwanted 
artifactual primer-dimers. Second, an extremely high level of allele discrimina
tion is required if 500,000 SNPs are to be gena typed without producing thou
sands of erroneous results. Distinguishing homozygotes for the two SNP alleles 
may not be too difficult, but reliably identifying heterozygotes can be a serious 
challenge. 

The multiplexing problem is solved by arranging for the sequences to be 
amplified to carry universal adaptors on their ends, so that all sequences can 
be amplified by using a single set of primers. Different strategies are used to com
bine single-primer amplification with high allelic discriminarion: 

• 	 In the Affymetrix system, universal adaptors are ligated onto restriction frag
ments of whole genomic DNA. After PCR amplification using a single pair of 
primers, the PCR products are fragmented, labeled, and hybridized to oligo
nucleotides on the microarray (Figure 10.12). Genotyping uses the same sys
tem as mutation detection, described above. Forty probes per SNP are 
arranged in five quartets for the forward strand and five for the reverse strand. 
The principle was illustrated in Figure 18.5. 
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Flgur.18.12 SNP genotyping using 
arrayed allele-specific oligonucleotides. In 
the Affymetrix system, genomic DNA is cut 
w ith a restriction enzyme. Universal adaptors 
(blue) are ligated to the fragments, allowing 
them to be amplified using a single pair of 
peR primers. PCR products are fragmented, 
labeled, and hybridized to 25-mer 
oligonucleotides on the microarray, each of 
which specifically hybridizes to fragments 

containing one allele of one specific SNP. 
[From Matsuzaki H, Loi H, Dong S et al. (2004) 
Genome Res. 14,414-425. With permission 

from Cold Spring HarbOr Laboratory Press.) 
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In the molecular inversion probe system, a single oligonucleotide probe with 
recognition sequences for the specific target at each end is used for each SNP. 
After hybridization to genomiC DNA, the oligonucleotide forms a circular 
structure with ends separated by a Single-base gap at the position of the SNP. 
Allele discrimination is achieved by a single-base primer extension in four 
separate reactions, each with one specific dNTP. The successful reaction cre
ates a substrate for DNA ligase (Figure 18_13). Ligation circularizes the allele
specific product. which padlocks it!O the genomic fragment . allowing all non
circularized material to be washed away. The circular oligonucleotide is then 
released by cleaving it, and amplified by peR. Each oligonucleotide includes 
two universal primer-binding sequences; the products of the four base
specific reactions are amplified by using the same pair of primers but carrying 
a different dye label for each base-specific reaction product. The combined 
peR products are then hybridized to an oligonucleotide array. The array 
probes recognize not the sequence surrounding the SNP but an individual tag 
sequence built into each SNP-specific oligonucleotide. This allows greater 
flexibility in assay design and greater control over the hybridization 
conditions. 

Illumina's GoldenGate® system is somewhat similar. Two allele-specific oligo
nucleotides (ASOs) and one locus-specific (but not allele-specific) oligonu
cleotide (LSO) are used to effect allele discrimination by a combination of 
allele-specific primer e"'tension and ligation. For each SNp, one ASO becomes 
ligated to the LSO. creating a peR substrate. All LSOs carry a common peR 
primer-binding sequence. The ASOs carry one of two alternative primer
binding sequences, allowing the ligated product from each allele to be 

and a locus-specific tag sequence (green) . 
Two separate base-spedfic primer extension 
reaction s are used, corresponding to the two 
alleles of the SNP being assayed (here, A or 
G). After Circularization and then cleavage to 
release the MIP in linear form, the products 
of the two base-specific rea({ions are 
amplified with universal primers labeled 
with different dyes and hybridized to an 
oligonucleotide array that recognizes the tag 
sequences. [From Syvanen AC (2005) Nat. 
Genet. 37 (Suppl), SS-Sl O. With permission 
from Macmillan Publishers Ltd.] 



F£gure 18.14 SNPgenotyping by the Illumina GoldenGate@method. Two allele
specific (P, and Pl) oligonucleotides and one locus-specific (P3) oligonucleotide are 
used, with a combination of allele -specific primer extension and DNA ligation to provide 
reliable discrimination of alleles. As with the MIP system (see Figure 18.13), ligation 
creates a PeR substrate that is amplified with universal dye-labeled primers, and the 
products are identified through hybridization of the tag sequence to an array- in 
this case, a bead array. IFrom Syvanen AC (2005) Nat. Genet. 37 (Suppl), SS- $ 10. With 
permisSion (rom Macmillan Publi shers ltd.] 

amplified with one of two universal dye-labeled primers (figure 18_14). The 
LSO carries a tag sequence that is used to hybridize the PCR product to a spe
cific bead in a bead array. 

18.4 SOME SPECIAL TESTS 
The techniques described previously are applicable to the detection of almost 
any variant in almost any DNA sequence. Some particular situations, however, 
ei ther require special techniques or have special features that can be exploited to 
make testing easier or more effective. Tn this section, we describe several such 
cases. 

Testing for whole-exon deletions and duplications requires special 
techniques 
Generally, introns are much bigger than the exons they flank, and so random 
breakpoints in a gene will most probably lie wi thin an intron. Thus, kilobase
scale partial deletions or duplications of a gene sequence, if they do not lie wholly 
within one inrron, wi ll most probably remove or duplicate one or more whole 
exons. Such changes will not be apparent when genomic DNA is amplified exon 
by exon. Tn heterozygous deletions of whole exons, the mutant allele will give no 
product. The test sees only the normal allele, and the result looks entirely normal. 
Similarly, duplications will not show up by these methods. PCR in its normal form 
is not qu antitative, so any extra yield of product would not be noticed. RNA test
ing would solve the problem, but RNA may be difficult to obtain. 

This is a problem that is particular to kilobase-scale deletions or duplications. 
Small deletions or duplications that lie wholly within an exon will be apparent 
when the exon is sequenced. Large-scale copy- number changes that might be 
anywhere in the genome are efficiently detected by array-CGH. However, this is 
an expensive technique for routine diagnosis, and the normal BAC arrays have 
low sensitivity for changes involving only a kilobase or so of DNA. When the can
didate gene is already known, the technique of choice for detecting whole-exon 
deletions or duplications is multiplex ligation -dependent probe amplification 
(MLPA). 

The multiplex ligation-dependent probe amplification (MLPA) test 
MLPA is a development of the oligonucleotide ligation assay (OLA) described 
above. As in the OLA, pairs of oligonucleotides hybridize to adjacent locations on 
the test DNA, and DNA ligase seals the gap between them to produce a single 
molecule. In the OLA the gap is positioned at a suspected va riant nucleotide and 
ligation will occur only if there is an exact match; in MLPA the gap is positioned 
at a (hopefully) invariant nucleotide in the test DNA, so ligation will always take 
place if the template sequence is present. Ligation creates a PCR-amplifiable 
molecule (see Figure 18.9). The presence of a PCR product signals the presence of 
the appropria te matching sequence in the test DNA. 

MLPA is a multiplex procedure with up to 45 probe pairs combined in some of 
the availabl e kits. The individual PCR products are distinguished by length, so as 
to generate a series of peaks when the products are run on a DNA sequencer 
(I'"JgUJ'C 18.15). Although the PCR is not truly quantitative (absolute amounts of 
product vaty between probes), the relative amounts of a particular product in 
two samples should reflect the relative amounts of the template in the two sam
ples. When results hom test and control samples are compared, the relative peak 
heights give a direct readout of the dosage of each sequence in the test DNA rela
tive to the control DNA. Normally, one ligation is used for each exon of a gene, 
allowing whole -exon deletions and duplications to be detected. 
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Several other techniques can similarly identify whole-exon deletions and 
duplications in a candidate gene, but MLPA is the most widely used. The labora
tory procedure is simple and the method has generally proved robust. Rare 
sequence variants that interfere with hybridization or ligation of the probes could 
lead to an exon being falsely scored as deleted. These could be checked by 
sequencing any suspect exon. MLPA probes are quite complex constructs (the 
stuffer fragment may be several hundred nucleotides long), and each individual 
probe needs to be carefully designed, so laboratories would normally buy com
mercial kits for their gene of interest. These are available for many of the genes in 
which deletions commonly cause clinical problems. Real-time PCR (see Box 8.5) 
would be an alternative for a gene for which no MLPA kit is avaiJable. 

Dystrophin gene deletions in males 
About 60% of DMD mutations are deletions of one or more exons of the dys
trophin gene located on the X chromosome. MLPA is needed to detect female 
carriers of such deletions, but testing in affected males is simple: the deleted 
exon(s) will not amplify from the patient's DNA. In affected-males, two multiplex 
PCR reactions (that shown in Figure 18.16 and one tes ting exons in the 5' part of 
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Figure 18.1 ~ Using multiplex ligation
dependent probe amplification (MLPA) 
to identify an exon 13 deletion in the 
BRCA 1 gene. (A) Results from a control 
sample. Numbered peaks represent products 
from each exon; peaks labeled c are control 
probes_ (B) The same analysis on DNA from 
a patient with breast cancer. In comparison 
with the control sample, the exon 13 peak is 
only half the size. (Courtesy of MRC Holland.) 

Flgur .. 1 • • 1 ~ Multiplex screen for 
dystrophin deletions in males, (AJ Products 
of multiplex PCR amplification of nine exons, 
using samples from 10 unrelated boys with 
Duchenne/Becker muscular dystrophy. PCR 
primers have been designed so that each 
exon, with some nanking intron sequence, 

gives a different-sized PCR product. 
(B) Interpretation of the results in (A), 


Solid lines show exons definitely deleted, 

dotted lines show the possible extent of 

deletion running into untested exons. 

No deletion is seen in samples 7 and 9; 

these patients may have point mutations. 

or deletions of exom no t examined in this 

test. Exon sizes and spacing are not to scale. 

Compare with Figure 13.15. HAl courtesy of 

R. Mountford, Liverpool Women's Hospital.] 
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the gene) will reveal 98% of all deletions. It is important to consider alternative 
explanations for failure to amplify: maybe there was a technical failure ofthe PCR 
or a base substitution in one of the primer-binding sites. Most deletions remove 
more than one exon. Deletions of just a single exon and deletions that seem to 
affect non- contiguous exons need confirming. Deletions can be confirmed by 
using alternative PCR primers or by MLPA. About 5% of dystrophin mutations are 
duplications of one or more exons, and detecting these requires MLPA in males 
as well as in females. 

Apparent non-maternity in a family in which a deletion is segregating 
If a deletion is segregating in a DMD family, genotyping females for microsatel
lites that map within the deletion may reveal apparent non-maternity, in which a 
mother has transmitted no marker allele to her daughter because of the deletion 
(figuJ"(' 18.17). In such families, non-maternity proves that a woman is a carrier, 
whereas heterozygosity (in the daughter or sister of a deletion carrier) proves that 
a woman is not a carrier. Several markers suitable for this purpose have been 
identified in the introns at deletion hotspots. The method works best in families 
in which there is an affected male in whom the deletion can first be defined. In 
principle, the same approach could be applied to tracking any other deletion, 
whether X-linked or autosomal, through a family. However, for any autosomal 
deletion, a quantitative method would be needed to identify any heterozygous 
deletion in the first place, and if such a method were available it would be simpler 
to use the same method to test other family members. 

A quantitative peR assay is used in prenatal testing for fetal 
chromosomal aneuploidy 
For most diagnostic laboratories, a substantial part of the workload is prenatal 
testing for fetal chromosome anomalies. Women might request testing because 
they have had a previous chromosomally abnormal baby, because they (or their 
partner) have a balanced chromosomal abnormality that predisposes to fetal 
abnormality (see Chapter 2), or because of a suspect finding on an ultrasound 
scan. For aU these cases, a full karyotype is usually prepared by standard cytoge 
netic techniques. Fetal cells are obtained by amniocentesis, usually at 14--20 
weeks of gestation. or chorionic villus biopsy at 9-12 weeks (the exact date ranges 
vary from country to country). 

However, the commonest single indication for fetal chromosome analysis is 
some combination of maternal age and maternal serum biochemistry that indi
cates an above-average risk of a fetal trisomy. The screening methods that iden
tify these high -risk pregnancies are described in Chapter 19. For these women, 
fetal cells are not usually karyotyped. From the woman's point of view it takes far 
too long, and from the labo ratory viewpoint it is far too expensive. The main risk 
is specifically for the three autosomal trisomies that are compatible with survival 
to term, namely trisomies 13, 18, and 21. These are usually checked by QF-PCR, a 
quantitative fluorescence-l abeled multiplex PCR test. A multiplex PCR is per
formed with dye-labeled primers for several highly polymorphic micro satellite 
markers on each of chromosomes 13, 18, and 21. If a trisomy is present, the mark
ers for that chromosome show either three peaks or two peaks in a 2:1 size ratio. 
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Figure 18.17 Deletion carriers in a 
OMD family revealed by apparent non
maternity. Pedigree (AI and results (B) of 
genotyping with the intragenic marker 
STR4S. The affected boy, 1111, has a deletion 
that includes STR45 (his lane on the gel 
is blank). His mother, Ill, and his aunt, 113, 
inherited no allele of STR45 from their 

mother, 12, showing that the deletion is being 
transmitted in the family. 12 is apparently 
homozygous for this highly polymorphic 
marker (lane 2), but in fact is hemizygous 
as a result of the deletion. The boy's other 
aunt, 114, and his sister, 1112, are heterozygous 
for the marker and therefore do not carry 
the de letion. (C) Pedigree showing how the 
marker genotypes of individuals 12, 112, and 113 
are hemizygous as a result of the deletion. 
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Figun '8.'8 Prenatal diagnosis of trisomy 21 with QF-peR. Fetal DNA, obtained by chorionic villus biopsy or amniocentesis, 
was ampli~ed in a multiplex PCR reaction using dye- labeled primers for four highly polymorphic microsatellites from each of 
chromosomes 13, 18, and 21. The markers from chromosomes 13 and 18 each show two equal-sized peaks (if heterozygous) or one 
larger peak (if homozygous). Markers from chromosome 21 all show three peaks (02151411) or two peaks in a 2:1 size ratio (02151" 
02151270, and 02151435) , (Courtesy of Susan Hamilton, St Mary's Hospital, Manchester,) 

depending on the informativeness of the marker (FIgure 18.18). !fthere is any 
suspicion that the test DNA might be derived from contaminating maternal 
material, rather than from the fetus, this can be checked by comparing the geno· 
types with genotypes of DNA extracted from the mother's blood. 

QF·PCR gives results in one day, in contrast with an average of 14 days for 
karyotyping cells from amniotic fluid. Mosaicism with the minor component less 
than about 15% is not reliably detected; nor, of course, are any chromosome 
abnormalities other than the specific trisomies targeted. There has been much 
debate about whether this specific focus on trisomies 13, 18, and 21 is an advan· 
tage or a disadvantage of the method. Some abnormalities will undoubtedly be 
missed; however, advocates of the QF·PCR approach point out that few of these 
are likely to result in a liveborn abnormal baby. 

Some triplet repeat diseases require special tests 
The expanded repeats that cause various neurological diseases (see Table 13.1) 
involve a special set of mutation·specific tests (Figure 16.19). The number of 
repeats is different in normal and in affected people, with a threshold for patho
genicity. For the polyglutamine repeat diseases such as Huntington disease, a 
single PCR reaction makes the diagnosis. Fragile X syndrome is more of a chal
lenge. Normal (fewer than 50 repeats) and pre· mutation (50-200 repeats) alleles 
give clean PCR producrs, but full mutations have hundreds or thousands ofCGG 
repeats and do not readily amplify by PCR, especially because of the high GC 
content. A full mutation in a male is easily recognized because the PCR product 
shows only a vague smear rather than a discrete band, but in a female the prob
lem is more difficult. Ifa female sample gives only one band, this may be because 
she is homozygous for a particular repeat size in the normal range, or it may be 
because only one of her alleles amplifies, the other being a full expansion. This 
can only be settled by Southern blotting. Similarly, in people (male or female) 
who are mosaic for a full mutation and a pre· mutation, the full mutation would 
be missed without Southern blotting. Additionally, unlike the polyglutamine dis
eases, the fragile X expansion causes disease by loss of function, and occasional 
affected patients have deletions or point mutations that would be missed by test
ing just the repeat. Some of the other very large pathogenic expansions listed in 
Table 13.J can be similarly difficult to identify reliably by PCR. 
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Figure 18.19 laboratory diagnosis of trinucleotide repeat diseases. IAI 
(Al Huntington disease. A fragment of the gene containing the (eAG)/1 repeat 
has been amplified by peR and run out on a polyacrylamide gel. Bands are 
revealed by silve r staining. The scale shows numbers of repeats; those greater 
than 36 are pathogenic . lanes 1, 2, 6, and 10 are from unaffected people; 
lanes 3, 4, 5, 7, and 8 are from affected people. lane 5 is a juvenile-onset case; 
her father (lane 4) had 55 repeats but she has 86. lane 9 is an affec ted fetus. 
diagnosed prenatally. (8) Myotonic dystrophy. Southern blot o f genomic DNA 
digested with EeoRI and hybridized to a labeled probe consisting of part of 
the OMPK gene. Bands of9 kb or 10 kb are normal variants. the result of a 
nonpathogenic insertion-deletion polymorphism. The grandfather (lane 4) 

has cataracts but no other sign of myotonic dystrophy. His 10 kb band seems 
to be very slightly expanded compared with the same band from the normal 
m ale in lane 3, but thiS is not definite on the evidence of this gel alone. His 
daughter (lane') has one normal and one definitely expanded 10 kb band; she 
has classical adult-onset myotonic dystrophy. Her son (lane 6) has a massive 
expansion and the severe congenital form of the disease. (C) Fragile X. The 
DNA of the inactivated X chromosome in a female, and of any X chromosome 
ca rrying the full mutation, is methylated. Genomic DNA is digested with a 
combination of EeoRI and the methylation-sensitive enzyme EclXl, Southern 
blotted, and hybridized to Oxl.9 or a similar probe. The X chromosome in a 
normal male (lane 1) and the active normal X chromosome in a female (lanes 
2,3,4, and 6) give a small fragment (labeled N). Unmethylated pre-mutation 
alleles (P) give a slightly larger band in lanes 4 and 5 (female pre-mutation 
carriers) and lane 7 (a normal transmitting male). Methylated (inactive) 
X-chromosome sequences do nor cut with EcfXl and give a much larger band 
(NM), and the fully expanded and methylated sequence gives a very la rge 
smeared band (F) because of somatic mosaicism. [(Al courtesy of Alan Dodge, St 
Mary's Hospital, Manchester. (B) and (el courtesy of Simon Ramsden, St Mary's 
Hospi tal, Manchester.) 

The mutation screen for some diseases must take account of 
geographical variation 
The population genetics of recessive diseases is often dominated by founder 
effects or the effects of heterozygote advantage (see ClJapter 3, p. S9). The result
ing limited diversity of mutations in a population can make genetic testing much 
easier. ~-Thalassemia and cystic fibrosis are good examples. For both these con
ditions, a very large number ofdifferent mutations in the relevant gene have been 
described, bur in each case a handful of mutations account for most cases in any 
particular population. With ~-thalassemia, DNA testing is not needed to diag
nose carriers or affected people-orthodox hematology does this perfectly well
but it is the method ofclJoice for prenatal diagnosis. Different mutations are pre
dominant in different populations rfable 18,6). Provided that one has DNA 
samples from the parents and knows their ethnic origin, the parental mutations 
can often be found by using only a small cocktail of specific tests, after which the 
fetus can be readily checked. 

!n cystic fibrosis, the p.FSOSdel mutation is the commonest in all European 
populations and is believed to be of ancient origin. However, the proportion of all 
mutations that are p.FSOSdel varies, being generally high in the north and west of 
Europe and lower in the south. Testing for cystic fibrosis mutations divides into 
two phases. First, a limited number of specified mutations, always including 
p.F50Sdel but otherwise population-specific, are sought with the methods 
described in Section IS.3. As Tahle 18.7 shows, there is no obvious natural cutoff 
in terms of diminishing returns on testing for specific mutations. If this phase 
fails to reveal the mutations, then, if resources allow, a screen for unknown muta
tions maybe instit1lted, using the methods describedinSection IS.2.Alternatively, 
gene tracking (see below) may be used. The impact ofthis diversity on proposals 
for population screening is discussed in Chapter 19. 

Surprisingly often, when a recessive disease is particularly common in a cer
tain population, it turns out that more than one mutation is responsible. An 
example is Tay-Sachs disease among Ashkenazi Jews, where there are two cam
mon HEXA mutations (see Table lS.S).!t is difficult to explain this situation except 
by assuming there has been a long-continuing heterozygote advantage, favoring 
the accumulation of mutations in the gene. 
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TABLE 18.6THE MAIN II·THALASSEMIA MUTATIONS IN DIFFERENT COUNTRIES 

Population Mutation Frequency (%) Clinical eff~t 

Sardinia codon 39 (C>T) 95.7 po 

codon 6 (deIA) 2.1 po 

codon 76 (dele) 0.7 po 

intron 1-1 10 (G>A) 0.5 p. 

intron 2-745 K>G) 0.4 p. 

Greece intron 1 -11 0 (G>A) 43.7 ~. 

codon 39 (C>T) 17.4 po 

intron 1- 1 (G>A) 13.6 po 

intron 1 -6 (bC) 7.4 p+ 

intron 2-745 (C>G) 7.1 p. 

China codon 41/42 {deITCTT} 38.6 po 

intron 2-654 (C>T) 15.7 po 

codon 71172 (insA) 12.4 po 

-28 (A>G) 11.6 p. 

codon 17 (A>T) 10.5 po 

Pakistan codon 8/9 (insG) 28.9 po 

intron 1-5 (G>C) 26.4 p. 

619 bp deletion 23.3 p. 

intron 1 -1 (G>T) 8.2 po 

codon 41/42 (deITCTI) 7.9 po 

US black African - 29 (A>G) 60.3 p. 

-88 (C>T) 21.4 p+ 

codon 24 (T>A) 7.9 p+ 

codon 6 ( delA) 0.8 po 

In each country, certain mutations are frequent because of a combination of founder effects and 

selection favoring heterozygotes. Data courtesy of JOld, Institute of Molecular Medicine, Oxford. 

~o, complete absence of ~-globin chains; ~+, ~·globi n present but in in suffi Cient quantity. The 

nomenclature of mutations used here is nonstandard (see Box 13.2, p. 407), but is widely used for 

thalassemia. 


Testing for diseases with extensive locus heterogeneity is a 
challenge 

As sequencing becomes cheaper and faster, diagnostic laboratories are able to do 
more and more individual tests on a patient. With careful optimization of proto
cols, even genes with many exons can be fully analyzed in a cost-effective way. 
The focus is now moving on to conditions that are often Mendelian but can be 
caused by mutations in anyone of a large number of genes. Profou nd mental 
retardation and congenital profound hearing loss are examples. Identifying the 
ca usative mutation in a patient may involve testing dozens of genes. The key 
question here is whether certain specific mutations, or maybe defects in one par
ticular gene, account for a significant proportion of cases. Hearing loss is one 



591 SOME SPECIAL TESTS 

TABLE 18.7 DISTRIBUTION OF CFTR MUTATIONS IN 300 CF CHROMOSOMES FROM 
THE NORTHWEST OF ENGLAND 

Mutation Exon Frequency (%) Cumulative 
frequency (%) 

p.F50Bde l 10 79.9 79.9 

p.G551D 11 2.6 82.5 

p.G542X 11 1.5 84.0 

p.G85E 3 1.5 85.5 

p.N1303K 2 1 1.2 86.7 

c.621+1G> T 4 0.9 87.6 

c. 1898+1G>A 12 0.9 88.5 

p.w1282X 21 0.9 89.4 

p.Q493X 10 0.6 90.0 

c.' lS4insTC 7 0.6 90.6 

c.3849+10 kb (C> T) intron 19 0.6 91.2 

p.R553 X 10 0.3 91.5 

p.V5 20F 10 0.3 91.8 

p.R 11 7H 4 0.3 92. 1 

p.R1283M 20 0.3 92.4 

p.R347P 7 0.3 92.7 

p.E60X 3 0.3 93.0 
~ 

Unknown/private 7.0 100 

p.FS08del and a few of the other relatively common mutations are probably ancient and 

spread through selection favoring heterozygotes; the other mutations are probably recent, rare, 

and highly heterogeneous. Cystic fibrosis is more homogeneous in this population than in most 

othe rs. See Box 13.2 for nomenclature of mutations. Data courtesy of Andrew Wallace, St Mary's 

Hospital. Manchester. 


case in which this does happen. Worldwide, 20-50% of children with autoso mal 
recessive profound congenital hearing loss have mutations in the GJB2 gene that 
encodes connexin 26. Different specific mutations are common in different pop· 
ulations-c.30deIG in Europe, c.235de1C in East Asia, c.167delT in Ashkenazi 
Jews. A simple PCR test therefore provides the answer in a good proportion of 
cases. For the remainder, it would be necessary first to sequence the whole GJR2 
gene and then, ifresources allowed, to examine a large number of other genes. 

In many other cases, no one gene accounts for a significant proportion of 
cases. Learning difficulties present the ultimate challenge in this respect. Custom 
chips are being developed to allow a large panel of genes to be screened; alterna· 
tively, the new exon capture and ultra· fas t sequencing technologies may allow 
dozens of genes to be sequenced at a reasonable cost. Technically, the challenge 
is identical to the problem of screening a person's DNA for large numbers ofvari· 
ants that confer susceptibili ty or resistance to common complex diseases. 
However, data interpretation presents different problems. For susceptibility 
screening, the problem is to know the combined risk from many variants, each of 
which modifies risk to only a small degree. Risks cannot be simply added or mul
tiplied; combining them requires a quantitative model of the effect of each vari
ant on overall cell biology. For heterogeneous Mendelian conditions this is not a 
problem: one mutation is responsible for the condition. The problem is the large 
number of unclassified variants that will undoubtedly be identified. 
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18.5 GENETRACKING 
Gene tracking was historically the first type of DNA diagnostic method to be 
widely used. It uses knowledge of the map location of the disease locus, but not 
knowledge about the actual disease gene. Most of the Mendelian diseases that 
form the bulk of the work of diagnostic laboratories went through a phase of gene 
tracking when the disease gene had been mapped but not yet cloned. Once the 
gene had been identified, testing moved on to direct gene analysis. Huntington 
disease, cystic fibrosis, and myotonic dystrophy are familiar examples. However, 
gene tracking illay still have a ro le even when a gene has been cloned. In the set
ting of a diagnostic laboratory, it is not always cost effective to search all through 
a large multi-exon gene to find every mutation. Moreover, there are always 
cases in which the mutation cannot be found. In these circwnstances, gene track
ing using linked markers is the method of choice. The prerequisites for gene 
tracking are: 

The disease should be well mapped, with no uncertainty about the map loca

tion, so that markers can be used that are known to be tightly linked to the 

disease locus. 

The pedigree structure and sample availability must allow the determination 

of phase (see below). 


• 	 There must be unequivocally confirmed clinical diagnoses and no uncer
tainty as to which locus is involved in cases in which there is locus 
heterogeneity. 

Gene tracking involves three logical steps 
Box 18.1 illustrates the essential logic of gene tracking. This logic can be applied 
to diseases with any mode of inheritance. There has to be at least one parent who 

BOX 18.1 THELOGIC OF GENETRACKING 

Shown here are three stages in the investigation of a late· onset her unaffected chromosome. Her affected chromosome, inherited 
autosomal dominant disease where, for one reason or another, direct from her dead father, must be the one that carries marker allele 1. 
testing for the mutation is not possible. By typing Ilil and her father, we can work out which marker allele 

Individuallill (arrow), who is pregnant, wishes to have a she received from her mother. If she is 2- 1 or 2- 3, it is good 
presymptomatic test to show whether she has in herited news: she inherited marker allele 2 from her mother, which is the 
the disease allele.The first step is to tell her mother's two grandmaternal allele. If she types as 1- 1 or 1- 3 it is bad news: 
chromosomes apart. A marker, close ly linked to the disease locus, she inherited the grand paternal chromosome, which carries the 
is found for which 11 3 is heterozygous (2- 1). disease allele. 
Next we must establish phase- that is, work out which marker Note that it is the segregation pattern in the family. and not the 
allele in 113 is segregating with the disease allele .The maternal actual marker genotype, that is important: if 1112has the same marker 
grandmother, I:z, is typed for the marker (2-4). Thus, 113 must have genotype, 2-1, as her affected mother, thiS is good news, not bad 
inherited marker allele 2 from her mother, which therefore marks news, for her. 

IA) 	 (6 ) Ic) 

2-4 

" 
2-1 2-1 	 2- 1 1-3 

'" / 

Figure' Using gene tracking to predict the risk of inheriting 
an autosomal dominant disease. 
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could have passed on the disease allele to the proband, and who mayor may not 
have actually done so. The process always follows the same three steps: 
1. 	 Distinguish the two chromosomes in the relevant parent(s)-that is, find a 

closely linked marker for which they are heterozygous. 
2. 	 Determine phase-that is, work out which chromosome carries the disease 

allele. 
3. 	 Work out which chromosome the proband received. 

FIgure 18.20 shows gene tracking for an autosomal recessive disease. The 
pedigrees emphasize the need for both an appropriate pedigree structure (DNA 
must be available from the affected child) and informative marker types. Even if 
the affected child is dead, if the Guthrie card used for neonatal screening can be 
retrieved, sufficient DNA for PCR typing can usually be extracted from the rem
nants of the dried blood spot. Informativeness of the marker should not be a big 
problem. With more than 20,000 highly polymorphic microsatellites mapped 
across the human genome, it should always be possible to find informative mark
ers that map close to the disease locus. 

Recombination sets a fundamental limit on the accuracy of gene 
tracking 
Because the DNA marker used for gene tracking is not the sequence that causes 
the disease, there is always the possibility that recombination may separate the 
disease allele and the marker. This would lead to an erroneous prediction. The 
recombination fraction, and hence the error rate, can be estimated from family 
studies by standard linkage analysis (see Chapter 14). With almost any disease 
there should be a good choice of markers showing less than 1 % recombination 
with the disease locus. This follows from the observations that 1 nucleotide in 300 
is polymorphic, and that loci 1 Mb apart show roughly 1 % recombination (see 
Chapter 14, p. 446). Ideally, one uses an intragenic marker, such as a microsatel
lite within an intron. 

Recombination between marker and disease can never be completely ruled 
out, even for very tightly linked markers, but the error rate can be greatly reduced 
by using two marker loci situated on opposite sides of the disease locus. With 
such jlankingor bridging markers, a recombination between either of the mark
ers and the disease locus will also produce a marker-marker recombinant, which 
can be detected (e.g. 11[1 in FIgure 16.21). If a marker-marker recombinant is 
seen in the consultand, then no prediction can be made about inheritance ofthe 
disease, but at least a false prediction has been avoided. Provided that no 
marker-marker recombinant is seen, the only residual risk is that of double 
recombinants. As we saw in Chapter 14, the true probability of a double recom
binant is very low because of interference (see p. 445). Thus, the risk of an error 
due to unnoticed recombination is much smaller than the risk of a wrong predic
tion due to human error in obtaining and processing the DNA samples. Perhaps 

diagnosis of an autosomal recessive 
disease. Four families each have a child 
affected with a recessive disease. Direct 
mutation testing is not possible (either 
because the gene has not been cloned or 
because the mutations could not be found). 
(A) No diagnosis is possible if there is 
no sample from the affected child. (8) If 
everybody has the same heterozygous 
genotype for the marker, the result is 
not clinically u~ful. (el If the parents are 

homozygous for the marker, no prediction 
is possible with this marker. (0) Both parents 
are heterozygous ca rriers, and the genotype 
of the affected child shows that in each 
parent the pathogenic mutation is on the 
chromosome that carries allele 2 of the 
marker, allow ing a successful prediction to 
be made. The error rates shown are the risk 
of predicting an unaffected pregnancy when 
the fetu s is affected, or vice versa, if the 
marker used shows a recombination fraction 
8with the disease locus. These examples 
emphasize the need for both an appropriate 
pedigree Structure (DNA must be available 
from the affected child) and informative 
marker types. 

1 2 
A'5 
B'3 

11 

1 2 3 
"'·5-2 '"'B' 3--<; 8"'7 

111 

1 2 
A·5 A-5-1 
8 -6 8 "3-7 

Figure 18.21 Gen@tracking in Duchenne 
muscular dystrophy with flanking 
mark@rs.The family has been typed for 
two polymorph isms, A and B, that flank 
the dystrophin locus. Individual 1111 has 
a recombination between marker locus 
A and OMO, but thi s does not confuse 
the prediction for 111 2 because we know 
unambiguously that the disease allele in 
her mother is carried on a chromosome 
bearing marker alleles A'"2 and 8*6.1112 can 
have inherited OMO only if she has a double 
recombination, one between marker A and 
OMO and another between DMD and market 
B. If the recombination fractions are 8A and 
881 respective ly, then the probability of a 
double recombinant is of the order 8A88, 
which typically will be well under 1%. 

mailto:mark@rs.The
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a greater risk is unexpected locus heterogeneity, so that the true disease locus in 
the family is actually different from the locus being tracked. 

Calculating risks in gene tracking 

Gene tracking can be used for Mendelian diseases with any mode of inheritance; 
however, unlike direct mutation testing, gene tracking always involves a calcula
tion. Factors to be taken into account in assessing the final risk include: 

• 	 The probability of disease-marker and marker-marker recombination. 

• 	 Uncertainty due to imperfect pedigree structure or limited informativeness of 
the markers, about who transmitted which marker allele to whom (see Figure 
14.9C for an example). 

Uncertainty as to whether somebody in the pedigree carries a newly mutant 
disease allele (see Figure 3.21B for an example of this problem in DMD). 

Two alternative methods are available for performing the calculation: Bayesian 
calculations and linkage analysis. 

Bayesian calculations 
Bayes's theorem provides a general method for combining independent proba
bilities into a final overall probability. The theory, procedure, and a sample calcu
lation are shown in Box 18.2. 

BOX 18.2 USE OF BAVES'S THEOREM FOR COMBINING PROBABILIT1ES 

A formal statement of Bayes's theorem is 

P(HiiEI : P(Hil x P(EiH')!l]P(Hil x P(EiHil] 

P(Hi) means the probability of the ith hypothesis, and the vertical line 

means given, so that P(EjHi) means the probability of the evidence 

(E), given hypothesis Hi. An example will probably make this clearer 

[Figure 1). 


The steps in performing a Bayesian calcu lation are: 

Set up a table with one column for each of the alternative 

hypotheses. Cover all the alternatives. 

Assign a prior probability to each alternative. The prior probabilities 


2-1 3of all the hypotheses must sum to l.lt is not important at this 
stage to worry about exactly what information you shou ld use to 
decide the prior probability, as long as it is consistent across the 
columns. You will not be using all the information (otherwise there 
would be no point in doing the calculation because you would "' already have the answer), and any information not used in the 
prior probability can be used later. 
Using one item of information not included in the prior 
probabilities, calcu late a conditional probability for each hypothesis: III~ is a carrier not a carrier 

hypothesis. The conditional probability is the probability of prior probability 1(2 1(2 
the information, given the hypothesis, namely P(EjHi) [not the 

conditional (1): DNA result 0.05 0.95
probability of the hypothesis given the information, P(HiIE)]. The 

conditiona l probabil ities for the different hypotheses do not conditional (2): CK data 0.7 1 


necessarily sum to 1. 
 0.475 
The previous step can be repeated as many times as necessary 

final probability 0.0175/0.4925 0.475/0.4925 

joint probability 0.0175 

until all information has been used once and once only. The end 
resu lt is a number of lines of conditional probabilities in each 0.036 = 0.964= 
column. 
Within each column, multiply together the prior and all the Flgwe 1 Calculating the risk that lib is a carrier of DMD. 
cond itional probabilities. This gives a joint probability, Individual 1112 w ishes to know her risk of being a carrier of DMD, 
P(Hi) x P(EIHi). The joint probabilities do not necessarily sum to which affected her brother Ill, and uncle II,. Serum creatine kinase 
1 across the columns. (CK) testing (an indicator of subclinical muscle damage common in 
If there are just two columns, the joint probabilities can be used DMD carriers) gave carrier-non-carrier odds of 0.7:1. A DNA marker 
directly as odds. Alternatively, the joint probabilities can be that shows on average 5% recombination with DMD gave the 
sca led to give final probabilities, which do sum to 1. This is done types shown in red. These form two conditional probabilities and 
by dividing each jo int probability by the sum of all the joint allow the risk to be calculated, following the guidelines in th is Box, 
probabilities, 'i.[P(Hi) x P(E!Hi)]. to give her overall risk of being a carrier as 3.6%. 
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(A) segregation of disease 
in the pedigree 

f ~ 
(8) segregation of ( (C) linkage relation between 

markers In the pedigree ) disease and markers 

Figure 18.:21 Use of linkage analysis 
programs for calculating genetic risks. 
Given information on any two of these 
subjects, the program can ca(culate the third. 
For linkage analysis, the program is given 
(A) and (8), and calculates (C). For calculating 
genetic risks, the program is given (B) and 
(C). and calculates (A). 

Bayesian calculations give a quick answer for simple pedigrees, but the calcu
lations can get very elaborate for more complex ones. Few people feel fully confi
dent of their ability to wo rk through a complex pedigree correctly, although the 
attempt is a valuable mental exercise for teasing out the factors contributing to 
the final risk. An alternative is to use a linkage analYSis program. 

Using linkage programs for calculating genetic risks 

At first sight it may seem surprising that a program designed to calculate lod 
scores can also calcnlate genetic risks, but in fact the two are closely related 
ll'lgure 18.22). As described in Chapter 14, linkage analysis programs are gener
al-purpose engines for calculating the likelihood of a pedigree, given certain data 
and assumptions. For calculating the likelihood of linkage we calculate the ratio 

likelihood of data I linkage, recombination fraction e 
likelihood of data I no linkage (e - 0.5) 

For estimating the risk that a proband carries a disease gene, we calculate the 
ratio 

likelihood ofdata Iproband is a carrier, recombination fraction e 
likelihood of data I proband is not a carrier, recombination fraction e 

As in Box 18.2, the vertical line I means given t/WI. 

The special problems of Duchenne muscular dystrophy 

Duchenne muscular dystrophy (DMD) poses a remarkably wide range of prob
lems for the diagnostic laboratory. Fortunately, two-thirds of mutations in this 
X-linked disease are deletions, which are easily identified in males (see Figure 
18.16), although more difficult in females. Duplications are hard to spot in either 
sex without using MLPA or some similar technique, and are undoubtedly under
diagnosed. The 30-35% of point mutations pose major problems. Scanning the 
DNA for point mutations requires all 79 exons to be individually amplifi ed and 
sequenced, and therefore gene tracking is often used. However, DMD presents 
special problems for gene tracking because there is an extremely high recombi
nation frequency aCrOSs the gene. Even intragenic markers show an average of 
5% recombination with the disease. It is therefore prudent to use flanking mark
ers, as in Figure 18.21. 

The problems do not end here. There is a high frequency of new mutations. 
The mutation-selection equilibrium calculations in Chapter 3 (p. 88) show that 
for any lethal X-linked recessive condition (fitness = O), one-third of cases are 
fresh mutations. Therefore, the mother of an isolated DMD boy has only a two
thirds chance of being a carrier. This has two unfortunate consequences: 

It greatly complicates the risk calculations that are necessary for interpreting 
gene tracking results. 

As shown in Figure 3.21, the first mutation carrier in a DMD pedigree is very 
often a mosaic (male or female). This raises yet mOre problems, both for risk 
estimation and for interpretation ofthe results ofdirect testing. 
These factors, together with the particularly distressing clinical course of the 

disease, the high recurrence risk within families, and the high frequency ofDMD 
in the population, mean that DMD remains perhaps the most challenging of all 
diseases for genetic service providers. 
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18.6 DNA PROFILING 
Here we move from problems of clinical diagnosis to problems of identifying 
individuals and determining relationships. We use the term DNA profiling to 
refer in a general way to the use of DNA tests to establish identity or relationships. 
DNA fingerprinting is reserved for a particular variant of profiling. the histori 
cally revolutionary but now obsolete technique published by Alec Jeffreys in 1985, 
using multilocus probes. 

A variety of different DNA polymorphisms have been used for 
profiling 
DNA profiling normally uses highly polymorphic microsatellites. but other types 
of variant (minisatellites, SNPs) also are, or have been, used. 

DNA fingerprinting using minisatellite probes 
The DNA fingerprinting technique pioneered by Alec Jeffreys used probes con
taining the common core of a hypervariable dispersed repetitive sequence 
GGGCAGGAXG ex is any nucleotide). The sequence is present in many minisatel 
lites spread around the genome, at each of which the number oftandem repeats 
varies between individuals. When hybridized to Southern blots, the probes give 
an individual-specific fingerprint of bands (Figure 18.23). DNA fingerprinting 
revolutionized forensic practice but is now obsolete because of two problems: 

The Southern blot procedure requires several micrograms of DNA, corre
sponding to the content of perhaps a million cells. It is also very laborious and 
time consuming. 

• 	 It is not possible to tell which pairs of bands in a fingerprint represent alleles. 
Thus, when comparing two DNA fingerprints, the investigator matches each 
band individually by position and intensity. The continuously variable dis
tance along the gel has to be divided into a number of bins. Bands falling 
within the same bin are deemed to match. Then if, say, 10 out of 10 bands 
match, the odds that the suspect, rather than a random person from the pop
ulation, is the source of the sample are 1 in plO, where p is the chance that a 
band in a random person would match a given band (we have Simplified by 

(A) (8) 
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Figure 18.23 DNA fingerprinting. 
(A) Resolving disputed paternity. DNA 
fingerprints from a mother (M), her child 
(C), and two possible fathers (Fl and F2). 
Arrows show bands present in the child but 
not in the mother. They could have come 
from Fl but not F2, thus ruling out F2 as the 
father. (B) A criminal investigation. A DNA 
fingerprint from a vaginal swab taken from a 
rape victim, together with DNA fingerprints 
from three suspects. Because the swab 
may contain DNA of the victim, her own 
fingerprint is also shown. The fingerprint of 
suspect 1 matches the specimen. (Images 
courtesy of Cellmark Diagnostics, Abingdon, 
Oxfordshire, UK.) 
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TABLE 18.8 PANELS OF MICROSATfLLlTE MARKERS USED FOR DNA PROFILING 

Marker Chromosome COOlS (USA) UK first panel SGM (UK) SGM+(UK) 

025/338 2 + 

TPOX 2 + 

0351358 3 + + 

FGA 4 + + + 


(SF/PO 5 + 


055818 5 + 


F13A7 6 + 


075820 7 + 


0851179 8 + + + 


THO 1 11 + + + + 


VWA 12 + + + + 


0135317 13 + 

FESlFP5 15 + 

0165539 16 + + ,. 
018551 18 + + + 

0195433 19 r + 

0215" 21 + + + 

Amelogenin X, Y + + + 

Average match 1:1013 1:10,000 1:5 x 107 1:109 

probability 

Current panels are COOlS and SGM+. The UK first panel and SGM panel are no longer used; they are 
included to illustrate how testing panels have evolved over time. The match probability of a profile 
is the probability that two unrelated Individuals would have the same profile by random chance. It is 
calculated by multiplying together the chance of a match for each individual marker allele. 

assuming p to be the same for every bin and ignoring the need to match on 
intensity as well as position). Even for p =0.2, plO is only 10-7 It is imperative 
that the same binning criteria be used for judging matches between two pro
files and for calculating p. The criteria can be arbitrary within certain limits, 
but they must be consistent. 

DNA profiling using microsatellite markers 

Single-locus profiling uses microsateUite polymorphisms, usually trinucleotide 
or tetranucleotide repeats, that can be genotyped by PCR. In theory, even a single 
ceUleft at the scene of a crime can be profiled. Alleles can be defined unambigu
ously by the precise repeat number, which avoids the binning problem. If the 
gene frequency of each allele in the populat ion is known, an exact calculation 
can be made ofthe odds that a suspect, rather than an unrelated member ofthe 
population, is the source of a DNA sample. Standardized panels of micro satellites 
aTe used in different jurisdictions; the two main ones are CODIS in the USA and 
SGM+ in Europe (Table 18.8). It is usual also to include amelogenin as a sex 
marker. The X and Y chromosomes each have a copy of the amelogenin gene 
(AMEll, AMELy) , but the copies differ so that each gives a different-sized PCR 
product. Figure 18.24 shows a typical SGM+ profile. 

V-chromosome and mitochondrial polymorphisms 

For tracing relationships to dead persons, V-chromosome and mitochondrial 
DNA markers are especially useful because, in each case, an individual irtherits 
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Figur. '8.24 A DNA profile produced using the SGM+ set of markers. The SGM+ multiplex uses three d ifferent colored labels for 
primers to make the results clearer. Numbers in boxes are the number or repeat units in each microsatellite allele. [From Jobling MA 
& Gill P (2004) Not. Rev. Genet. S, 739-751 .With permission from Macmillan Publishers ltd.] 

the complete genotype from a single definable ancestor. For the Y chromosome, 
a panel of short tandem repeat markers is used, whereas mitochondrial geno
types are defined by SNPs. An interesting example was the identification of the 
remains of the Russian tsar and his family, killed by the Bolsheviks in 191 7, by 
comparing DNA profiles of excavated remains with those of living distant rela
tives (see Further Reading). These markers are also sometimes used in criminal 
investigations, particularly when the question arises of whether the criminal 
might be a relative of somebody who se profile is stored on a forensic database. 

DNA profiling is used to disprove or establish paternity 
Exclusion ofpatemity is simple: if the chlld has marker alleles that are not present 
in either the mother or alleged father, then the alleged father is not the biological 
father. Discrepancies at more than one locus are needed for certainty, because of 
the possibility that the child has a new mutant microsateUite allele. Proving pater
nity is, in principle, impossible-one can never prove that there is not another 
man in the world who could have given the child th at particular set of marker 
alleles. All one can do is establish a probabili ty of non-pa temity that is low enough 
to satisfy the courts and, if possible, the putative fa ther. 

Single-locus microsateUites allow an expli cit calcu lation of the odds (Pigure 
18,25). A series of 10 unlinked highly polymorphlc single-locus markers gives 
overwhelming odds favoring paternity if all the bands fit. 

DNA profiling can be used to identify the origin of clinical samples 
The problem of maternal contamination of prenatal DNA samples has already 
been mentioned. IfQF-PCR is to be used to check for fetal trisomies, the sample 
wiU in any case be genotyped for a series of polymorphic micro satellites. It is then 
simple to type a maternal sample for the same markers and compare the results. 
(fthe genotypes are insufficiently informative, other markers, for example a com
mercial DNA profiling idt, can be used. DNA profiling is also used to check the 
progress of a bone marrow transplant. lfengraftment is successful, the recipient's 
blood DNA will take on the donor profile, whereas other tissues will retain the 
original profile of the recipient. 

DNA profiling can be used to determine the zygosity of twins 
(n studying non-Mend elian characters (see Chapter 15), and sometimes in 

Figu,.. 18..25 Using single-locus markers genetic counseling, it is important to know whether a pair of twins are monozy
for a paternity test. The odds that [he 

go tic (MZ, identical) or dizygotic (DZ, frat ernal). Traditional methods depended 
alleged father, rather than a random member 

on an assessment of phenotypic resemblance or on the condition of the mem of the population, is the true father are 
branes at birth (see Box 5.3). Errors in zygosity determination systematically lh::qj, where q} is the allele rrequency of Al. 
inflate heritability estimates for non-MendeUan characters, because very similar A series of n unlinked markers would be used 
DZ twins are wrongly counted as MZ, whereas very different MZ twins are wrongly and, if paternity were not excluded, the odds 

scored as DZ. would be (lh)":qAX Q8Xq(X ... x qN_ 
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Genetic markers provide a much more reliable test of zygosity. The extensive 
but now obsolete literature on using blood groups for this purpose is summa
rized by Race & Sanger (see Further Reading). DNA profiling is nowadays the 
method of choice. Th e Jeffreys fingerprinting probe provided an immediate 
impression: samples from MZ twins look like the same sample loaded twice, and 
samples from DZ twins show differences. When single-locus markers are used, if 
twins give the same types, then for each locus the probability that DZ twins would 
type al ike is calculated. If the parents have been typed, this follows from Mendelian 
principles; othetwise, the probability of DZ twins typing the same must be calcu
lated for each possible parental mating and weighted by the probabili ty of that 
mating calculated from population gene frequencies. The resultant probabilities 
for each (unlinked) locus are multiplied, to give an overall likelihood PI that DZ 
twins wo uld give the same results with all the markers used. The probabili ty that 
the twins are MZ is then 

Pm = m/[m+ (1 - m)Pd, 
where m is the proportion of twins in the population who are MZ (about 0.4 for 
same-sex pairs). 

DNA profiling has revolutionized forensic investigations but raises 
issues of civil liberties 

DNA profiling forforensic purposes follows th e same principles as paternity test
ing. Scene-of-crime material (such as bloodstains, hairs, Or a vaginal swab from a 
rape victim) is typed and matched to a DNA sample from the suspect. One of the 
most powerful applications of DNA profiling is for proving that a suspect is not 
the criminal. In the USA, the Innocence Project has demonstrated that many 
miscarriages of justice would have been avoided if DNA evidence had been used 
properly. If the samples do not match, the suspect is excluded, regardless of any 
circumstantial evidence to the contrary. 

Technical issues 

The match probabilities in Table 18.8 are the probability that an unrelated indi

vidual would have a specific DNA profile-for example, the profile of DNA recov

ered from a crime scene. These are conservative estimates: some alleles are more 
common than others, so the exact match probability will vary between different 
profiles. For the current CODIS and SGM+ marker sets, the chances of a fortu
itous match look so low as to make a DNA match irrefutable. However, three fac
tors may reduce the degree of certainty. 

First, the chances are much higher that relatives would give a full match. 
Because criminality often runs in families. this is not a purely academic point. 
Second, crime-scene samples often do not give a full profile. When the quantity 
of DNA is very small and /or is degraded, some alleles may fail to amplify (allele 
drop-out). Below a certain threshold quantity of DNA (typically 100 pg, which is 
the DNA content of about 17 cells), stochastic effects begi n to be significant. 
Running the PCR for extra cycles or in a reduced volume may produce a profile 
when the standard protocols fail, but the profile is often only partial. This so
called Low Co py Number (LCN) technique has been quite controversial. Some 
major crimes have been solved with it, but there are questions about how reliable 
it is. Finally, crime-scene samples often contain a mixture of the DNA of several 
individuals. How can the individual profiles be teased out of a mixed profile? 
Provided that the component DNAs are present in different amounts, th e peak 
sizes can be used to disentangle the individual contributions. With LCN data this 
is much more of a problem, because stochastic effects mean that the relative 
amounts of PCR products do not necessarily reflect the amounts of template. In 
addition, with very small amounts of DNA, even the most trjvial contamination 
can be very significant. 

The markers in the CODIS and SGM+ sets have been chosen, among other 
reasons, because they give no personal information; they merely serve to identify 
a person. This helps make profiling less contentious. However, the DNA sample 
potentially co ntains all sorts of personal information. One intriguing possibility 
concerns the link between V-chromosome haplotypes and surnames. In societies 
in which the surname is taken from the fa ther, such links should exist. Pilot stud
ies have indeed demonstrated linkage, at least for unusual surnames. Much of 
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our physical appearance is also encoded in our DNA. People dream of a DNA 
photofit-a portrait (and maybe surname) of the criminal revealed by the DNA 
left at the crime scene! Considerable developm ent work is taking place toward 
that goal, but it remains far distant. Currently only eye and hair color can be even 
roughly predicted. It is also worth remembering that, whatever might be possible 
with a good blood sample, crime-scene DNA is often too limited in quantlty and 
quality to allow extensive genotyping. 

Courtroom issues 
If the genotypes do all match, the court needs to know the odds that tlle criminal 
is the suspect rather than a random member of the population. Of course, if the 
alternative were the suspect's brother or the suspect's identical twin, the odds 
would look very different. It is also important to remember that a DNA match 
may prove beyond reasonable doubt iliat the suspect had been present at the 
crime scene, but (apart perhaps in rape cases) it cannot prove what he or she did 
iliere. By itself, a DNA match is not normally enough to secure a conviction. 

The fate of DNA evidence in courts provides a fascinating insight into ilie dif
ference between scientific and legal cultures. Suppose that a suspect's DNA pro
file matches the scene-of-crime sample. There are still at least iliree obstacles to 
a rational use of the DNA data. 

First, the jury may simply not believe, or may perhaps choose to ignore, the 
DNA data, as evidently happened in the 0.). Simpso n trial. Maybe they will decide 
the incriminating DNA was planted-a not unreasonable proposition. 

Second, an unscrupulous lawyer may try to lead the jury into a false probabil
ity argumen t, the so-called Prosecutor's Fallacy. This consists of confusing the 
probabil ity that the suspect is innocent, given the match, wiili the probabili ty of 
a match, given that the suspect is in nocent. The jury should consider the first 
probabili ty, not the second. AI; Box 16,3 shows, the two are very different. 

Finally, objections may be raised to some of the principles by which DNA
based probabilities are calculated: 
• 	 The multiplicatiue principle, iliat ilie overall probabilities can be obtained by 

multiplying ilie individual probabilities for each allele or locus, depends on 
the assumption that genotypes are independent. If the population actually 
consisted of reproductively isolated groups, each of whom had genotypes 
that were fairly constant within a group but very different between groups, 

BOX 18,3 THE PROSECUTOR'S fAllACY 

Suppose that a court case has good evidence that the person whose DNA was found at the crime 
scene committed the crime. The suspect's DNA prolile matches the crime-scene sample. Does that 
make the suspect guilty? Consider two different probabilities: 

The probability that the suspect is in nocent, given the match. 

The probability of a match, given that the suspect is innocent. 

Using Bayesian notation (see Box' 8.2) with M = match, G= suspect is guilty, and! = suspect 


is innocent, the first probability is PAM and the second is PMI!. The Prosecutor's Fallacy consists of 
arguing that the relevant probability is PMI! when in fact it is P!IM. The calculation below shows 
how different these two probabilities are. 

If the suspect were guilty, the samples would necessarily match: PMIG = ,. Let us suppose 
that population genetic arguments say there is a 1 in 10° chance that a randomly selected person 
would have the same profile as the crime-scene sample: PM1' = , 0-0. Suppose that the gu il ty 
person could have been anyone of 107 men in the population. If there is no other evidence to 
implicale him, he is Simply a random member of the population, and the prior probability that 
he is gUilty (before conSidering the DNA evidence) is PG =10-7. The prior probability that he is 
innocent is P! = , - 10-7, which is very close to , . 

Bayes's theorem tells us that 

P,IM ~ (P, X PMII) / IIP,X PMII) + (PGx PMIG)] 
= 10-6/(10-6+ 10-7) 

= , ,O/ Ll 
~O.9. 

We already saw that PMII = , 0-6-quite a difference! 
Courts make fools of themselves by ignoring compelling DNA eVidence-but this calculation 

also shows that DNA evidence could not safely convict somebody unless PMJi was well below 10-6. 
Plansto screen all men in a large town to nnd a rapi st need to take account of this. 
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the calculation would be misleading. This is serious because it is th e multipli
cative principle that allows such exceedingly definite likelihoods to be given. 

• 	 The match probabili ty depends on the gene frequencies. DNA profiling labo
ratories maintain databases of gene frequencies-but were these determined 
in an appropriate ethnic group for the case being considered? 
Taken to extremes, the argument about the independence of genotypes 

implies that the DNA evidence might identify the criminal as belonging to a par
ticular ethnic group, but would not show which member of the group it was who 
committed the crime. These issues have been debated at great length, especially 
in the American courts. The argument is valid in principle, but the question is 
whether it makes enough difference in practice to matter. It has become clear 
that, in general, it does not. It would be ironic if courts, seeing opposing expert 
witnesses giving odds of correct identification differing a millionfold (105:1 ver
sus 1011 :1), were to decide that DNA evidence is hopelessly unreliable and were 
to rely instead on eye-witness identification (for which the odds of correct iden
tification are less than 50:50). 

Ethical and political issues 

DNA profiling is a hugely powerful tool in the fight against crime, but its power 
raises a host of ethical and social issues. Most of these center on the associated 
databases. DNA databases are not inevitable concomitants of DNA profiling. A 
profile from a crime scene could be compared directly with profiles obtained 
from suspects in that particular case, without needing any database. However, 
most governments have established databases containing profiles of named 
individuals because these greatly increase the likelihood of identifying the source 
of a crime-scene sample. The UK has, for many years, had the largest forensic 
DNA database in the world per head of population, incorporating approximately 
six per cent of the population (hut a much higher proportion of young adult 
males, and especially of men from certain ethnic minorities). At the end of March 
2009, the UK National DNA Database held DNA profiles of4,859,934 named indi
viduals and 350,033 profiles from crime-scene samples. The US CaDIS database 
is numerically slightly larger but covers a smaller percentage of the population. 

Many ethical and political questions concern whose profile should be on the 
database. In the UK, successive modifications of the rules have led to ever wider 
criteria for inclusion. Anybody arrested in the UK for a recordable offence (any
thing except the most trivial offences) can be compelled to provide a sample, and 
the profile will remain on the database forever (or at least untll the 100th anniver
sary of their birth). There is no requirement that they should be convicted of any 
crime, or even charged-the simple fact of being arrested triggers sampling. The 
rules in other countries are usually more restrictive, for example specif)~ng that 
the person must be convicted, and maybe for only certain categories of serious 
crime. Civil liberties groups complain about the excessive use of DNA sampling 
in the UK; the police quote cases where tIle profile of somebody arrested for a 
minor offence has implicated them in a major unsolved crime. Following a 2008 
ruling by the European Court of Human Rights, the policy in the UK is under 
review. 

Further questions concern two additional uses of profiling. Because allele fre
quencies differ between ethnic groups, it is possible to produce an ethnic infer
ence about the person who left DNA at a crime scene. Inferences from the stand
ard CODIS or SGM+ profiles are usually quite weak; stronger inferences may be 
obtained by typing for panels of ancestry informative markers-markers whose 
allele frequencies differ widely between groups. Some people find ethnic infer
encing ethically questionable .. Another controversial technique is familial search
ing. If the crime-scene profile does not exactly match any in the database, it is 
possible to ask whether the person who left DNA at the crime scene could be a 
relative-say the son or a brother-of somebody whose profile is in the database. 
Familial searching generates very long lists of names, which must then be priori
tized and eliminated by standard police methods. Because of this, it is only used 
for the most serious crimes-but some people worry about the possibility of 
improperly uncovering family secrets. These and other ethical concerns have 
been extensively reviewed in a report by the Nuffield Council on Bioethics (see 
Further Reading). 
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CONCLUSION 
In this chapter we have reviewed some ofthe many ways in which aDNAsequence 
can be checked for the presence of known or unspecified variants. 

For cases in which it is necessary to scan one or more candidate genes for any 
variant, DNA sequencing is the main tooL Normally, genomic DNA is sequenced, 
but cDNA may be preferable for large genes with numerous small exons, or if 
abnormal splicing is suspected. However, RNA requires more careful handling 
than DNA. DNA or RNA samples are generally amplified by PCR (RT-PCR in the 
case of RNA). !fit is importantto reduce the sequencing load, various techniques 
allow a quick scan of exons of a gene, allowing sequencing to be restricted to 
those that show some variant. These techniques exploit differences in the prop
erties of DNA heteroduplexes or in the conformation of single-stranded DNA. 
Alternatively, microarrays can be used to scan a whole gene sequence for vari
ants. The continuing rapid improvements in sequencing technology have made 
all these alternatives to sequencing less attractive; for most diagnostic laborato
ries the main bottleneck in mutation analysis is now in analyzing the sequence 
data rather than in generating it. 

Another group of tests are designed to detect specific mutations in a particu
lar gene. Commercial kits for such tests are increasingly available. Allele-specific 
oligonucleotide probes can be used in reverse dot-blot hybridization or, on a 
large scale, as probes on a DNA micro array. In ARMS (amplification refractory 
mutation system) testing, pairs of allele-specific primers are used in PCR to dis
criminate between normal and mutant sequences. In the oligonucleotide liga
tion assay (OlA), mutations prevent the DNA ligation of two paired oligonucle
otides and thus PCR amplification of the test sequence. Specialized sequencing 
technologies such as pyrosequencing or minisequencing identify just one or a 
few nucleotides adjacent to a primer, thus allowing specific mutations to be 
detected. The same microarray techniques used for mutation detection can also 
be used to search whole genomes for specific mutations or SNPs. 

Special tests are required to identify heterozygous deletions or copy-number 
changes in genomic DNA. Multiplex ligation-dependent probe amplification 
(MLPA), a variant of the OlA test, is a popular method for detecting deletions or 
duplications of exons within a gene. At the level of whole chromosomes, quanti
tative PCR of a panel of fluorescence-labeled microsateUites (QF-PCR) is often 
used as an alternative to standard karyotyping for prenatal diagnosis ofthe com
mon fetal trisomies. For genomewide detection of copy-number changes, array
comparative genomic hybridization or high-resolution SNP chips can be used. 

The older technique of gene tracking in a family pedigree is stili useful in some 
situations, but care needs to be taken in the choice of DNA marker and calcula
tion of the risk. 

DNA profiles, consisting of genotypes for a panel of polymorphic markers, are 
of great use in identifying individuals and determining relationships. The older 
DNA fingerprinting technique, based on hypervariable minisatellites, has been 
superseded by single-locus profiling using standardized panels of polymorphic 
microsatellites. The main use of DNA profiling is in criminal investigations, in 
which profiling and the associated police DNA databases have revolutionized 
practice but have also raised concerns about possible infringements of civilliber
ties. Courts have not always found it easy to handle the scientific questions raised 
by DNA profiling within an adversariallegal ftamework. It is important that they 
should recognize the limitations, as well as the powers, of DNA profiling. Other 
uses for DNA profiling include resolving cases of disputed paternity, identifying 
the origin of clinical samples (e.g. between mother and fetus, or transplant donor 
and recipient), and determining the zygosity of twins. 

The emphasis in this chapter has been on the techniques used to genotype a 
sample; except for the problem of unclassified variants there was little need to 
discuss the significance of the result. However, the same techniques can be used 
in situations where there is much more uncertainty about how useful the results 
might be. One such case is the use of genetic tests to predict somebody's response 
to a drug. Individual variations in response often have a genetic basis, and there 
are hopes that in the future genetic testingwili lead to more efficient prescribing, 
with the ultimate goal ofpersonalized medicine. Howrealistic is this goal? Further 
questions arise from the use of genetic tests in population screening. This raises 
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a series of new issues, primarily about the circumstances in which screening 
would be useful, rather than about the technical procedures. All these matters are 
considered in Chapter 19. 
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Chapter 19 


Pharmacogenetics, 
Personalized Medicine, 
and Population Screening 

KEY CONCEPTS 

Medicine in the post-genomic era holds the promise of testing of individuals to deliver 
personalized medicine and screening of populations to determine susceptibility to 
comnlOn diseases. 

Any clinical test, including genetic tests, should be evaluated by first considering its 
analytical validity, which includes its sensitivity, specificity, and predictive value. 

• 	 A broader evaluation of a clinical test should consider clinical validity, clinical utility, and 
ethical implications. 

• 	 The most crucial question about a proposed test is how often the result, in combination 
with other available data, will move participants across a threshold for possible 
further action. 

• 	 Pharmacogenetics is concerned with the way in which genetic variations between 
individuals cause different responses to a drug. 

• 	 Many pharmacogenetic variations affect the rate of absorption or metabolism of drugs 
(pharmacokinetics) . 

Other pharmacogenetic variations affect the response of a drug target to a given level of 
the drug (pharmacodynamics). 

• 	 One aim of personalized medicine is to tailor the drug and dosage that an individual 
receives to his /her genotype. Obstacles to personalized prescribing include the inadequate 
predictive power of most genotypes and the need to develop rapid real- time bedside 
genotyping methods. 

• 	 Genotype-specific prescribing is closest to reality in cancer medicine, in which some drugs 
are already prescribed only after a tumor specimen has been genotyped. 

• 	 Expression profiling of tumors may eventually guide treatment, but its value has yet to be 
confirmed by large prospective studies. 

• 	 Testing for susceptibility to complex diseases is a growing but largely unregulated industry. 
Tests marketed directly to consumers over the Internet are often not supported by evidence 
of clinical utility. 

• 	 Population screening usually aims at defining a high-risk subset of the population. This will 
almost certainly include many individuals who do not, in fact, have the condition being 
screened for. People in the high-risk group are then offered some intervention, most usually 
a definitive diagnostic test. 

• 	 Screening tests usually involve a trade-off between sensitivity and specificity, with an 
arbitrary intervention level being defined to optimize the compromise. Screening programs 
need very careful consideration to ensure that they do more good than harm. 

.. 	 A vision for the future role of genetics in medicine is to move from the current reactive 
'diagnose and treat' system to a proactive 'predict and prevent' system. Whether this will be 
achievable, and if so when it will happen, are extremely contentious and 
unresolved questions. 
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In the previous chapter, we considered the technicalities of genetic testing and 
described many examples ofthe way in which laboratory tests can be used either 
to check for the presence of a specific predetermined DNA sequence change or to 
scan a gene sequence for any change. But many proposed applications of genetic 
testing raise issues that were not covered in that chapter. 

As genotyping and DNA sequencing become cheaper and faster, more and 
more people will come to have more and more information about their own 
genomes. Some of this information will predicttheir responses to drugs and their 
susceptibilities to diseases. Will this lead to radical changes in the whole system 
of health care-a switch from the current 'diagnose and treat' mode to a 'predict 
and prevent' approach-over the next one or two decades' Or do these visions 
ignore the complexity of human life, the profound roles of environment and life
style in shaping health, and the fact that in a free society people can, and often 
do, choose to ignore good advice? These are major questions about future devel
opments in the interlinked areas of personalized medicine and population 
screening. 

We cannot give firm answers to the big questions, but we hope this chapter 
will provide readers with information and tools for forming their own opinions. 
The first tools for this task are those for evaluating any proposed test. 

19.1 EVALUATION OF CLINICAL TESTS 
All clinical tes ts need to be evaluated. This is as true of genetic tests as of any 
other. When a health care provider or insurance company is paying for the test, 
they need to know that they are getting value for money. There is never enough 
money to do everything that one might wish to do in a perfect world, so it is not 
enough that the test should offer some value: it should represent a better use of 
that money than any of the alternatives. Individuals choosing to buy a test over 
the Internet may perhaps not be so concerned with value for money, but they still 
need to understand what it is that they are buying, and to be confident that the 
advertising is not misleading. The test must do what it claims to do and produce 
realistic risk estimates. 

A widely used framework for evaluation is the ACCE scheme (Box 19.1). 
Sometimes a distinction is made between an assay and a test. An assay is the 
actual laboratory result-a genotype or measurement of an analyte-whereas a 
test, in this context, is the overall result of deriving and assembling the informa
tion on which to base a clinical decision. The analytical validity wo uld consider 
the assay, whereas the wider issues are part of the test. The distinction can be 
helpful in avoiding overemphasis on the assay in determining the usefulness 
of a test. 

The analytical validity of a test is a measure of its accuracy 
Analytical validity is the most basic measure of test performance. Measures 
of analytical validity relevant to genetic tests are set out in Box 19.2, and include 
sensitivity and specificity. These can involve wider or narrower considerations, 
depending on what the test claims to do. Where an assay claims simply to identify 
a single specific genotype, the definition of a positive or negative result is unam
biguous-the target genotype is either present or absent. Some assays report dle 
concentration of an analyte. In that case, the analytical valid ity would be meas
ured by the variat ion in replicate measures on the same sample, and by the accu 
racy in reporting the result on test samples that had a known true result. In all 

BOX 19.1 THE ACCE FRAMEWORK FOR EVALUATING TESTS 

The AC(E framework considers four aspectsof test performance: 
Analytical validity: how well does the test measure what it claims to measure? 
Clinical validity: how weI! does the test predict the health ou tcome that it claims to? 
Clinical utility: what use is the result? 
Ethical aspects: does the test conform to ethical standards? 

Thisframework is applicable to any clinical test. including genetic tests. 
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BOX 19.2 MEASURING THE ANALYTICAL VALIDITY OF A TEST 

The simplest measures of test performance are itssensitivity and specificity. Using the numbers 
defined in Table 1, the sensitivity is al(a + b); that is, the proportion of all people who have 
the condition who are identified by the test. The specificity is defined as dl(c + d ), and is the 
proportion of all people who do not have the condition where the test result correctly predicts 
absence of the condition. Other measures include: 

Fal se positive rate = d(a + c): the proportion of positive test results that wrongly identify a 

person as having the condition. 

False negative rate = b/{b + d): the proportion of negative test resul ts that wrongly identify a 

person as not having the condition. 

Positive predictive value = 0/(0 + c): the proportion of positive test results that correctly 

Identify a penon with the condition. 

Negative predictive value:: d/(b + d): the proportion of negative test resu lts that correctly 

identify a person as not having the condition. 


TlIbtc 1 Performance of a test 


Condition present 
 Condition absent 

Test positive (a 

Test negative b d 

these cases the analytical validity covers just laboratory quality issues. It should 
not be taken for granted. In 2001, investigators in California sent hair samples 
from the same person to six of the leadi ng US laboratories that offered hair min· 
eral analysis to people concerned about nutritional deficiencies. The results from 
the different laboratories were grossly disparate and overall not far from random. 
Before relyingon results from a laboratory it is advisable to check that it is enrolled 
in a reputable quality assurance scheme. 

The measures become more interesting if the test is defined as the totality of 
what the laboratory does to try 10 answer a clinical question. In Chapter 18 we 
distinguished between testing for a specific predefined sequence change and 
scanning an entire gene for mutations. The clinically relevant question is usually 
whether any mutation has been detected anywhere in the relevant gene. The sen
sitivity of the test will depend on how hard we look. Will we sequence every exon, 
or will we rely on a method such as single strand conformation polymorph ism or 
melting curve analysis? Will we use multiplex ligation-dependent probe amplifi
cation (MLPA) to check for whole exon deletions, in addition to sequencing 
exo ns? Scanning the entire gene also raises the problem of unclassified variants, 
discussed in Chapter 18. If a nonpathogenic variant is mistakenly reported as a 
positive test result, the specificity of the test is reduced. 

The clinical validity of a test is measured by how well it predicts a 
clinical condition 
Clinical validity is a separate issue from analytical validity. Even ifthe hair-testing 
laboratories cited above had correctly reported the mineral content of the sam
ples, there is precious little evidence that the results would have any relevance to 
the health of the person whose hair they analyzed. Even some mainstream tests 
have limited clinical validity. Men concerned about their risk of prostate cancer 
are often offered a test of their blood level of prostate specific antigen (PSA) . A 
laboratory may measure the PSA level with high analytical validity, but it is a very 
poor indicator of prostate cancer. The distributions do differ in cases and con
trols, and extremely high levels are a danger signal, but there is a large overlap 
and little predictive value. 

In genotyping for Mendelian conditions, it is obvious whether a test result is 
positive or negative; the only question is what such a result should mean. But the 
clinical validity depends on the degree of correlation between genotype and 
phenotype. Genetic diseases are often variable, especially the many dominant 
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Mendelian diseases that are caused by haploinsufficiency. The severity of these 
conditions is usually extremely variable, even within famili es. Figure 3.17 illus
trates this forWaardenburg syndrome. People occasionally request prenatal test
ing for this syndrome. A test could accurately tell whether a fetus had inherited 
the family mutation, but it could not predict how severely that individual would 
be affected. Hemochromatosis (OMIM 235200; an iron overload cond ition) is 
another example. It is desirable to identify people with this condition because 
very serious liver problems, including cirrhosis and cancer, can be avoided by 
the simple expedient of regular bloodletting before symptoms develop. Most 
people with clinical hemochromatosis are homozygous for one specific muta
tion, p.C282Y in the HFE gene. A simple test for that mutation could have high 
analytical validity-but the clinical validity would be low because most p.C282Y 
homozygotes remain healthy and do not suffer the clinical condition. 

When the laboratory assay is of a quantitative variable, such as the concentra
tion of some analyte or the level of expression of a gene, a decision must be made 
as to where to draw the line between a normal and an abnormal level, or a posi
tive and a negative test result. These are analog tests, as compared with genotyp
ingtests, which are digital. Here, as in other fields, digital data are easier to inter
pret and manage than analog data. Where the line is drawn can have a major 
bearing on the clinical validity of the test. Prenatal screening for Down syndrome, 
considered in Section 19.5, is a good example of a test in which an arbitrary 
threshold must be drawn across continuously variable analog test data. Such 
decisions involve a trade-off between sensitivity and specificity. The threshold 
can be drawn so as to catch virtually all cases (high sensitivity) , but only at the 
cost of also catching many unaffected people (low specificity) . Alternatively, a 
high threshold can be used so as to avoid catching unaffected people (high spe
cificity), but this will usually be at the price of miSSing many affected cases (low 
sensitivity). 

Clinical validity is of particular relevance when considering tests for genetic 
susceptibility to common rJiseases. Laboratories can genotype SNPs with high 
analytical validity, but the power of the results to predict disease susceptibility is 
much more limited. These factors are neither necessary nor sufficient for the dis
ease to develop; instead, what matterS is the relative risk. This is measured by the 
likelihood ratio or odds ratio, as set out in Box 19.3. The whole question of the 
clinical vaJirJity and utility of testing for genetic susceptibility to common dis
eases is discussed in Section 19.4. 

Tests must also be evaluated for their clinical utility 
and ethical acceptability 
Clinicaiutiiity, the third aspect of the ACCE framework (see Box 9.1), broadens 
the questions further. Even if the test makes an accurate preetiction of disease 
risk, is this information useful to the patient? When the prediction leads to suc
cessful prevention or treatment the utility is obvious, but what about the test for 
Huntington disease? This test has high clinical validity. Fineting a CAG repeat 
number of 45 in the H7Tgene tells the patient that they will definitely eventually 
develop the disease (unless something else kills them first). But at present there 
is nothing they can do to modify that risk. So has any useful purpose been served 
by doing the test? Different patients will have different answers to that question. 
Anybody who takes the test will have a family history of the disease and will know 
they are at high risk. Some people want to know for certain. Of course they hope 
their test will be negative, but even if it is positive they can plan ahead for when 
the disease takes over their life. However, most people at risk of Huntington dis
ease decide after careful counseling that they would rather not know. They would 
rather live with uncertainty than take the risk of discovering that they are doomed 
to develop the disease. For them there is no clinical utility. 

Ethical issu.es would include how far the test is voluntary, and its potential to 
stigmatize people or adversely affect their prospects of insurance, employment, 
and so on. Other issues might concern the desirability of offering prenatal diag
nosis for a relatively trivial or late-onset condition, or the implications of offering 
a screening program to people of just one of several ethnic groups in a country 
when the disease in question is found mainly just in that one group. 
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BOX 19.3 MEASURES Of RELATIVE RISK 

Tests of disease susceptibility seek to compare an individual's risk 
of developing a disease with the general population risk. Available 
measures of the relative risk include the likelihood ratio and the odds 
ratio. 

The likelihood ratio measures the likelihood that a person who 
has the susceptibility factor in question will deve lo p the disease, 
compared with the likelihood of a person in the general population 
(who mayor may not have the susceptibility factor), Alternatively. one 
could measure the likelihood relative to somebody who does not have 
the susceptibility factor. In either case, calculating the likelihood ratio 
requires knowledge of the epidemiology of the disease. 

For case-control studies, the usual measure is the odds ratio (OR). 
In contrast with the likelihood ratio, this can be calculated directly 
from the results of the study, as shown in Table 1, without the need for 
wider population data. Its clinical validity depends, of course, on the 
control group's being r~presentat ive of the wider population, as well as 
being matched to the cases for other factors that could independently 
produce an association with the disease. 

Table 1 Categories in a case-control study 

Cases Controls 

Risk genotype present a c 

Risk genotype absent b d 

In this study, for a person who has the risk genotype, the odds of 
being affected (being a case rather than a control) are a:c or alc; l . For 
a person without the risk genotype, the odds are b:d or bld: l. The odds 
ratio is 

(ale) = adlbe. 
(bl<fl 

Imagine a study of 1000 cases and 1000 controls in which the risk 
factor is present in 80% of the cases but only 70% of (ontrols (Tabl. 2). 

Table 2 Data from a hypothetical case-control study 

Cases IComrols 

Risk genotype present 800 700 

200 ' 300Risk genotype absent 
-

The OR is (800 x 300)/(200 x 700) = 1.7. However, if the factor 
were present in only 8% of (ases and 7% of controls, the OR in the 
same study would be (80 x 930)/(920 x 70) == 1.15. A more intuitive 
measure of the relative risk, the frequency of the risk genotype in cases 
compared with controls, is the same in both examples: 8/7 or 1.14. 
Odds ratios approach that intuitive risk ratio when the absolute risk is 
low (8% versus 80% in the examples above). 

Odds ratios must be interpreted with great caution, especially 
for high-frequency risk alleles. It would be easy, but very wrong, to 
suppose that the odds ratio of 1.7 in our first example means that 
having the risk genotype gives a person a 70% greater chance of 
developing the disease. However, the intuitive interpretation of an OR 
of 1 is correct It means that a factor has no effect on risk. 

Despite being less intuitive, ORs are used in case-control studies 
because of their statist ica l properties, particularly in relation to logistic 
regression, the statistical technique used to tease out single effects 
from a complex set of factois. Note that the OR in Table 2 does not 
change if the number ofcases or controls is changed, provided that the 
proportion of each who have the risk genotype remains unchanged. 

If we consider a genetic risk allele, the OR will probably be different 
for people heterozygous or homozygous for that allele. Unless there is 
clear evidence of dominance or recessiveness, susceptibility alleles are 
usually assumed to have a multiplicative effect. The ORs for genotypes 
AA, Aa, and aa are assumed to scale in the ratio 

1:r:r~. 

A per-allele OR is normally quoted. 
The mathematically adept can find some extensions of these 

calculations in the paper byWang and colleagues (see Further 
Reading). 

In the end, the value of a test must be judged by the changes it brings about. 
Whatever the performance of a test according to the criteria outlined above, in 
the end what matters is what it achieves for patients. Does it change what people 
do? For most conditions there will be some threshold for action-for taking 
X-rays, doing a biopsy, or prescribing a drug. The result of any single test will be 
considered alongside all other relevant information-the age and sex of the 
patient, their general health and social situation, and the results of any other tests. 
A useful test is one that makes a substantial contribution to moving people across 
the action threshold, in either direction. In this connection, absolute risk is much 
more important than relative risk. A test may alter somebody's risk tenfold, but if 
the effect is only to change the risk from 1 in 10,000 to 1 in 1000 it will probably 
not make any practical difference. In contrast, a positive test for a BRCAI muta
tion has a relative risk of only about 7 (80% for a carrier versus 12% general popu
lation risk), butthe test result is important because of the high absolute risk. 

19.2 PHARMACOGENETICS AND PHARMACOGENOMICS 
The core of any move to personalized medicine must be personalized prescrib
ing. We all know that many drugs affect different people in different ways. Often 
there is differential sensitivity: some people need higher or lower doses to achieve 
the same therapeutic effect. Sometimes a drug simply has no therapeutic effect 
in certain individuals. A drug that most people take without any problems may 
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cause an adverse reaction in a few individuals. Some of these differential effects 
are due to environmental causes: a person's ability to absorb or metabolize a drug 
may be changed by his illness or lifestyle. Sick people are often taking multiple 
drugs, and some combinations may interact. But many differences are due to 
genetic variation between people. Pharmacogenetics is the study of the roles of 
specific genes in these effects, whereas pharmacogenomics uses genomewide 
tools for the same purpose. 

Pharmacokinetics studies the absorption, activation, metabolism, and excre
tion of drugs, whereas pharmacodynamics considers the actual target response. 
In other words, pharmacokinetics addresses what the body does to a drug, 
whereas pharmacodynamics addresses what the drug does to the body. Genetic 
factors are relevant to both. There are at least four stages at which genetic varia
tions can affect a patient's response to a drug: 
o 	 Absorption--individuals may cliffer in their ability to transport an oral drug 

into the bloodstream. 

o 	 Activation-many drugs are given in the form of a prodrug that must undergo 
an enzymatic reaction, usually in the liver, to convert it to th e active form. 

o 	 Target response-in different patients, the process or pathway targeted by the 
drug may respond differently to a given local concentrat ion of the drug. 

Cata.bolism a.nd excretion-individuals often differ in the rate at which they 
catabolize and dispose of the active drug molecule. Slow metabolizers will 
have a longer or stronger response to a given concentration of the drug than 
fast metabolizers will. 
Adverse drug reactions are a serious problem. It has been estimated that they 

are responsible for about 100,000 deaths a year in the USA, and for I in 15 of all 
hospital admissions in the UK. Added to this is all the wasted time and money, 
and the extra suffering involved when a patient fails to respond to a drug- an 
especially severe problem with psychiatric drugs. 

Many genetic differences affect the metabolism of drugs 

The reactions of drug metabolism are traditionally divided in to two phases. Phase 
I reactions (oxidation, hydroxylation, and hydrolysis) often produce the biologi
cally active moLecule, although sometimes the phase I product might be an inter
mediate in the inactivation and degradation of the drug. Phase 2 reactions (con 
jugation reactions such as acetylation, glucuro nidation, or sulfation) produce a 
water-soluble compound that is more easily excreted. Not every drug is processed 
through both phases, but FIgure 19.1 shows a common sequence of events. 

Enzymes involved in both phases often show polymorphic variations in activ
ity that affect responses to many drugs. The natural function of these enzymes is 
in handling xenobiotics (foreign substances), maybe in particular pLant alkaloids 
present in the diet. Interesting studies relate these poLymorphisms to shiftin g 
selective pressures driven by variations in diet across time and location. Because 
the variations affect the handling not just of drugs but also of innumerable other 
chemicals in our diet and environment, the genes encoding these enzymes have 
been widely studied as candidates for susceptibility to cancer and other diseases, 
as well as for their effect on drug metabolism. 

The P450 cytochromes are responsible for much of the phase 1 
metabolism of drugs 
P450 cytoch romes constitute a large family of enzymes that have an iron-sulfur 
active site and a spectral absorption peak at 450 nm. They act by inserting a single 
oxygen atom derived from molecular oxygen into a very wide range of organic 
compounds. The end product is usually a polar, water-soluble hydroxylated 

PHASE 1 water-soluble _ ___P"_A_S_' _2__..... excrelable 
drug , reactive , 	 product 

P450 enzyme intermediate UDP glucuronosyltransferase 
glutathione 5-transferase 

N-acetyltransferase 

Figure 19.1 Stages in the metabolism of 
a drug. Phase 1often involves oxidation, 
hydroxylation, or hydrolys is to produce 
a polar compound that is water soluble. 
This may be the active molecule itself or 
a degradation product. In phase 2, the 
molecule may be conjugated with an acetyl, 
glucuronosyl, or glutathionyl group to form a 
water-soluble molecule that can be excreted. 
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derivative of the substrate. The P450 cytochromes probably evolved to deal with 
toxic plant metabolites, and variants may be important in determining the 
response to chemicals in the diet and environment, as well as to prescribed drugs. 
The enzym es are found mainly in the liver, but some occur in the small intestine 
and elsewhere. Some drugs have an additional effect of inducing or inhibiting 
specific P450 enzymes, which can lead to unforeseen interactions between these 
drugs and those that are substrates of the enzyme. The Cytochrome P450 Drug 
Interaction Table (see Further Reading) maintains comprehensive lists. 

Humans have about 60 P450 genes, encoding enzymes that, between them, 
are responsible for the phase I metabolism of maybe 60% of all prescribed drugs. 
They are grouped into several families. Genes have names such as CYP2D6 (cyto 
chrome P450 family 2, subfamily D, polypeptide 6). At least 10 different P450 
enzymes have Sign ificant roles in phase I drug metabolism. Many of them can 
metabolize a considerable range of different drugs, and individual drugs are often 
substrates for more than one P450 enzyme. These wide and overlapping specifi
cities mean that there are not always close correlations between anyone P450 
activity in a patient and his/ her handling of a specific drug. Nevertheless, some 
drugs are metabolized by just one P450 enzyme, and in pharmacological research 
these drugs can be used as probes to identify individuals with unusual functional 
variants of that enzyme. 

CYP2D6 

Back in the 1970s, it was noted that some individuals showed markedly enhanced 
sensitivity to the antihypertensive drug debrisoquine and to the anti-arrhythmic 
drug sparteine. On investigation, these individuals showed high plasma levels of 
the drugs but low urinary levels of the catabolism products, implying that they 
were failing to metabolize and excrete the drugs. The cause was eventually identi 
fied as low activity ofthe CYP2D6 enzyme. Individuals can be classified into poor, 
intermediate, extensive, and ultra-rapid metabolizers. Figure 19_2 shows how 
CYP2D6 activity governs the effective dose of the antidepressant drug nortriptyl
ine, which is metabolized by this enzyme. 

CYP2D6 is involved in the metabolism of perhaps 25% of all drugs. Variation 
in its activity has significant effects on the response to some beta-blockers used 
to treat hypertension and heart disease, and to several psychiatric drugs includ
ing tricyclic antidepressants. Poor metabolizers are at risk of overdose effects of 
these drugs. In contrast, CYP2D6 is also required to convert codeine into its active 
form, morphine. Codeine is ineffective in pain relief for poor metabolizers, 
whereas ultra-rapid metabolizers risk adverse effects sllch as sedation and 
impaired breathing. 

ultra-rapid extensive intermediate poo'phenotype metabollzers metabolizers metabolizers metabolizers 

frequency 
5-10% 65-80% 10-15% 5-10%(Caucasians) 
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Figure 19..1 Pharmac.ogenetics of 
debrisoquine and nortriptyline. The 
activity of the CVP2D6 enzyme is measured 
by the metabo lic ratio (MR), which is the ratio 
of amounts of a substrate drug, debrisoquine 
and its metabolic product in urine after 
a standard dose of the drug. High ratios 
show poor co nversion due to low enzyme 
activity.The graph shows observed ratios 
for a range of patients. The same enzyme is 
largely responsible for phase i catabolism 
of the antidepressant drug nortriptyline. 
Depending on the CV?2D6 phenotype as 
measured by the metabolic rario, patients 
require different doses of nortriptyline. 
{Adapted from Meyer UA (2004) Not. Rev. 
Genet. 5,669- 676. With permission from 
Macmillan Publishersltd.1 
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The CYP2D6 gene has nine exo ns and is located on chromosome 22q 13. 
Sequencing the gene in poor metabolizers has revealed a variety of point muta
tions. mainly nonsense. frameshift. or splice site changes. and occasional com
plete gene deletions. Interestingly. the Human Genome Project chromosome 22 
reference sequence happened to be from a deletion carrier. so CYP2D6 was not 
recorded in the original sequence. Ultra-rapid metabolizers have increased num
bers of CYP2D6genes (Figure 19.3). 

Other P4S0 enzymes 

Another P450 cytochrome. CVP2C9. hydroxylates various drugs. including non
steroidal anti-inflammatory drugs. sulfonylureas. inhibitors of angiotensin
converting enzyme. and oral hypoglycemics. For example. rare poor metaboliz
ers have an exaggerated response to tolbutamide. a hypoglycemic agent that is 
used to treat type 2 diabetes. The role of CYP2C9 variants in hypersensitivity to 
warfarin is discussed below in the section on personalized medicine. 

CVP2C19 metabolizes a variety of drugs. including anti-convulsants such as 
mephenytoin. proton pump inhibitors such as omeprazole (used to treat stom
ach ulcers). proguanil (an antimalarialJ. and certain antidepressants. Subjects 
can be classified phenotypically into poor. intermediate. and extensive metabo
Iizers (FIgure 19.4) Intermediate metabolizers are compound heterozygotes for 
an active and an inactive allele; poor metabolizers have two inactive alleles. The 
frequency of poor metaboHzers is 3-5% among Caucasians and African
Americans. but higher in Orientals and very high in Polynesians. Mephenytoin 
and omeprazole are degraded by CYP2C I9. so poor metabolizers require a lower 
dose. A particular risk for poor metabolizers is unacceptably prolonged sedation 
with a standard dose of diazepam as a result of slow demethylation by CYP2C19. 
In contrast. proguanil is a prod rug that requires activation by CYP2CI9 to form 
the active molecule. cycloguanil; poor metabolizers therefore show a decreased 
effect of that drug. 

CYP3A4 is another P450 cytochrome involved in the metabolism of maybe 
40% of all drugs. Its activity in the liver varies up to thirtyfold between individu
als. but the cause of thls variability has been hard to identify. Coding sequence 
variants are not common. The enzyme is inducible. and it may be that regulatory 
effects are the main cause of the variability. A further complication is that the 
activity of CYP3A4 strongly overlaps with that of yet another P450 enzyme. 
CYP3A5. 

Figure 19.4 Population frequencies of P450 activity variants. 
The distributions differ in different populations. (Data for CYP2D6 adapted 
from Meyer UA (2004) Not Rev. Genet. 5, 669-676. Data for CYP2C9 for northern 
Europeans from Service RF (2005) Science 308, 1858- ' 860. Data for CYP2Cl 9 
forTaiwanese from Li ou YH, Lin CT, Wu YJ & Wu L5 (2006) J. Hum. Genet. 
51,857-863.J 

Figu.re 19.3 Effect of variable copy 
number of CYP2D6 genes on the rate of 
metabolism of nortriptyline. Subjects with 
different numbers of CYP206 genes were 
given a standard ora l dose of 25 mg. The 
graphs show the plasma concentrations of 
nortriptyline over the following 72 hours. 
[Adapted from Dalen P, Dahl ML, Bernal Ruiz 
ML et al. (1998) C/in. Phormaco/. Ther. 63, 
444- 452. With permi ssion from Macmillan 
Publishers Ltd.] 
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Other P450 enzymes with important roles in drug metabolism include CYPIA2 
and maybe CYP2A6. Figure 19.4 shows the frequencies of variants for three of the 
most important P450 enzymes. 

Another phase 1 enzyme variant causes a problem in surgery 
Suxamethonium (succinyl choline) is a muscle relaxant used in surgery. About 
1 in 3500 Europeans suffer prolonged apnea (failure to breathe spontaneously) 
afrer a standard dose. Spontaneous breathin g resumes when the drug is inacti
vated by the enzyme butyrylcholinesterase (also known as pseudocholines
terase). The pw longed effect is seen in people who are homozygous for low
activity variants of the enzyme and who therefore inactivate suxamethonium 
abnormally slowly. 

Phase 2 conjugation reactions produce excretable water-soluble 
derivatives of a drug 
Phase 2 reactions can involve acetylation, glucuronidation, sulfation, or methyla
tion of the drug. People with deficient phase 2 activity inactivate and excrete the 
relevant drugs abnormally slowly. 

Fast and slow acetylators 
Phase 2 metabolism of many drugs involves N-acetylation. Humans h ave two 
aryl-N-acetyltransferase enzymes, each invo lved in phase 2 metabolism but for 
different spectra of drugs. They are encoded by the highly homologous NATl and 
NAT2 genes that lie close together on chromosome 8p22. The NAT! enzyme is 
relatively invariant, but all human populations show frequent polymo rphism for 
NAT2 variants with dillerent enzymatic activity. Rapid acetylation, the wild type, 
is dominant over slow acetylation. Slow acetylators eliminate drugs and other 
xenobiotics more slowly, and so show enhanced sensitivity to their effects. Slow 
acetylation has also been linked to increased susceptibility to bladder cancer. 
Despite these apparently deleterious effects, there is good evidence that the slow 
acetylator phenotype has been positively selected in Western Eurasians over the 
past 6500 years. About 50% of white Americans, but only 17% oflapanese, are 
slow acetylators. One suggestion is that slow acetylation is beneficial to meat
eaters because acetylation by NAT2 of compounds present in well-cooked meat 
may produce carcinogens. 

Variable acetylation ofthe anti-tubercular drug isoniazid was one ofthe earli
est observations in pharmacogenetics. Many years ago, it was noticed that indi
viduals had greatly variable plasma concentrations of the drug after receiving a 
standard dose (Figure 19.5), and this had important clinical consequences. Slow 
acetylalors are at increased risk of developing pe ripheral neuropathy, a known 
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Figure 19.5 A bimodal distribution 
of plasma revels of isoniazid due to 
genetic polymorphism in the NAT2 
IN-acetyltransferase 2) gene. Plasma 
concentrations were measured in 267 
subjects 6 hoursafter an oral dose of 
isoniazid. Fast acetylators remove the 
drug rapidly. (Adapted from Price Evans 
DA. Manley KA & McKusickVA (1960) 8M) 
2,465-491. With permission from 6MJ 
Publishing Group Ltd.] 
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adverse effect of the drug. Other drugs for which variations in acetylation rate 
can be clinically important include procainamide (an anti-arrhythmic), hydrala
zine (an antihypertensive), dapsone (anti-leprosy). and several sulfa drugs. 

UGTl A 1 glucuronosyltransferase 
Many drugs are excreted in the form of glucuronide conjugates. These are formed 
by the action of UDP glucuronosyltransferases. As mentioned in Chapter 11, the 
UGTlA locus on chromosome 2q37 has 13 alternative first exons, which are 
spliced onto invariable exons 2-5. Exon 1 determines the substrate specificity of 
the enzyme, whereas exons 2-5 encode the active site. One of the variants, 
UGTlAl, is responsible for catabolism of both bilirubin, the normal breakdown 
product of hemes from red blood cells, and the anti-cancer drug irinotecan. 
Manyvariants ofUGTlAl with decreased enzymatic activity have been described, 
primarily in connection with hyperbilirubinemias, but patients with 10wUGTlAl 
activity also suffer severe side effects when treated with irinotecan. 

Glutathione S-transferase GSTM1, GSTTl 

Glutathione S-transferases (GSTs) are a large family of enzymes that are involved 
in the detoxification of a variety of xenobiotics and carcinogens (Figure 19.6). 
There are six main classes- alpha (a), kappa (K), mu (~), pi (n), sigma (a), and 
theta (9), each encoded by several closely related genes. Different enzymes differ 
in their tissue and substrate specificities. The genes encoding the GSTMI and 
GSTTl enzymes have been the most extensively investigated. At each of these 
lOCi, gene deletions are common (about 50% and 38%, respectively, in white 
northern Europeans), probably as a result of unequal crossover in tandemJy 
repeated gene clusters. 

People can be classified into non-conjugators, low conjugators, and high con 
jugators with respect to any particular GST activity. Numerous studies have 
reported associations of low conjugation with susceptibility to genotoxic effects. 
People with low GST activity may be unable to cope with high doses of drugs 
whose phase 2 detoxification involves conjugation with glutathione. In some 
cases, the effect has been in the opposite direction-for example, low conjuga
tors are less efficient at removing isothiocyanates that corne from dietary cab
bage and related cruciferous plants. These compounds are supposed to be pro
tective against lung cancer, so low conjugatars may be at increased risk. 

Thiopurine methyltransferase 

Thiopurine S-methyltransferase (TPMT) transfers a methyl group from S-adeno

sylmethionine onto the immunosuppressant drugs azathioprine and 6-mercap

tapurine, leading to their inactivation. About 10% of Europeans are heterozygous, 

and 0.3% are homozygous, for low-activity variants of TPMT. These individuals 

require a lower dose of the drugs. Homozygotes can suffer life-threatening bone 

marrow toxi city when given a standard dose of either drug. Three relatively com

mon variants account for about 90% of the low-activity alleles. 


Genetic variation in Its target can Influence the 
pharmacodynamics of a drug 
The effects considered above affect the pharmacokinetics of a drug: how fast it is 
activated, inactivated, and excreted. Another way in which genetic differences 
can affect drug responses is through pharmacodynamics-that is, the specific 
response ofa drug target to a given drug. Drug targets include receptors, enzymes, 
and signal transduction systems. Genetic variants in the target can affect the effi
cacy of a drug. 

Variants in beta-adrenergic receptors 
The ADRB2gene located on chromosome 5q32-34 encodes the beta-2 adrenergic 
receptor, which is the target for many drugs. Two variants in this gene, p.Arg16Gly 
and p.Gln27Glu, are common (frequency 0.4--0.6) in many populations and are in 
strong linkage disequilibrium with each other. Beta-2 agonists are the most widely 
used drugs for treating asthma. Individuals homozygous and heterozygous for 
the Arg16 variant are 5.3-fold and 2.3- fold, respectively, more likely to respond to 
the anti-asthmatic drug albuterol than those who are homozygous for Gly16. 
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Figur.,9.6 Glutathione conjugation. 
Phase 2 metabolism of many drugs and 
other )(enobioticsinvolves conjugation with 
glutathione.The reaction is catalyzed by 
glutathione S-transferase (GST). 
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However, much depends on precisely what response is being studied, The review 
by Evans & McLeod (see Further Reading) gives details. 

TheADRBl gene located on chromosome lOqZ4-Z6 encodes the beta-l recep
tor. This has only limited homology to the beta-Z receptor and is targeted by dif
ferent drugs (Figure 19.7). A common polymorphism, p.Arg389Gly, has been 
tested for pharmacodynamic effects. The Gly389 allele is associated with a 
decreased cardiovascular response to beta-blocker drugs. For example, Arg389 
homozygotes had a much better response to the beta-blocker bucindolol than 
those who are heterozygous or homozygous for the Gly389 allele. 

Variations in the angiotensin-converting enzyme 
The angiotensin -converting enzyme (ACE) is a peptidase that converts angi
otensin I into angiotensin II. The latter is an important regulator of blood pres
sure and has many other physiological functions. A polymorphic insertion/dele
tion of an Alu sequence in an intton of the ACE gene is associated with variations 
in enzyme activity (Figure 19,8). DD (deletion) homozygotes have about twice 
the level of circulating ACE than 11 (insertion) homozygotes. 

ACE inhibitors such as enalapril and captopril are widely used drugs for treat
ing heart failure. Several reports suggest that ACE inhibitors are more effective in 
DD than 1I patients. The insertion-deletion polymorphism has also been exten
sively studied for association with diseases. DD homozygotes are at increased 
risk of myocardial infarction and coronary artery disease, and possibly also for 
complications of type Z diabetes, but at slightly decreased risk of late-onset 
Alzheimer disease. 

Variations in the HT2RA serotonin receptor 
The serotonin (S-hydroxytryptamine) receptor 2A has been a target for many 
investigations because of the central role of serotonin in many neurological proc
esses. Response to psychiatric drugs is notoriously unpredictable, and several 
studies have looked for associations between HT2RA variants and variations in 
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Figure 19.1 Beta-adrenergic receptor 
polymorphism. The beta-l adrenergic 
receptor is a seven-transmembrane domain 
protein 477 amino acid residues long. 
Circulating catecholamines bind to the 
extracellular, N-terminal part of the receptor, 
activating an intracellular signaling cascade. 
Beta-l receptors are located mainly in 
the heart and kidneys, and are the target 
of many drugs, both beta-blockers and 
beta-agonists. A common polymorphism, 
p.389 Arg/Gly, affects the response to many 

beta-blockers. 

F1gure 19.8 An insertion-deletion 
polymorphism in the ACE gene that 
encodes the angiotensin-converting 
enzyme. Insertion (I) alleles have an 
insertion of an A/u element into an intron 
of the gene. Homozygotes for the deletion 
allele (D) have higher levels of circulating 
enzyme than those with the I allele. 
Peptide sequences are shown with the 
single·letter code. 
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response. Two variants, p.IleI97Val and p.His452Tyr, have been associated with a 
poor response to the antipsychotic drug clozapine, whereas an intronic SNp, 
rs7997012, has been associated with variable response to the antidepressant 
citalopram. There are sometimes conflicting results regarding possible associa
tions of HT2RA variants with conditions including schizophrenia, obsessive
compulsive disorder, and alcohol dependence. 

Malignant hyperthermia and the ryanodine receptor 
Rare individuals have a life-threatening response to inhalation anesthetics such 
as halothane or isoflurane. They suffer severe muscle damage (rhabdomyolysis) 
and an extreme rise in temperature. This condition, knovvn as malignant hyper
thermia (MH), is genetic but heterogeneous. Many, but not all, cases have muta
tions in the ryanodine receptor gene, RYR1, on chromosome 19q13. This gene 
encodes a calcium release channel in the muscle sarcoplasmic reticulum. It is 
thought that MH results when a mildly temperature-sensitive ryanodine recep
tor allows excessive calcium flow, which causes the temperature to rise and initi
ates a catastrophic positive feedback loop. 

19.3 PERSONALIZED MEDICINE: PRESCRIBING 
THE BEST DRUG 
The goal of personalized prescribing is to tailor the choice and dosage of a drug 
to the individual patient's genetic makeup. In the light ofthe evidence presented 
above, this would seem a straightforwardly rational thing to do; yet personalized 
medicine has been slow to develop. Some of the variations in phase 1 and phase 
2 metabolism have been known for years, but clinicians still tend to take a reac
tive rather than a proactive approach. Generally, the patient is given a standard 
dose of a standard drug and monitored. If the drug has no effect, or if adverse 
effects appear, the drug or the dose is changed. Only a very few of the many drugs 
whose metabolism is affected by pharmacogenetic variation are labeled to draw 
attention to this. In the USA, the antipsychotic thioridazine is marked as con
traindicated in patients who have low activity of CYF2D6. In other cases, for 
example the antipsychotic aripiprazole and the psychostimulant modafinil, the 
label draws attention to the importance of CYF2D6 variants, but does not man
date genotyping. There are several reasons, apart from simple resistance to 
change, to explain this apparent reluctance to embrace personalized medicine. 

Without bedside genotyping it is difficult to put the ideal 
into practice 

Seriously ill patients need immediate treatment, and even those who are not seri
ously ill often expect to leave the physician's office clutching a prescription. This 
makes genotyping difficult to integrate into much of clinical practice. A microar
ray (Roche AmpliChip®) is available that scores 27 variants of CYP2D6 and 3 of 
CYP2C19. Nevertheless, this is still a laboratory-based test that imposes an inevi
table delay between seeing the patient and prescribing the drug, so it is not suit
able for all circumstances. If a simple instant dipstick test were available, physi
cians might be more inclined to investigate a patient's genotype. In countries 
with well-developed integrated national health services and electronic patient 
records, a realistic alternative could be to genotype everybody routinely at some 
young age for all relevant variants, and for the results to be part of their standard 
health record. 

Drug effects are often polygenic 

Probably the main single scientific obstacle to widespread personalized prescrib
ing is that single genotypes are often not reliably predictive of a person's response 
to a drug. This is especially the case with P450 enzyme variants. An individual 
drug may be metabolized by any of several P450 enzymes, or successive stages in 
the metabolism may be handled by different enzymes. Where a single genotype 
does predict the response, as with butyrylcholinesterase or thiopurine methyl
transferase, testing is much more widely used. The following example of warfarin 
illustrates some of the problems of polygenic effects. 
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Warfarin 
Warfarin is a powerful anticoagulant, used for patients at risk of embolism Or 
thrombosis (and also to poison rats and mice by triggering internal bleeding). It 
works by decreasing the availability of vitamin K. This is an essential cofactor for 
the enzyme y-glutamyl carboxylase that activates blood clotting factors II (pro 
thrombin), VI!, IX, and X. During these reactions, vitamin K is converted to the 
inactive vitamin K epoxide, and this is recycled by the action of vitamin K epoxide 
reductase (VKOR). Warfarin inhibits VKOR (Figure 19.9). 

Achieving the correct level of anticoagulation is clinically very important. If 
the level is too low, the patient remains at risk of thrombosis or embolism; how
ever, if it is too high, there is a risk of hemorrhage, which can be li fe -threatening. 
The therapeutic vvindow (the range of doses that are efficacious and not harmful) 
is narrow. After insulin, warfarin is the most common prescription drug respon
sible for emergency hospital admissions. The average cost of a bleeding episode 
has been estimated as $16,000. But the effective warfarin dose varies up to twen
tyfold between individuals. This has made warfarin something of a test case for 
the general utility of pharmacogenetic ally informed prescribing. 

Warfarin as normally used is a mixture of two stereoisomers, R-warfarin and 
S-warfarin. Both isomers are active, but the Sform is about three times as potent 
as the R form. CYP2C9 is the principal enzyme that catalyzes the conversion of 
S-warfarin to inactive 6-hydroxy and 7-hydroxy metabolites, whereas the oxida
tive metabolism of R-warfarin is catalyzed mainly by CYF IA2 and CYP3A4. Vari
ants in CYF2C9 and VKORCl (the gene encoding subunit 1 of VKOR) , together 
vvith a limited set of environmental factors, can explain about 50- 60% ofthe vari
ability of response to warfarin. However, as Figure 19.10 shows, several other 
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FlgUN19.9 Mechanism of action of 
warfarin. Warfarin inhibits the enzyme 
vitamin K epoxide reductase (VKOR).This 
limits the supply of active vitamin K, which 
is an essential cofactor for the activation of 
blood cloning factors II, VII, IX, and X. 

Figure 19.10The catabolism of warfarin. 
Warfarin, as prescribed, is a mixture of two 
stereo isomers, R- and S-warfarin, each 
of wh ich can be catabolized by several 
different P4S0 enzymes. As a result, the rate 
of catabolism is not wholly governed by 
the activity of anyone enzyme, although 
(VP2C9 has the major effect. ((ourtesy of 
PharmGKB. With permission from PharmGKB 

via bile and Stanford University.) 
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P450 enzymes have a role in removing warfarin. In 2007. the US Food and Drug 
Administration put wording on the label of warfarin that recommended (but did 
not mandate) gena typing these two loci. Many clinicians, however, remain skep
tical about the value of gena typing their patients, because C¥P2C9 and VKORCl 
genotypes do not fuU y predict the response. A major goal in pharmacogenetics is 
to identify the remaining factors and develop a simple test that will accurately 
predict the correct dose of warfarin for a patient. The review by Wadelius and 
Piromohamed (see Further Reading) describes 30 other genes in which variation 
might explain some of the variable effect, and discusses the prospects for better 
prediction. 

Pharmaceutical companies have previously had little incentive to 
promote personalized medicine 
Drug companies are in business to make money, and so they want to sell theit 
drugs to the maximum possible number of people. They want their drug to be 
safe and effective in the widest pOSSible range of patients, and to achieve that end 
they have embraced genotyping in the drug development process. But once a 
drug is on the market, there is less incentive for genotyping. A company would 
not necessarily welcome a genetic test that reduced sales of one of its leading 
drugs by identifying those people for whom it worked poorly. There would be a 
stronger incentive to use tests that predicted adverse effects, rather than simple 
efficacy. But only if genetically assisted prescribing gave a drug an advantage over 
its competitors would a company have a natural interest in promoting 
genotyping. 

The stages in drug development 
The total process, from initial laboratory identification of a promising compound 
to regulatory approval and launch of a new drug on the market, can take up to 
15 years and cost $1 billion. The stages of evaluation and trial are illustrated in 
Figure 19,Ll . For pharmaceutical companies, it is very important to identify any 
problems at the earliest possible stage in this process, before too much time and 
money have been spe nt. Genotyping is important in the development process. 

precli nica l (laboratory) stud ies 

tests in vitro and on animals to explore the toxicity, pharmacokinetics. 
and poss ible efficacy of a compound 

micradoslng study 

a single very small dose is given to maybe 10-15 healthy VOlunteers to get preliminary data on the 
pharmaCOdynamics and pharmacokinetics (this step may be omitted) 

phase I cl inical trial 

test the general sa fety. tolerability, pharmacodynamics. and 
pharmacokinetics in up to 100 healthy volunteers 

phase II cl inical trial 

test safety and efficacy in several hundred patients 

Phase III clinical trials 

two or more mu lticenter randomized cootrolled trials , each in thousands of patients 

J, regu~tory aPll~ QbtBlneo 

post-marketing surveUiance 

watoh out for adverse reactions 

Flgun:! 19. 11 Stages in the development 
of a drug. Successive stages toward 
regulatory approval are increasingly 
expensive. Any effec ts of genetic varia tion 
among patients that might influence 
marketability need to be identified as 
early as possible In the process, to avoid 
unnecessary expenditure. 
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Nowadays companies try to avoid compounds that are metabolized by the most 
variable enzymes. Many of the drugs described above, for which pharmacoge
netic effects are important, were developed years ago when these effects were 
less well understood. They are also now off-patent, so that the company has little 
financial incentive to develop a genetic test. 

Predicting adverse effects is particularly important. It can be both a financial 
and a public relations disaster for a company if an adverse effect becomes appar
ent only after a drug has been broughtto market. There will probably be litigation 
and claims for compensation. Vioxx® (rofecoxib), a nonsteroidal anti-inflamma
tory drug used to treat arthritis and other forms of pain, is a recent example. Vioxx 
was withdrawn from the market in 2004 by its manufacturer, Merck, because of 
evidence that high doses could increase the risk of heart attacks and stroke. Sales 
in the previous year had generated $2.5 billion in revenue in the USA alone. If it 
could be shown that only patients with certain genotypes were vulnerable to the 
adverse effect, the company would have a huge incentive to market the drug in 
combination with a genetic test. But identifying rare genotypes that predispose 
to adverse effects can be difficult. If only a few patients in a phase III clinical trial 
experience these effects, there will be little statistical power to identify the cause; 
moreover, obtaining the necessary DNA for investigation may be complicated 
and require extra consent. 

Some drugs are designed or licensed for treating patients with 
specific genotypes 
Despite the obstacles described above, a growing number of drugs are designed 
or marketed for patients with specific genotypes. A controversial example has 
been BiDil®, a specific combination of two long-established and generically 
available drugs, isosorbide dinitrate and hydralazine hydrochloride. BiDil was 
licensed in 2005 for treating congestive heart failure, but only in African-Ameri
cans. This surprising decision was the result of a successful clinical trial restricted 
to self-described African-Americans. This followed an earlier broader-based trial 
that did not provide convincing evidence of efficacy. Presumably, the real deter
minant is not skin color or self-described ethnicity but a low vascular level of 
nitric oxide. It happens that this is more common in African-Americans than in 
white Americans-but skin color is a very poor sutrogate for this distinction. 
Better-founded examples of genotype-specific prescribing come from cancer 
therapy. 

Trastuzumab for breast cancer with HER2 amplification 
Herceptin® (trastuzumab) is a monoclonal antibody against HER2, a receptor 
tyrosine kinase. Amplification of the ERBB2gene that encodes HER2 (also known 
as Neu) is found in 20-30% of early-stage breast cancers. Herceptin is effective 
againstthose tumors, but not againstthose lacking ERBB2 amplification. Because 
the drug is extremely expensive ($70,000 for a full co urse), an immunohistochem
ical assay for HER2, or a PCR test for ERBB2, is performed on a biopsied tumor 
sample before the drug is prescribed. Herceptin has bee n li censed for the treat
ment of advanced cancer, but there is evidence that it may also be effective as a 
first-line treatment. 

Although Herceptin was a pioneering drug that helped establish the reality of 
personalized medicine, the results have not been stunning. The benefits oftreat
ment have to be weighed against the risk of heart disease, a kn own side effect of 
the drug. One randomized controlled trial suggested that 56.7 women would 
need to be treated to save one extra life over a two-year follow-up, but one in 20 
of the women treated would suffer some hean damage, and one in 51 would have 
symptomatic congestive heart failure. Alternative treatment protocols may lessen 
this risk. In the UK a government -appointed body, the National Institute for 
Health an d Clinical Excellence (NICE), has been tasked with determining which 
drugs should be available on the National Health Service (NHS). Drugs such as 
Herceptin test this mechanism to the limit. Individuals who take to the media 
and the courts to try to force the Nl-IS to fund their treatment are highly visible 
and attract public sympathy. The larger number of people who might gain much 
greater benefit from alternative uses of the money remain invisible. 
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Gefitinib for lung and other cancers that have EGFR mutations 
Iressa® (gefitinib) and Tarceva® (erlotinib) are small-molecule inhibitors of the 
epidermal growth facto r receptor (EGFR; Figure 19_12). Both drugs selectively 
target EGFR molecules that carry certain tumor-specific mutations. They have 
proved effective in the 10% of non-small cell lung cancers that have certain spe
cific mutations in the EGFR gene (an in-frame deletion in exon 19 or a point 
mutation in codon 858), but ineffective in tumors that lack these mutations. They 
have been used mainly in patients in whom chemotherapy has been tried and 
has failed; recent data suggest that they may also be better than chemotherapy as 
first-line treatments for mutation-bearing tumors. Their utility is being explored 
in a variety of other cancers. 

Expression profiling oftumors may lead to personalized treatment 

For decades, management of cancer patients has been determined by staging 
systems. The pathologist assesses the grade of tumor by examining the cellular 
archi tecture of a biopsy specimen, and the general TNM classification is used to 
describe the tumor size (T), the involvement of lymph nodes (N), and the pres
ence of metastases (M) . These traditional methods of tumor identification and 
staging are now increasingly supplemented (b ut not suppl anted) by molecular 
methods. This is most advanced for leukemia. FISH or PCR is used to identify 
specific chromosomal rearrangements that provide important pointers to prog
nosis and management. The paper by Armstrong and colleagues (see Further 
Reading) is a typical example. 

Although some solid tumors also have characteristic chromosomal rearrange
ments, these have been much more difficult to identify than those in blood cells. 
An alternative molecular approach has been expression profiling. As described in 
Chapter 17, microarrays are used to analyze tumor RNA to id entify genes that are 
upregulated or downregulated in the tumor compared with the corresponding 
normal tissue. Early concerns about the reproducibili ty of the technique have 
been addressed, and many groups have defined molecular signatures of different 
tumor types. These have been used to refine the classification of tumors. For 
example, Agure 19.13 shows how expression profiling has identified five sub
types of breast tumor. These differ in their prognosis and response to different 
drugs. Other possible biomarkers include pro tein profiles (proteornics) identi
fied in a tumor biopsy or even in circulating blood. 

Expression profiling can be used to compare early-stage and late-stage tumors, 
cases that had good and poor survival, or cases that showed a good or poor 
response to treatment. For example, the MammaPrint® system for guiding the 
treaunent of breast cancer is based on expression levels of70 genes, only some of 
which coincide with those in Figure 19.13. Gene signatures produced by different 
research groups often identify different sets of genes whose overexpression or 

rtg"re19.12 A genotype-speclnc drug. 
The anti-cancer drug gefitinib (Iressa) 
targets mutant epidermal growth factor 
(EGF) receptors, (A)The EGF recep tor is 
a transmembrane tyrosine kinase (TK). 
In response to ligand binding, receptors 
dimerize, then use ATP to autophosphorylate 
tyrosine residues, Th is transmits a mitogenic 
sig nal through an intracellular signal 
transduction cascade. (B) In some sma ll cell 
lung cancers, in-frame deletions or point 
mutations in the TK domain lead to excessive 
signaling. The smail-mOlecule drug gefitinib 
blocks access of ATP specificall y to the 
mutant EGF receptor molecules, preventing 
downstream signaling, Wild-type EGF 
receptors are not affec ted, 
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underexpression is claimed to identify subtypes of the same tumor. However, 
much of this diversity is more apparent than real. Often anyone of several coor
dinately regulated genes could be used in a profile, and different groups pick dif
ferent genes as their reporter. 

Despite its value in research, expression profiling has been slow to move into 
the clinical mainstream. A signature may be very effective at distinguishing one 
group of tumors from anothe r, and this may be of great biological interest, but to 
identi fy the type of a single tumor in a single patient, and to do this with a lower 
erro r rate than traditional methods, is a much more demanding task. It also takes 
time to confirm the signatures in independent data sets and then run prospective 
trials to compare Signature- based predictions with predictions based on tradi
tional criteria. Unless e>'l' ression profiling can decisively outperform the tra
ditional methods, the extra expense would not be justified. The paper by Sotiriou 
and Piccart (see Further Reading) gives a good picture of progress in this area. 

An alternative approach: depersonalized medicine 
and the polypill 

A radical alternative to personalized medicine was proposed byWald and Law in 
2003 (see Further Reading). They suggested that if everybody over the age of 55 
years, and everybody regardless of age who had had a heart attack, were to take a 
polypill containing a combination of six drugs, the risk of heart attacks could be 
reduced by 88% and the risk of stroke by 80%. The six drugs were a statin to reduce 
cholesterol, three antihypertensives, aspirin as an anticoagulant, and folic acid to 
decrease serum homocysteine levels. In complete contrast with the ideals of per
sonalized medicine, everybody would take the polypill regardless of their indi 
vidual risk factors apart from their age and history of heart attacks. This fits with 
a common thrust of public health policy, which often seeks to downshift the 
entire population distribution of a risk factor rather than concentrate attention 
on the minOrity of people who lie at the top end of the distribution. Whether such 
a polypilJ would be practical public policy is debatable, but the concept does 
remind us that increasing personalization should not be automatically assumed 
to be the best way of improving health. 

FIgure 19.13 Expression profiling of 
115 sporadic breast tumors. Hierarchical 
clustering of expression data identifies five 
subgroups of tumors (top). Lines in gray 
are for tumors that do not show strong 
correlation to any of the subgroups. Below 
are heat maps of expression panerns in the 
five clusters, identified by the colored bars 
on the left. Note that these are not pictures 
of microa rrays but displays of data. Each 
column shows data from one tumor and 
each row shows the expression level of 
one gene. The red -green color sca le shows 
the relative leve l of expression: red for 

upregulated and green for downregulared 
level s. (From SorlieT, Tibshiran i R, 
Parker Jet at. (2003) Proc. Natl Acad. Sci. USA 
100,8418- 8423. With permiSSion from the 
Nationa l Academy of Sciences.! 
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19.4 PERSONALIZED MEDICINE:TESTING FOR 
SUSCEPTIBILITY TO COMPLEX DISEASES 
The genetic tests that we have considered so far, in both this and previous chap
ters, are mainly designed to give a digital yes or no answer. A person either does 
or does not carry a certain sequence variant that causes a Mendelian disease or 
that makes a certain drug regime inappropriate for him or her. Many tests, how
ever, only modify a person's preexisting risk, without giving a definitive yes or no 
answer. We consider separately tests for individuals and for populations, although 
there is some overlap. In this section, we consider tests that assess a person's indi
vidual genetic susceptibility to a common complex disease such as diabetes or 
coronary artery disease. These are diseases for which everybody has a non-negli
gible risk; the genetic tests seek to modify that population risk without making a 
definitive prediction. In Section 19.5, we consider population screening tests, in 
which the usual aim is not to make a definite diagnosis but to define a high-risk 
subset ofthe population, who will then be offered some preventive or diagnostic 
intervention. 

Researchers are finally able to identify genetic 
susceptibility factors 
Until recently, attempts to identify the genetic factors that determine susceptibil
ity to common complex diseases had very limited success (see Chapter 15). Link
age studies almost never defined candidate regions small enough to all ow spe
cific candidate genes to be identified, even when the initial localizations were 
confirmed by replication studies. Association studies suggested many candidate 
genes, but few of these could be robustly replicated. This has changed with the 
advent of genomewide association studies in which 500,000 or more tagging 
SNPs, identified through the HapMap project, are genotyped in thousands of 
cases and controls. These studies have produced an explos ion of well-replicated 
and unambiguous data about genetic susceptibili ty to a large number of complex 
diseases. 

We now know of hundreds of DNA variants that are clearly associated with 
susceptibility to one or another complex disease. In most cases, these variants 
probably do not themselves directly confer susceptibility but are associated with 
susceptlbility because they are in linkage disequilibrium with the actual caus
ative variant. Whether or not this is the case, genotypes for these variants reliably 
predict variations in disease susceptibility. As discussed in Chapter 15, this has 
been a major advance in biomedical science-but here we pose the question, 
what use is this new knowledge for patients? In the long term, a better under
standing of disease susceptibility may lead to new drugs, better treaunents, or 
effective preventive strategies. It is hard to predict how well founded such hopes 
are, but there is a more immediate question for which more data are available: is 
it useful to genotype a person for any of these factors? 

In principle, there is a continuum, from tests such as that for Huntington dis
ease that give risks of 0% or 100%, through tests such as those for BRCAll2 muta
tions that predict a high risk but not certainty, through to tests that indicate a 
slightly increased or reduced risk of developing a complex disease such as 
diabetes. In practice, a fairly clear distinction can be drawn between tests for 
Mendelian or near-Mendelian conditions and tests for the susceptibility factors 
that are being identified through genomewide association studies (Table 19. 1) . 

Individual factors are almost always weak 
Table 19.2 shows the 10 strongest associations found by the very large Wellcome 
Trust Case Control Consortium (WTCCC) study (see Chapter 15). Except for the 
weU-knovvn association of certain autoimmune diseases with variants in the 
major histocompatibility complex, all the factors identified had a quite modest 
effect on disease susceptibility. Very few showed odds ratios above 1.5, and most 
factor s identified in this and other studies have odds ratios in the range 1.1- 1.3. 
To quote the WTCCC report. "In terms of general biological insights, the most 
profound relate to inferences about the allelic architecture of common traits. The 
novel variants we have uncovered are characterized by modest effect size (that is. 
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TABLE 19.1 THE SIGNIFICANCE OF A GENETIC TEST RESULT FOR THREE DIFFERENT CONDITIONS 

Huntington diseas e Breast cancer Type 2 diabetes 

Test CAG repeat nu mber BRCAI/2 mutation TIC SNP rs7903 146 in TCF7L2 gene 

Ris k if test result is positive or high-risk 100% 70-85% 6.5% 1.1 36% (bl 

Risk If test result is negative or low-risk 0% 12% (population risk) 4.5% I.) 27%(bl 

The risks for rype 2 diabetes are calculated from frequencies of the risk allele of 0.345 in ca ses and 0.261 in controls (Denmark Bsample of Helgason et 
at (2007) Nar. Genet. 39, 218- 225J assuming a person with an age and sex-specific risk before testing of 5% (a) Or 300m (b). Test resul t positive means that 
a person has one copy of the high-risk allele. 

per-allele odds ratios between 1.2 and 1.5), and even these estimates are likely to 
be inflated." The point about inflation refers to the phenomenon ofstriking lucky, 
discussed in Chapter 15 (see Figure 15.3). 

As discussed in Chapter 15, it is not surprising that factors identified through 
association studies are weak. To show associations with tagging SNPs, these fac
tors must have persisted in the population for hundreds of generations. Given 
that they must therefore be evolutionarily insignificant, it requires something 
special for them to be clinically significant. Possible special factors are an inter
action with some specific feature of modern life, for example: smoking or a West
ern diet; a balanced effect whereby susceptibili ty to one disease is balanced by 
resistance to another; balancing selection in favor of heterozygotes; or an effect 
entirely limited to people past reproductive age (over the age of 50 years). 

Even if no single test gives a strong prediction, maybe a battery 
of tests will 
It is generally accepted that, in the context of common disease susceptibility, 
tests for single factors are a waste oftime and money. The odds ratios are too low 
to make any practical difference. Those who believe that susceptibility testing is 
the future of personalized medicine pin their hopes on using batteries of tests. It 
seems intuitively obvious that combining genotypes for many susceptibility fac
tors will give a stronger prediction than testing a single factor. 

The quaintly named receiver-operating characteristic (ROC) curve gives a 
measure of the potential discriminatory power of such a test. For each possible 
cutoff, the sensitivity and speCificity of the test are calculated and the results are 

TABLE 19.2 THE 10 STRONGEST ASSOCIATIONS FOUND BY THE WELLCOME TRUST CASE CONTROL CONSORTIUM STUDY 
OF 500,000 SNPS IN SEVEN COMPLEX DISEASES 

----------~-------------Disease ( hromosomall ocation of fact or Odds ratio, 95% confidence Interval 

I 
Type 1 diabetes 6p21 (MHC) 5.49 i 4.83-6.24 

Rheumatoid arthritis 6p21 (MHC) 2.36 1.97-2.84 

Bipolar disease 16p12 2.08 1.60-2.71 

RheumatOid arthritis 1p ll 1.98 1.72-2.27 

Type 1 diabetes 1pll 1.82 1.5 9-2.09 

(rohn disease Spll 1.54 1.34- 1.76 

( rohn disease Sq33 1.54 1.31 -1.82 

Coronary artery disease 9p2 1 1.47 1.27- 1.70 

( rohn disease 1p31 1.39 1.22- 1.58 

Type 2 d ia betes l Oq25 1.36 1.20- 1.54 

As shown in Figure 15.9, no strong associations were detected fo r the seventh disease studied, hypertension. MHC, major histocompatibility complex. 
Data from Welicome Trust Case Control Consortium (2007) Nature 447, 661- 678. 

http:1.20-1.54
http:1.22-1.58
http:1.27-1.70
http:1.34-1.76
http:1.72-2.27
http:1.60-2.71
http:1.97-2.84
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plotted on a graph (Figure 19.14). The area under the curve is a measure of the 
ability ofthe test to discriminate between people with and without the condition 
being tested. A completely useless test would give a strillght line (area under 
curve = O.S). The more useful a test is, the more the curve bulges up hom the 
diagonal, and the greater the area under the curve. A test that discriminated per
fectly would have an area under the curve of 1. 

Figure 19.14 shows the ROC curves from simulations by Janssens and col
leagues (see below and Further Reading) of genotyping two, three, four, or five 
susceptibility factors for a hypothetical complex disease. We see that the area 
under the curve increases as more tests are added to the battery. The exact shape 
of the curves, and the amount of increase in the area under the curve as a new 
test is added, dep end on the extra risk identified by that test. The curves in the 
figure assume that the successive tests are of variants that confer relative risks of 
I.S, 2.0, 2.S, 3.0, and 3.S, in that order. Note that the beneficial effect of adding 
eXlta tests is partly a consequence of the fact that each successive test identifies 
more risk than the preceding test. If they all had the same effect on the overall 
risk, the progression would be less marked. 

It is important, however, to bring some population genetics into the argu
ment. Suppose there are 20 independent two-all ele SNPs, each having one allele 
that confers a relative risk of 1.05 for a disease and is present a t a frequency (q) of 
0.3 in the population: SI % of peop le have at least one high-risk allele for anyone 
SNP (q =0.3, P =0.7, P' =0.49, I - P' =0.51 ). That single test result makes little 
difference to the person's risk. But if somebody has high-risk alleles at al l 20 lOCi, 
their risk will undoubtedly be high. Similarly, if they have only low-risk alleles at 
all 20 loci, their risk will be low. Such results would very probably have clinical 
utility. But these are independent loci, and only one person in (0.51)20 = 1.4 per 
million people would have the very high risk. One person in (0.49)20 = 0.6 per mil
lion people would have a very low risk; everybody else would be somewhere in 
between. 

Testing for several factors must provide more information than testing for just 
a single factor. The ROC curves in Figure 19.14 illustrated this. The more tests that 
are added to a battery, the greater is its power to detect significantly high or low 
risks-but the smaller is the percentage of people who would show those ex
treme risks. In many ways, the larger a test battery is, the more it resembles test
ing for a Mendelian condition: it becomes good at defining rare people who are at 
notably high (or lowl risk. But Mendelian testing is done only when the family 
history or clinical signs suggest a high prior risk. The value of a test battery must 
depend on its ability to report usefully above-average risks for a usefully large 
minority of subjects. 

In our example with 20 SNPs, we can use the binomial theorem to calculate 
that 0.7% of people would have one or more high-risk alleles at 16 or more of the 
20 loci, 7% would have high-risk alleles at 14 or more loci, and IS% at 13 or more 
loci. We cannot, however, calculate the relative risk of these people simply by 
doing sums with the relative risks at individual loci. This is biology, not arithme
tic. Different facto rs may affect the same pathway and either be redundant or act 
synergistically. A very detailed systems biology understanding of the pathogene
sis, coupled with extensive epidemiological data, would be necessary to interpret 
these intermediate risks. 

Figure 19.15 shows the simulations by Janssens and colleagues (see Figure 
19.14) in more detail. With the parameters used in this sim ulation, it is clear that 
the chances of a perso n being identified as being at very high risk are extremely 
small . 

Much remains unknown about the clinical validity of 
susceptibility tests 
Provided that a laboratory is properly accredited and takes part in an external 
quality assurance scheme, its tests should have high an alytical validi ty-that is, 
SNP genotypes should be correctly reported. The clinical validity is another ques
tion altogether. The results shown in Figures 19.14 and 19.15 are from simula
tions, and much depends on the arbitrary choice of gene freq uencies and odds 
ratios. More recently, some real data have become available. 
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Figun 19.14 Receiver-operating 
characteristic (ROC) curve for a simulated 
test battery, showing the increasing 
discrimination obtained by testing two, 
three, four, or five Independent disease 
susceptibility factors. The ROC curve plots 
sensilivity against (1 - specificity) for a test. 
The more discriminating a test is, the greater 
is the area under the curve (AUC), [From 
Janssens AC, Pardo MC, Steyerberg EW & 
van Duijn CM (2004) Am. )J1um. Genet 74, 
585-588. With permiss~from E(sevier.) 
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Risk of type 2 diabetes: the Framingham and Scandinavian studies 
Two large studies have addressed the question of how far genotyping would help 
determine a person's risk of type 2 diabetes. Meigs and colleagues genotyped 
2434 participants in the long-running US Framingham Heart Study for 18 SNPs 
that had been associated with susceptibility to the disease; Lyssenko and col
leagues similarly genotyped 18,831 Swedish and Finnish subjects for 16 relevant 
SNPs. Both studies were prospective, using subjects who had been fo llowed for 
decades, and in both cases the researchers considered how far genotypingwould 
have enhanced the predictive power of the baseline clinical data obtained when 
subjects were first recruited. The original papers (see Further Reading) should be 
consulted for details, but the overalil conclusions of both studies were very 
similar. 

Clinical factors such as a family history of the disease, an increased body mass 
index, elevated liver,enzyme levels, current smoking status, and decreased mea
sures of insulin secretion and action were strong predictors of diabetes. The com
bined genotypes, although individually of very small effect, were also Signifi cant 
predictors in the absence of clinical data. However, they added very little to a 
prediction based on clinical factors. Lyssenko and colleagues reported that the 
area under an ROC curve constructed from just the clinical factors was 0.75. 
Using the combined clinical factors and genotypes increased the area, but only to 
0.76, an insignificant improvement. As explained above, the area is a measure of 
the power of a test to discriminate between affected and unaffected peo ple, and 
varies between 0.5 (a useless test) and 1.0 (a perfect predictor). Meigs and col
leagues, using a different analysis, reported that adding their genotype data to 
the clinical data al lowed only 2.13% of subjects to have their risk reclassified. 
Overalil, the clear conclusion from both studies is that genotyping added almost 
no value to predictions made with traditional clinical measures. 

Risk of breast cancer: the study of Pharoah and colleagues 
[n Chapter 16, we described a large collaborative study by Easton et al. of breast 
cancer susceptibility that identified five novel genetic susceptibility factors (see 
Figure 16.26) . The strongest susceptibility factor identified in this study was a 
SNp, rs2981582 in the FGFR2 (fibroblast growth factor receptor 2) gene. The per
alilele odds ratio was 1.26 and the susceptibility allele had a frequency of 0.38 in 
the mainly European populations tested. The authors calculated that 14% of UK 
women, but 19% of breast cancer sufferers, would be homozygous for the risk 
allele. The risk of breast cancer by age 70 years was 5.5% for women homozygous 
for the low- risk al lele, 6.7% for heterozygotes, and 10.5% fo r women homozy
gous for the high-risk alilele. 

Pharoah and co lleagues used the data from the study to examine the effect of 
genotypes at all five susceptibility loci, plus two additional independently identi
fied susceptibility loci. A woman could be AA, Aa, or aa at anyone locus, yielding 
37 = 2187 possible seven-locus genotypes. Figure 19,16 shows the distribution of 

Figure 19.15 The distribution of risk 
after testing for two, three, four, or five 
independent risk factors for a disease. As 
more genes are included in the test battery, 
the test increasingly identifies a very small 
percentage of people who are at very high 
risk. In the final panel, the simulation allows 
for an additiona l environmental risk factor. 
[From Janssens AC, Pardo MC, Steyerberg EW 
& van Duijn eM (2004) Am. J, Hum. Genet. 74, 

585-588. With permission from Elsevier.] 
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genetic risk across the population, on the basis ofthe reported allele frequencies 
and per-aUele odds ratios. The risk in the highest risk class (homozygous for the 
high-risk allele at all seven loci) is 6.3 times the risk in the lowest risk class-but 
only six women in a million would faU into either of these classes. The distribu
tion of genetic risk in cases is only marginaUy different from the distribution in 
the general population. The 10% of the population at highest risk accounts for 
only 15% of cases. 

Clearly, genotyping women for these seven factors would contribute little to 
defining a high-risk group for special attention. Maybe these genotypes could be 
used to modify the age at which women are offered routine mammographic 
screening. This would be similar to the way in which maternal serum biomarkers 
are used to modify the age threshold for prenatal testing for Down syndrome (see 
Section 19.5). At present, in the UK all women over the age of 50 years are offered 
mammographic screening every 3 years. Screening would be more effective if 
entry into the program were dictated by combined age and genetic risk, rather 
than by age alone. Women with high-risk genotypes would be offered screening 
from an earlier age. The corollary (assuming the overall numbers screened remain 
the same) is that women with low- risk genotypes should be denied screening 
until some later age. Some of them will nevertheless develop breast cancer that 
could have been picked up had they been screened at 50 years old, so this may 
prove a difficult concept to sell to the public. The proposal could also be seen as 
another instance of the tendency to focus on marginal genetic effects rather than 
much more significant lifestyle factors. Calorie intake and weight have far more 
influence on susceptibility to breast cancer than the genetic fa ctors discussed 
here. Being 20 kg overweight at the menopause doubles a woman's risk of breast 
Cancer. A screening program based on age, weight, and diet would define a high 
risk group far more effectively than one based on age and the currently known 
genotypes; moreover, it would define a cohort ofwomen who would be a natural 
target for risk reduction programs. 
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Flgur. 19.16 Relative risk of sporadic 
breast cancer, based on the predicted 
combined effects of seven susceptibility 
loci. (A) The disuibution of genetic risk in 
the general population. (6) The distribution 
of risk in diagnosed cases. The seven factors, 
with their chromosomallocation and per
allele odds ratio, are SNPs rs2981582 (lOq, 
1.26), '53803662 (16q, 1.20), rs13387042 (2q, 
1.20), rs889312 (5q, 1.13), rs1 053485 (2q, 
1.13), rs13281615 (8q, l.08), and rs38171 98 
(11 p, 1.07). Risks are shown on a logarithmic 
sca le. The distribution of risk identified by 
genotypes for these seven susceptibil ity 
factors in affected women (6) is only 
marginally different from that in the general 
population (A). (Courtesy of Paul Pharoah. 
University of Cambridge.) 
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Risk of prostate cancer: the study of Zheng and colleagues 
Zheng and colleagues typed 2893 Swedish men with prostate cancer and 1781 
healthy controls for SNPs from five separate chromosomal locations that had 
each been robustly associated with risk of prostate cancer. Table 19.3 shows part 
of their data. Ideally, one might hope for a bimodal distribution of risk, with men 
falling into separate high-risk and low-risk classes, but such distributions are 
seen only for Mendelian diseases, not complex diseases. Instead, a modest 
increase in the odds ratio was seen with an increase in the number of high-risk 
alleles. The risk categories defined by genotyping were unrelated to risks defined 
by the PSA assay mentioned above. With the inclusion of a positive family history 
(an affected first-degree relative), the odds rat io for the highest risk class increased 
to 9.46, but only 1.4% of cases (and 0.3% of controls) fell into this group. It is 
worth noting that a comprehensive list of genetic factors would subsume al l the 
effects of fam ily his tory, so th at history could no longer be included in the com
posite estimate. 

When considering susceptibili ty testing, it is useful to know how much of the 
total disease prevalence is due to the susceptibility factors in question. This is 
called the population attributable risk (PAR). Some people will develop the dis
ease despite not having the particular susceptibility fac tors covered by the test, so 
the PAR will be less than 100%. [f a proportion pofthe population tests positive, 
and being positive confers an extra risk R on top of the general population risk r, 
then the PAR is pRI r. 

The PAR is fai rly intuitive when it refers to a single risk factor. PARs can also be 
combined for multiple tests in a battery by using the formula 

Joint PAR = 1 - O(l - PARi), 

where PARi is the PAR forthe ith test, and n means the product of the (1 - PAR) 
values for each individual term. Note, however, that this is only valid ifeach factor 
acts independently and additively. 

Joint PARs need careful interpretation. In the prostate cancer investigation of 
Zheng and colleagues, the joint PAR for all five SNPs was 0.4045. However, this 
does not mean that 40.45% of all cases of prostate cancer CQuid be prevented if 
people who had the high -risk allele at al l five loci could be identified and some
how protected . Table 19.3 shows that only 2.2% of men in the control population 
had high-risk alleles at four or more loci. The jo int PAR includes the contribu
tions of susceptibili ty at any of the loci- but only 10.1% of men in the population 
did not have a single high-risk al lele. If there were a treatment that eliminated 
the extra risk conferred by each of the five risk alleles, we would need to offer it 
to 100 - 10. 1= 89.9% of all men to obtain a 40.45% decrease in the prevalence of 
prostate cancer. 

Evidence on the clinical utility of susceptibility testing is almost 
wholly lacking 
Despite the very limited published data on clinical validity, many companies 
have sprung up that offer susceptibility testing for a variety of conditions direct 

TABLE 19.3 DISCRIMINATING MEN WITH PROSTATE CANCER FROM CONTROLS BY 
GENOTYPING FIVE INDEPENDENT SUSCEPTIBILITY FACTORS 

~ ~ 

No. of loci with Cases Controls Odds ratio (95% confidence 
high-risk allele interva l) 

No. % No. % 

0 162 5.6 173 10.1 1.00 

883 30.8 631 36.8 1.50(1.18-1.92) 

2 11 23 39.1 618 36.0 1.96 (1.54- 2.49) 

3 548 19.1 255 14.9 2.21 (1.70-2.89) 

4 or more 154 5.4 38 2.2 4.47 (2.93-6.80) 

Data from Zheng SL, Sun J, Wiklund Fet al. (2008) N. Engl. J. Med. 358, 91 0-919. 

http:2.93-6.80
http:1.70-2.89
http:1.54-2.49
http:1.50(1.18-1.92
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to consumers through the Internet. Typical offerings have titles such as Heart 
health, Bone health, Immunogenomic profile, and Nutriti onal genetic profile. 

A Dutch-US group reported in 2008 on the scientific bases of genomic profiles 
offered by seven such companies (see Further Reading). Janssens and colleagues 
identified the particular SNPs used for each profile and sought evidence that 
these were significant risk factors for the claimed aspect of health. Their findings 
did little to bolster confidence. They concluded, "This review shows that the 
excess disease risk associated wirh many generic variants included in genomic 
profiles has not been investigated in meta-analyses, or has been found to be min
imal or not significant .... Although genomic profiling may have potential to 
enhance the effectiveness and efficiency of preventive interventions, to date the 
scientific evidence fo r most associations betw"een genetic variants and disease 
risk is insufficient to support useful applications." 

Few would question the right of people to find out about their own genetic 
constitution, as long as they do so at their own expense. People should, however, 
be able to trust the claims that are made for the services they are buying. Pro
vided that the advertising is honest, people will opt to buy or not buy a test 
according to personal whim. This may not accord with the calculations of health 
economists. A news article in Nature (vol. 453, p. 570; 2008) reported the anec
dotal case of a young woman whose test result, from a company selling through 
the Internet, claimed to change her risk of obesity from 32%, based on her age 
and sex, to 34%. She was a satisfied customer ofthe service. The report quotes her 
as saying, "It real ly does show that if I wasn't already taking care of myself I would 
probably be overweight or diabetic." 

Table 19.4 summarizes the situation in 2010 regarding susceptibility testing. 
Whether the situation will be very different in the future is one of the biggest 
debates in public health. 

, 9.5 POPULATION SCREENING 
The aim of population screening is not usually to make a definite diagnosis but to 
define a high-risk subset of the population, who will then be offered some pre
ventive or diagnostic intervention . The word screening is often used loosely as a 
synonym for testing, but we will use it here in a more restricted sense, meaning 
large-scale testing performed as part of a program intended to improve public 

TABLE 19ATESTING FOR MENDELIAN CONDITIONS AND COMPLEX DISEASE 
SUSCEPTIBILITY COMPARED AND CONTRASTED 

Mendelian condition 	 Susceptibility to complex condition 

Environment and lifestyle do not usually have environment and lifesty le are often more 
a major role important than the genetic factors covered by 

a test 

A single genetic test is highly predictive 	 a single genetic test has very little predictive 
va lue 

Genotype of one person may have implications 	 no implicationsfor relatives(susceptibi lity 
for their relatives 	 depends on particular combinations of 

genotypes, and recombina tion during meiosis 
breaks these up) 

Testing normally conducted within a 	 tests at present normally sold direct to 
framework of clinical responsibility 	 consumers over the Internet; some form of 

counseling mayor may not be part of the 
package 

Tests assessed for sensitivity, specifiCity, and tests assessed for potentia l profitability before 
predictive value before they are made available they are offered 

Testing laboratories subject to external quality testing laboratory may or may not be subject to 
assurance any quality assurance 
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health. Screening, as defined here, is a top-down process, offered by some public 
authority to whole populations (or maybe specific large subsets of the popula
tion), without reference to the health of the inclividuals involved. This contrasts 
with conventional genetic testing, which is a bottom-up process initiated by indi
viduals or their physicians to answer specific questions triggered by their symp
toms or family history. 

Not all testing falls neatly into one or other of these categories, but screening 
programs, as defined here, raise particular issues that are not raised by testing of 
individuals. Because these are large, centralized programs, the bodies running 
them have to assess very carefully whether or not to spend the money to imple
ment any proposal for screening. Screening programs are matters offormal pol
icy, not individual whims. Individuals may be quixotic in their decisions whether 
or not to take a genetic test, but central authorities-whether government agen
cies or insurance companies-have to make formal assessments of proposals for 
screening. Within the ACCE framework (see Box 19.1), the ethics component is 
more significant in screening programs than for individual diagnostic tests. 

Screening tests are not diagnostic tests 

Screening programs normally aim at idenl ifying a high-risk group of people who 
can then be offered some intervention (Figure 19.17) . This may be a diagnostic 
test or preventive measures. For example, many countries have programs ofneo
natal screening for genetic disorders. The list of disorders covered varies from 
country to country, but it always includes phenylketonuria (PKU; OMIM 261600). 
A screening test measures the concentration of phenylalanine in a spot of the 
baby's blood. A high level does not make the diagnosis ofPKU, but it triggers fur
ther investigations. Detailed biochemical studies, often supplemented by geno
typing for mutations in the PAR (phenylalanine hydroxylase) gene, identify the 
minority ofthose high-risk babies that have PKU. They are then put on a special 
low-phenylalanine diet. Provided that the family is able to sustain the demand
ing dietary restrictions, the baby's development will be normal. Without this 
intervention, the child would suffer profound cognitive disability. 

Like disease susceptibility testing, screening tests usually quantify risk on an 
analog scale, rather than pointing to a digital yes/no diagnosis. But whereas an 
individual may choose how to react to some particular level of disease suscepti
bility, a screening program has to define a threshold for intervention. Prenatal 
screening for Down syndrome illustrates some of the issues. 

Prenatal screening for Down syndrome defines an arbitrary 
threshold for diagnostic testing 

Pregnant women are naturally anxious that their baby should be healthy, and a 
variety of prenatal tests for fetal abnormality are available. For chromosomal 
abnormalities, the diagnostic test requires a sample offetal cells to be obtained. 
This is done by chorionic villus biopsy at 10-14 weeks of gestation or by amnio
centesis at 16-20 weeks. Both of these procedures are invasive and expensive and 
carry an approximately 1% risk of triggering a miscarriage. For women at high 
probability of having a baby with a chromosomal abnormality, these disadvan
tages may be worth disregarding, but how are high-risk women to be identified? 

Some women are at high risk because they or their partner carry a balanced 
chromosomal translocation (see Chapter 2), but for most women, age is the main 
risk factor. The probability of having a baby with Down syndrome or another 
numerical chromosome abnormality rises sharply with the age of the mother 
lI'igurc 19,)8). Until fairly recently, it was standard policy in most countries to 
offer amniocentesis or chorionic villus biopsy to all women over some certain 
age (usually in the range 35-38 years). But this is a very inefficient method of 
detecting fetuses with Down syndrome. Although the individual risk is much 
higher for older mothers, it is not negligible for younger women and, because 

high-risk . ) .. casespopulation screening subgroup diagnostic 
test test 

Figur.19.1? The aim of a screening test 
is usually to identify high-risk individuals 
who can then be offered a definitive 
diagnostic test. 
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Figur. 19.18 The risk of Down syndrome 
increases with maternal age. (Data from 
Morris JK, Wald NJ, Mutton DE & Alberman E 
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most babies are born to younger women, so too are most babies with Down syn 
drome. A screening test with a cutoff based on maternal age alone has low 
sensitivity. 

Over the years, several biomarkers have been identified in maternal serum 
that show different, although strongly overlapping, distributions in pregnancies 
in which the fetus does or does not have Down syndrome. None of these would 
individually be useful as a screening test, but combining age and measures of 
several biomarkers can give a valuable composite risk. Several alternative tests 
have been proposed. For example, a study of 46,193 pregnancies in London hos
pitals demonstrated the efficacy of a quadruple test using maternal age plus lev
els of alpha-fetoprotein, unconjugated estriol, human chorionic gonadotropin, 
and inhibin-A (Table L9.5). Other biomarkers such as PAPP-A (pregnancy-associ
ated plasma protein A) or looking at the neck of the fetus by ultrasound (nuchal 
translucency test! are used in some programs. The FASTER (First and Second Tri
mester Evaluation of Risk) study by the US National Institutes of Health com
pared several possible protocols. in many programs, the threshold for offering a 
definitive diagnostic test would be a composite risk of Down syndrome of i in 300 
or greater. Various options in the FASTER study gave detection rates of 90-95% 
for a false positive rate of 5%. 

Whatever the protocol, there is a trade-off between sensitivity and specifiCity. 
Sensitivity can be maximized only at the cost of plunging more couples into con
siderable stress and anxiety, as well as triggering risky and invasive diagnostic 
testing. In contrast, minimizing the number of false positives means that more 
women who have been given a negative test result will nevertheless go on to have 
a baby with Down syndrome. One important consideration is how early in preg
nancy the result can be given. A positive result in the first trimester probably 
engenders less stress than one obtained later, and if the couple opt for termina
tion of an affected pregnancy, this is far less traumatic when performed earlier on 
in the pregnancy. 

TABLE 19,5 SCREENING TESTS FOR DOWN SYNDROME 

Test Sensitivity Specificity Risk of affected fetus 

Test positive Test negative 

Maternal age 0.51 0.86 1 in147 1 in 850 
only (35+ years) 

Quadruple test 0.81 0.93 1 in 45 1 in 2525 

Either test defines a high-risk group who then need a definitive diagnostic test. The quadruple test is 
considerably more efficient than maternal age alone. Data from Wald NJ, Huttly WJ & Hackshaw AK 
(2003) lancer 36 1, 835-836. 
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TABLE 19.6 REQUIREMENTS FOR A POPULATION SCREENING PROGRAM 

Requirement Examples and comments 

A positive result must enable some preventive treatment, e.g. special d iet for PKU; review and 
useful action choice of reproductive options in cystic fibrosis carrier 

screening 

The test must have high sensitivity tests with many false negatives undermine confidence in 
and specificity the program; tests with many false positives, even if these 

are subsequently filtered out by a definitive diagnostic test, 
can create unacceptably high levels of anxiety 

The whole program must be socially subjects must opt in with informed consent; screen ing 
and ethically acceptable without counseling is unacceptable; there must be no 

pressure to terminate affected pregnancies; sc reening 
must not be seen as discriminatory 

The benefits of the program must it is unethical to use limited health care budgets in an 
outweigh its costs inefficient way 

Acceptable screening programs must fit certain criteria 
Any organization that is requested to fund a screening program will have a check
list of requirements. For example, in the UK the National Screening Committee 
has a list of 22 criteria that should be fulfilled by any screening program con
ducted through the National Health Service. The full list can be seen at www.nsc 
.nhs.uk/pdfs/criteria.pdf. Table 19.6 lists some general requirements. 

What would screening achieve? 
The most important single function of any screening program is to enable some 
useful outcome. It is quite unacceptable to tell people without warning that they 
are at risk of something unpleasant, unless the knowledge enables them to do 
something about the risk. Proposals to screen for genotypes conferring suscepti
biLity to cancer or Alzheimer disease must be assessed stringently against this 
criterion. Predictive testing for Huntington disease might seem to break this rule. 
But this is not a screenlng test. It is offered only to people who have a family his
tory of the disease. who know they are at high risk of Huntingron disease and who 
are suffering such agonies of uncertainty that they request a predictive test, and 
persist despite counseling in which all the disadvantages are pointed out. 

Ideally, the useful outcome is treatment, as in neonatal screen ing for phe
nylketonuria. Increased medical surveillance is a useful outcome only if it greatly 
improves the prognosis. One of the big risks of over-enthusiastic screening is that 
it can turn healthy people into ill people-the worried weU. A special case is 
screening for carrier status, in which the outcome is the possibility of avoiding 
the birth of an affected child. People unwilling or unable to avail themselves of 
any of the ways of aVOiding this risk (preimplantation diagnosis with embryo 
selection, prenatal diagnosis with termination of affected pregnancies, using 
donor gametes, or simply deciding not to have any children) would not see this 
as a useful outcome. and in general they should not be screened, although there 
will be some couples who value simply knowing. 

Sensitivity and specificity 
Suppose a researcher identifies a DNA sequence change that is strongly associ
ated with a disease. In a blinded laboratory trial with 100 cases and 100 controls. 
the variant was present in 99 of the cases and only 1 control. If some preventive 
treatment were available it might be tempting to turn the test into a population 
screening tool. But Table 19.7 shows that unless the disease is more common 
than most Mende lian diseases (few of which affect more than one person in 
1000), the positive predictive value ofthe test would be hopelessly low. 

Carrier screening for cystic fibrosis illustrates another aspect of test sensitiv
ity. Without screen ing, carrier couples are identified only when they have an 
affected child. Screening the population for carriers would allow reproductive 
choice. The only way of identifying carriers who do not have an affected child is 
by screening the CFTR gene for mutations. The gene is large, and more than 1500 
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TABLE 19.7 A TEST THAT PERFORMS WELL IN THE LABORATORY MAY BE USELESS FOR POPULATION SCREENING 

Prevalence of True positives in True positives True negatives In False positives Positive predictive 
condition population screened dete<ted by population detected by value 

screening screening 

11100,000 10 10 999,990 10,000 0.001 

1/10,000 100 99 999,900 9999 0.0098 

111000 1000 990 999,000 9990 0.09 

In a laboratory trial of thiShypothetica l test, 99/100 cases and only 1/ 100 controls scored positive. The table shows the predICted result of screening 
1 million people, for different prevalences of the condition tested. 

different pathogenic mutations have been described . Even with the new ultra
high-throughput sequencing meth ods it would not be feasible to test for all of 
them as a populalion screen. Screening would test for some subset of the com
moner mutations. PeopJe carrying rare mutations not included in the screening 
panel would be false negatives. The question is, what sensitivity would be accept
able? FJgure 19./9 shows a flowchart for the screening program. 

It is clear that simply testing for the most common muta tion, p.F508del. would 
not p roduce an acceptable program; more affected children would be born to 
couples who tested negative on the screening program than would be detected 
by the screening. Whether or not such a program were financially cost-effective, 
it would surely be socially unacceptable. What conslitutes an acceptable program 
is harder to defin e. One suggestion focuses on +1- couples; tha t is, couples with 
one known carrier and the partner negative on all the tests. The partner still might 
be a carrier of an undetectable or unidenlifiable rare mutation. Writing in the 
journal Nature (see Further Reading) , Leo ten Kate suggested that an acceptable 
screening program is one in which the risk for such +1- couples is no hlgherthan 
in th e general population risk befo re screening. Fo r cystic fibrosis screening of 
northern Europeans, that would require a sensitivi ty of about 96%. Rather than 
screen everybody with such high sensitivity, it might be more effi cient ro use an 
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Flg\l... 19. 1 ~ Flowchart for cystic fibrosis 
carrier screening. Results of screening 
10,000 people, 1 in 23 of whom is a carrier. 
If a person tests positive, his or her spouse is 
then tested. Blackligures show results using 
a test that detec ts 70% of CF mutations 
(i.e. testing for p.FS08del only); red ligures 
show results for a test with 90% sensitiVity. 
Pink boxes represent ca ses that would be 
seen as successes for the sc reening program 
(regardless of what action they then take), 
pale blue boxes represent failures.PND, 
prenatal diagnosis. 



633 POPULATION SCREENING 

initial screen of fairly low sensitivity and involving very large numbers of sub
jects, but then to do a very thorough screen ofthe much smaller number of part
ners of the carriers identified in the irritial screen. 

Choosing subjects for screening 

As well as considering how many mutations to test, organizers of a screening pro

gram for CF carriers would have to decide whom to test. As Table 19.8 shows, 

there are several options, each of which has advantages and disadvantages. 


An ethical framework for screening 

Ethical issues in genetic population screening have been discussed by a commit
tee of distinguished American geneticists, clinicians, lawyers, and theologians 
(see Further Reading). It is in the nature of ethical problems that they have no 
correct solutions, but certain principles emerge in their report: 
• 	 Any program must be voluntary, with participants taking the positive decision 

to opt in. 

• 	 Programs must respect the autonomy of the participants. People who score 
positive on a test must not be pressured into any particular course of action. 
For example, in countries with insurance-based health care systems, it would 
be unacceptable for insurance companies to put pressure on carrier couples 
to accept prenatal diagnosis and terminate affected pregnancies. 

Programs must respect the privacy of the participants. Information should be 
confidential. This may seem obvious, but it can be a difficult issue-we like to 
think that drivers of heavy trucks or jumbo jets have been tested for all possi
ble risks. 
In societies with insurance-based health care systems, the ethical principle of 

nondiscrimination conflicts with the principles of underwriting on which com
merclal insurance rests. lnsurance companies could argue that they are penaliz
ing low-risk people by not loading the premiums of high-risk people. In the USA, 
the 2008 Genetic Information Nondiscrimination Act (GINA) was passed only 
after a lO-year struggle. 

Even if a screening program fulfills the ethical criteria listed above, it may still 
be controversial. Two issues that trouble some people are discussed below. 

Some people worry that prenatal screening programs might devalue 
and stigmatize affected people 
Some disability rights campaigners and patient groups argue that offering prena
tal diagnosis for a condition, with the option of terminating the pregnancy if the 
fetus is affected, is equivalent to saying that affected people are worthless and 
should not be alive. On the other side, many people maintain that wanting a 
healthy baby is not incompatible with loving a child that is born with a disability. 

TABLE 19.8 POSSIBLE WAYS OF ORGANIZING POPULATlON SCREENING FOR CARRIERS OF CYSTlC FIBROSIS 

Group tested Advantages Disadvantages 

Newborns easily organ ized no consequences for 20 yea rs; many families would forget 
the result; unethical to test children 

Schoolleavers easily organized; inform people before they start difficult to conduct ethically; risk of stigmatization of 
relationships carriers 

Couples from physician's couple is unit of risk; stresses physician's role in preventive difficult to contro l quality of counseling 
lists medicine; pre-conception screening allows a full range of 

reproductive options 

Women in antenata l clinic easily organized; rapid results bombshell effect for carriers; partner may be unavailable; 
time pressure on laboratory 

Adult volunteers (drop-in few ethical problems bad framework for counseling; no targeting to suitable 
CF center) users; inefficient use of resources? 
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This argument has special force for couples who already have one affected child. 
They often request prenatal testing, saying that however much they love that 
child, they could not cope with having a second affected child. Whatever their 
position on this argument, all civilized people must surely agree that society has 
an obligation to look after people born with disabilities and do whatever is pos
sible to allow them a fuillife. 

Some people worry that enabling people with genetic diseases to lead 
normal lives spells trouble for future generations 
If neonatal screening detects a baby with PKU, and the family is able to keep to 
the low-phenylalanine diet, the baby will grow into a person who can lead a nor
mal life. That may well include becoming a parent. Phenotypically such people 
are normal, but genetically they have PKU, and they will pass on one of their 
mutant alleles to any child. [f they had not been treated, they could never have 
become parents and their mutant allele would have died with them. [s this not 
going against natural selection and storing up trouble for future generations' 

It has to be true that helping those affected by a mutation to live normal lives 
has the effect of increasing the number of mutant alleles in the next generation
the question is, by how much' A little population genetics helps here: 

For recessive conditions, only a very small proportion of the disease genes are 
carried by affected people. The great majority are in healthy heterozygotes. 
The Hardy-Weinberg equation (see Chapter 3) gives the ratio of carriers to 
affected in a population as 2pq:q2, where q is the frequency of the disease 
allele and p= 1- q. Because each carrier has one copy of the disease allele and 
each affected person has two, the proportion of disease alleles present in 
affected people is 2cj21 (2pq + zcj2). This expression simplifies to just q when 
numerator and denominator are both divided by Zq. So, for a recessive dis
ease affecting one person in 10,000 (cj2 =1110,000; q= 0.01), only 1 % of disease 
alleles are in affected people. Whether or not we allow affected people to 
transmit their disease alleles has very little effect on the frequency of the dis
ease in future generations. We do not need to think of measures to prevent 
them from having children as the price of treatment . 

• 	 For dominant conditions, the effect on the gene frequency would be more 
marked. Ifa condition is sufficiently serious that, untreated, it is incompatible 
with reproduction, then it must be maintained by recurrent mutation. If 
affected people were treated so well that they had the same reproductive suc
cess as unaffected people, then the frequency of the condition would double 
in the next generation. On the other hand, if treatment were so successful, 
would an increase in the number of affected people be such a disaster? 

19.6 THE NEW PARADIGM: PREDICT AND PREVENT? 
Personalized medicine, susceptibility testing, and population screening are the 
constituents of a major debate about the place of genetics in twenty-first-century 
medicine. Nobody disputes that clinical genetics selvices are of great value here 
and now to the relatively small number of individuals and families who are 
affected by a Mendelian or chromosomal disease. The debate is about how much 
further this will go as the science develops. Figure 19.20 caricatures the extreme 
positions in this debate. 
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Figure 19..1D Head in clouds or head In 
sand-contrasting views on the impact of 
new genetic discoveries on the future of 
medicine. (Cartoon by Maya Evans.) 
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Optimists believe that medicine will move hom a reactive 'diagnose and treat' 
to a proactive 'predict and prevent' mod el. At present, we wait until we are unwell 
and then visit our physician for a cure. In the vision of the optimists, all this will 
change. Some time when we are young and healthy, we will donate a DNA sample 
that will be analyzed to identify our pattern of genetic disease susceptibility. 
Maybe our whole genome will be sequenced, or maybe the DNA will be typed for 
a few thousand SNPs that govern susceptibility to major diseases and reactions to 
most drugs. However, being able to predict is not useful unless we are also able to 
prevent. To fulfill the vision, the knowledge that we are susceptible to a certain 
disease must allow us to take effective measures to avoid it. 

If all this works, the pattern of health care spending will be revolutionized 
(!'igure 19.21 ). A small extra expend iture early in life wi ll bring huge and steadily 
increasing savings later on. Even in the shorter term, there will also be savings 
because the pharmacogenetic profile will ensure that whenever we are ill, money 
is not wasted on ineffective drugs or unnecessarily high doses. 

Pessimists (who like to call themselves realists) ask: where is the evidence for 
any of this? Some of the strongest disease susceptibility factors and many of the 
variants underlying drug response have been known for decades but have made 
very little impact on the practice of medicine. The main reason is that the knowl
edge does not lead to any useful action. It would be easy to screen everybody for 
the HLAB'27 tissue type, which is found in 6-8% of people in many populations. 
B27 has been known for decades to be a very powerful susceptibility factor for a 
serious disease, ankyl osing spondylitis. The relative risk is about SO-vastly 
higher than any risk discovered by the current generation of genomewide asso
ciation studies. B27 typing is indeed used when there is a question about diagno
sis, but there is no point in testing healthy people because although the relative 
risk is high, the absolute risk is small and there is nothing that a B27-positive 
person can be told to do to avoid the risk. To give another example, the strongest 
association found by the Wellcome Trust Case Control Consortium (see Table 
19.2) was between certain HlA types and type I diabetes. Again, this has been 
known for decades. This is a common severe disease that is hugely costly to health 
services. We have all the knowledge to screen for susceptibility-but nobody does 
so because no useful action would follow. 

With other complex diseases we do know strategies to reduce the risk-but 
these do not depend on a person's genotype. Type 2 diabetes is a prime example. 
The incidence is rocketing in many countries asadirectconsequence of unhealthy 
lifestyles. Getting some exercise and losing weight are strong protective factors. 
Intervention programs with high-risk people (defined by weight and lifestyle, not 
by genotype) have demonstrated the benefits of exercise and weight loss. But the 
advice to eat sensibly and get some exercise applies to everybody, regardless of 
genotype. That is the dilemma faced by companies offering lifestyle genetic pro
filin g. Regardless of their results, they must offer the same generic healthy living 
advice to everybody. There is no genotype that says it is OK to live on a diet of 
French fries. 

This argument cuts both ways. We all know that not smoking, eating senSibly, 
controlling our weight, and getting some exercise are the keys to a healthy life. All 
these options are available to everybody at zero or even negative cost-yet health 
care budgets are increasingly eaten up by the consequences of people choosing 
unhealthy lifestyles. Does this mean that we need genetic tests to identify those 
people on whom the healthy living advice should be concentrated? Or does it 
mean that many people will simply ignore any advice, regardless of how well
founded it is? 

It may be that the pessimists simply lack vision. Given the staggering rate of 
progress of human molecular genetics, it is a brave person who claims dogmati
cally that nothing can be done. Perhaps a more prudent position is to accept 
that prediction will come long before prevention, but not to rule out the possi
bility of effective prevention for at least some common complex diseases. If only 
one or two of the currently intractable major co mplex diseases could be pre
vented through identifying and treating people at high genetic risk, it would be 
a major advance in public health. Maybe the correct place for our heads is nei
ther in the sand nor in the clou ds, but somewhere in between, where we have a 
clear vision. 
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Flgur. 19.11 Changing profile of health 
care expenditure if medicine moves 
from a diagnose and treat to a predict 
and prevent model. The extra cost of 
genotyping everybody at an early age 
is more than offset by savings due to 
personalized prescribing throughout life 
and the avoidance of late-onset complex 
diseases. The curves are indicative on ly and 
do not represent the resu lt of quantitative 
calculations. 
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CONCLUSION 
Clinical tests must be evaluated against several criteria. The analytical validity 
measures how far the test measures the thing it seeks to measure. Typical consid
erations would be the sensitivity, specificity, false positive rate, and positive pre
dictive value. For a test of a continuously variable quantity, suitable measures 
would be the test-retest reliability and the ability to report correctly the value in 
a known test sample. Reputable laboratories enroll in external quality assurance 
schemes to ensure that their results have good analytical validity. 

Clinical validity measures the extent to which the test result predicts the clirti
cal outcome that it is testing. For tests of genotypes, the clinical validity depends 
on the extent of genotype-phenotype correlation. Further criteria are the clinical 
utility- how useful is the result to the patient?-and considerations of the ethics 
of the test. 

An important facet of individual genetic variation is the way in which indi
viduals differ in their response to many drugs. Pharmacogenetics considers the 
effect of specific genotypes on pharmacokinetics (what the body does to a drug 
by way of absorption, metabolic activation, and elimination) and pharmacody
namics (the variable response ofa target organ to a drug). There are many exam
pies in which a drug is either ineffective or dangerous to patients who have some 
specific genetic variant. This has led to an interest in patient-specific prescribing, 
in which the choice and dose of a drug would be influenced by a genetic test on 
the patient. This is already a reality with some expensive anti-cancer drugs, but it 
has been slow to become part of wider medical practice. Reasons for the slow 
uptake include the limited predictive value of many pharmacogenetic tests, and 
the logistic problems of integrating genetic testing into normal clinical routines. 

A second area where common individual genetic differences are of clinical 
interest is their role in modulating susceptibility to common complex diseases. 
Previous chapters have described the scientific and technical breakthroughs that 
have led to the identification ofJong lists of genetic susceptibility factors for many 
complex diseases. However, attempts to use this knowledge as a basis for person
alized medicine seem premature. For most common diseases, the currently iden
tified genetic factors account for only a modest part of the individual differences 
in susceptibility. Genotyping may be performed to satisfy individual curiosity, 
but for most susceptibility tests the clinical validity is low, and no clirtical utility 
has been established. 

Measures of susceptibility find current use in population screening programs. 
In contrast with diagnostic tests, population screening tests do not usually seek to 
identify cases directly. Instead, the usual aim is to define a high-risk group ofpeo
pIe who can then be offered a definitive diagnostic test or some other useful inter
vention. The initial screening tests for genetic conditions are usually based on 
clinical or biochemical findings, rather than tests of genotypes. Usually, there is a 
trade-off between sensitivity and specificity in deciding where to draw the line 
between a normal and a high-risk result. In contrast with diagnostic tests, large
scale population screening programs target people who had no particular prior 
reason to be concerned about the condition being screened for. This makes it very 
important to consider the social and ethical implications of any proposed screen
ing program. A poorly designed program could easily do more harm than good. 

In the longer term, there are hopes that susceptibility testing could become 
much more predictive and could be combined with preventive measures. This 
would allow medicine to move from the current diagnose and treat model to a 
predict and prevent model. People would be genotyped at some early age for a 
whole range of susceptibility factors, their individual susceptibilities identified, 
and appropriate preventive measures recommended. How far this vision could 
ever be realized is a matter of considerable conuoversy. Progress will depend on 
identifying stronger determinants of susceptibility and better means of preven
tion. The chances of achieving these goals will differ from one disease to 
another. 



Chapter 20 


Genetic Manipulation of Animals 
for Modeling Disease and 
Investigating Gene Function 

KEY CONCEPTS 

The study of gene function and human genetic disease can be greatly aided by genetically 
modified animal models, often known as transgenic animals. 

To make a transgenic animal, exogenous DNA (known as a transgene) is inserted into the 
germ line; the transgene may contain more than one gene and accompanying regulatory or 
marker sequences. 

• 	 Transgenes are often introduced into a fertilized oocyte, whereupon they can randomly 
integrate into the genome and be transmitted to all cells of the developing animal. 

• 	 Transgenes can also be introduced into embryos via cultured pluripotent stem cells that can 
ultimately give rise to all cells of the animal. 

In gene targetinga specific predetermined gene is genetically modified within cultured 
pluripotent stem cells and the genetically modified stem cells are used to introduce the 
mutation into the germ line. 

Gene targeting may be designed to inactivate a gene Ca gene knOCkout) or to modify it; gene 
targeting frequently exploits homologous recombination, a natural cellular process, to 
replace specific DNA sequences within a gene by DNA sequences carried on an introduced 
vector DNA. 

Transgenes can also be directed to integrate within a specific target gene so that the target 
gene is inactivated while transgene sequences are expressed under t11e regulation of the 
promoter of the target gene Ca gene knock-in). 

• 	 Larger genomic changes can be brought about by chromosome engineering. Short 
recognition sequences for a microbial recombinase are inserted by gene targeting into 
specific positions in the chromosomes of pluripotent stem cells. A specific microbial 
recombinase is then used to induce the recognition sequences to recombine to produce a 
chromosomal deletion, inversion, or translocation. 

Specific predetermined target genes can also be knocked down in animal cells at t11e RNA 
level by using RNA interference or synthetic antisense oUgonucleotides to selectively target 
transcripts of the gene to be knocked down. 

Large-scale mutagenesis screens often use insertional mutagenesis, whereby specific 
transgenes are inserted into the genome, causing inactivation of genes in a random or semi
random way. The transgene acts as a market to identify the inactivated gene. 

Disease resulting ftom a loss of gene function is often modeled by using gene targeting to 
inactivate the orthologous gene in a suitable animal model. 

• 	 Disease resulting ftom a gain of function can be modeled by making transgenic animals 
with mutant transgenes. 
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Much of our knowledge of gene function and human disease has been obtained 
or illuminated by studying model organisms. As outlined in Chapter 5, the con
servation of basic developmental processes between species has enabled the 
study of model organisms to aid our understanding of human development. The 
characteristics of a wide variety of model organisms were detailed in Section 10.1. 
In this chapter, we explore how knowledge of the genome sequences of humans 
and of various animals has facilitated the genetic manipulation of animal models 
to understand gene function and to mimic human disease states. 

20.1 OVERVIEW 
Unicellular models-notably Escherichia coli and the yeas t Saccharomyces cere
uisia..-have been invaluable in shedding light on how genes function and on 
many general cellular functions (see Box 10.1 and Table 10.1). About 30% of 
human genes known to be involved in disease have fun ctional homologs in yeast, 
and yeasts have also been of great help in modeling some kinds of human disease 
that are caused by defects in basic cellular functions, such as abnormalities of 
protein glycosylation. 

As described in Chapter 12, studies of cultured invertebrate and mammalian 
cells have also been invaluable for investigating gene function and understand
ing pathogenesis. However, many types of cells are not easy to culture, and cul
tured cells can take us only so far-they cannot reveal much about interactions 
between different cell types. If we are to begin to understand our biology and to 
model disease we also need to study whole organisms. 

Animal models are extremely valuable in providing insights into gene func
tion and disease processes, allowing detalled physiological assessments and 
investigations of the cellular and molecular basis of disease. They are also cru
cially important in allowing us to test drugs and other novel therapies before con
ducting clinical trials on human subjects. 

A wide range of species are used in animal modeling 

Various animal species have been used as experimen tal models to help us under
stand the molecular basis of disease and how genes function. The details of the 
different models are presented in Section 10.1; llere we provide an overview in 
Table 20.1 .Animal models exist for some representatives of all the major human 
disease classes: genetically determined diseases, disease due to infectious agents, 
sporadic cancers, and autoimmune disorders. 

Despite the large number of different animal models, many individual human 
disorders do not have a good animal model. Some classes of disorders are com
paratively badly served by animal models, and disease modeling needs to take 
into account important differences-physiological, biochemical, and genetic
that distinguish the different experimental animals from humans. 

Theoretically, nonhuman primates should be the best animal models of dis
ease. The great apes have rarely been used as disease models because of ethical 
concerns, the large expense in maintaining them, and various practical difficul
ties; however, chimpanzees have been studied because of their resistance to cer
tain hnman diseases. As detailed in Table 10.2, various small nonhuman primates 
are used for research but are not as well suited to genetic analyses. Instead, 
rodents (rats and particularly mice) have been widely used in modeling disease 
and investigating gene function. Being mammals, rodents are quite closely 
related to us at physiological, biochemical, and genetic levels, and there are many 
practical advantages in using them as experimenral models. Mice are less expen
sive to maintain than rats and have been particularly amenable to genetic analy
ses (see Table 20. 1) . 

Most animal models are generated by some kind of artificially 
designed genetic modification 

Some animal models of human disease have originated spontaneously. They 
have come to our attention because they have appeared in livestock, pets, or lab
oratory animals, but most spontaneous mutations arise in wild animals and are 
not recorded. Spontaneous animal disease models include models of single-gene 
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TABLE 20.1 PRINCIPAL ANIMAL CLASSES USED TO MODEL HUMAN DISEASE AND INVESTIGATE GENE FUNCTION 

Organism class 

Nonhuman 
primates (see 
Table 10.2) 

Other mammals 
(see Table 10.2 
and Box 10.3) 

Other vertebrates 
(see Box 10.3) 

Invertebrates 
(see Box 10.2) 

Advantages as models of disease and gene function 

closely resemble humans at physiological, biochemical, and 
genetic levels; high intelligence; great apes have similar brains 
to those of huma ns; important for neuroscience research 
(understand ing brain fu nction, etc.) and modeling res istance to 
certain diseases 

resemble humans quite closely at different levels; sheep and 
pigs, and to a lesser extent rats, are more su ited to physiological 
studies than mice; dogs provide models of genetic disorders 
and genetics of behavior; cats are good models for studying 
host-gene-pathogen interactions; rodents have short 
generation times and la rge numbers of offspring, making them 
more suited to genetic analyses; mice have been especially 
amenable to genetic man ipu la tion, with large numbers of 
disease models; rats have provided better models of complex 
disorders than mice 

chkkens, frogs (Xenopus), and zebrafish are good models for 
studying early developmental processes; the large eggs of 
Xenopus are useful for biochemical analyses; zebrafish are 
inexpensive to mainta in and are particularly su ited to genetic 
analyses, w ith short generation times and la rge numbers of 
offspring; they have a transparent embryo that facil itates 
mutant screening, and good genetic manipulation 

the nematode C. elegGns and fruit fly D. melanogaster are 
inexpensive to maintain and are extremely well su ited to 
genetic analyses, having very short generation times and 
very large numbers of offspring, and being amenable to 
sophisticated genetic manipulations; both organisms have 
been very important for exploring the functions of the sizeable 
number of human genes th at have homologs in the worm 
or fruit fly, and they are often very useful in providing cellular 

models with wh ich to understand human disease processes 

Principal disadvantages and practical limitations 

primate experimentation is ethically unacceptable to many 
people: primate colonies are very expensive to maintain; 
generally long generation times and small numbers of 
offspring are a major limitation to genetiC studies, but 
marmosets, which have a relatively short gestation period 
and are reasonably prolific, may be more amenable. 
especially after successful germ line transmission of 
transgenes first reported in 2009 (see the text) 

mammals other than rodents have comparatively long 
generation times and low numbers of offspring, and 
experimentation on them is not ethically acceptable to some 
people; rodents are not good models for studying normal 
human brain function and disorders of higher brain funct ion, 
such as Alzheimer disease; they also show important genetic 
and biochemical differences from humans, and their short 
generation times may make them less suited to modeling 
late-onset d isorders 

genetic manipulation has been limited in non-mammalian 
vertebrates other than zebraftsh; some models are relatively 
expensive to maintain and have moderately long generation 
times and moderate offspring numbers; more distantly 
related to humans than mammals are, and lack counterparts 
for some human genes 

invertebrates are evo lutionarily very distant from humans 
and so are physiologically remote, even though some 
cellular processes are reasonably conserved; they lack 
counterparts for a conSiderable number of human genes 

disorders such as the mdx muscular dystrophy mouse model, and of more com· 
plex disorders such as the NOD non·obese diabetic mouse. 

The vast majority of animal disease models have been produced by human 
intervention at different levels. For some models, disease has been induced by 
treating animals with chemicals or infectious agents. In others, autoimmune dis
ease has been induced by challenging the immune system with suitable antigens; 
for example, injection ofpristane, a synthetic adjuvant oil, into the dermis of rats 
has produced a model of arthritis. Some other models have been obtained by 
selective breeding to obtain animal strains that are genetically susceptible to dis· 
ease. However, most animal models are produced by some kind of genetic 
modification. 

The techniques of genetic modification of animals will be described in this 
chapter. In Section 20.2 we describe strategies in whiclJ the aim is to insert an 
exogenous gene into an animal's germ line and then express it to help study gene 
function or to induce disease. Other strategies simply rely on modifying endog· 
enous genes within the germ line to produce animals with different mutant phe· 
notypes, and two main approaches are used. Sometimes, as detailed in Section 
20.3, the aim is to specifically alter the expression of a single predetermined 
endogenous gene to produce a disease model andlor understand the function of 
that gene. Alternatively, as described in Section 20.4, endogenous genes can be 
mu tated at random to generate a large series of mutants whose phenotypes are 
then analyzed and categorized. 
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Multiple types of phenotype analysis can be performed on animal 
models 

Irrespective of the origins of an animal model, ideally the phenotype should be 
thoroughly investigated and documented to maximize the usefulness of the 
model. When an animal model has been generated by modification ofa predeter
mined gene, phenotype analyses inevitably concenUate on particular aspects 
that are deemed particularly worthy of investigation. If, for example, a poorly 
understood human gene is suspected of having a role in the immune system, it is 
reasonable to focus on a detailed analysis of the immune system in animal mod
e�s in which the aim is to understand the gene's function. Similarly, for disease 
models that arise from modification of a known gene, analysis of the phenotype 
is particularly directed to aspects of the phenotype that are considered most rel
evant to the human disease; Figure 20, I shows an example. 

Phenotype analyses can include a whole range of possible investigations. 
Various anatomical studies can be conducted that may include histological stain
ing of skeletal preparations (Figure 20.18) and standard hematoxylin and eosin 
staining of tissue sections. Morphological studies may include radiography 
(Figure 20.IA), whole animal magnetic resonance imaging (for small animals 
such as mice-see http://www.bcm.edu/phenotyping/mri.htm for examples), 
and detailed scanning electron microscopy. According to need, detailed meta
bolic, physiological, and behavioral assays are peJiormed. 

In animal models that arise from modification of a predetermined gene, addi
tional follow-up work will often include molecular genetic analyses to analyze 
expression patterns of genes involved in pathogenesis andlor genes that interact 
with a gene whose function is being analyzed. Labeled probes and antibodies are 
used to trackrespectivelytranscripts and proteins in tissue sections, while micro 
array analyses can provide global uanscript profiling that can help elucidate 
molecular aspects of pathogenesis or gene-gene interactions. Particular cells 

(6) wild type 

F!!IIyrel0.1 Anatomical and 
morphological phenotyping in a mouse 
disease model. The figure shows some 
of the phenotype analyses that can be 
applied, in this case to a mouse model of 
ElliS van Creveld syndrome (OMIM 225500). 

This autosomal recessive disorder results 
from mutations in the EVC gene or its close 
neighbor, EVC2, and affected individuals 
have skeletal dysplasia with short limbs, 
short ribs, postaxial polydactyly, and 
dysplastiC nails and teeth. The figure shows a 
mouse model in which both alleles of the Eve 
gene have been inactivated, and illustrates 
many of the features of the human disease. 
Skeletal and dental abnormalities were 
recorded with the use of X-rays, histological 
stain ing, and photographic examination. 
(Al Radiographs at P18 (postnatal day 18). 
(B) Histologica l analysis of skeletal 
preparations; cartilage is stained by the 
dye alcian blue and bone by alizarin red. 
(C) Eve-1- mutants show small dysplastic 
incisors (upper panels) and conical lower 
molars, size reduction of the first molar, and 
an enamel defect (lower panels) that was 
not seen in the wild type. [Courtesy of Judith 
Goodship, Newcastle UniverSity; from Ruiz
Perez VL, Blair HJ, Rodriguez-Andres ME et.. .. - al. (2007) Development 134, 2903-2912. With 

• permission from The Company of Biologists.] 

http://www.bcm.edu/phenotyping/mri.htm
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may be analyzed to gain insights into abnormal cellular functions, and relevant 
permanent cell lines may be produced for convenient analysis of the mutant 
phenotype at the cellular level. 

In large-scale mutagenesis screens, large numbers of mutants are produced, 
and those that produce easily ascertained phenorypes tend to be over-repre
sented. Mutants with major defects in limbs or craniofacial structures are easier 
to identify than those with minor alterations to some internal organs, but at least 
in zebrafish abnormalities of some internal organs such as the heart are more 
readily observed because the embryo is transparent. As we will see in Section 
20.4, standardized phenoryping is important for large-scale phenoryping 
studies. 

20.2 MAKING TRANSGENIC ANIMALS 
As detailed in Chapter 12, different gene transfer technologies can be used to add 
new and functional genes to animal cells. The additional exogenous DNA 
sequence is generally called a transgene, although it may contain multiple genes. 
The general aim of introducing transgenes into cells is to get the recipient cells to 
express one or more new gene products (resulting in a gain oj junction) or to 
overexpress a gene product. The purpose of some transgenes is to provide extra 
functional copies of an endogenous gene, with the aim of overexpressing a spe
cific gene product. Transgenes are also commonly designed to express mutant 
alleles or mutant genes from other species in an attempt to induce disease. Still 
other transgenes may contain very large human genes or chromosome segments 
with a view to understanding gene function or modeling disease. 

Transgenic animals have exogenous DNA inserted into the germ 
line 

To make a transgenic animal, an exogenous DNA sequence is transferred into 
the germ line of an animal. Genes within the exogenous DNA can therefore be 
transmitted to, and expressed, in the progeny. To produce a fully transgenic ani
mal (an an.imal containing the same transgene in the same context in every cell), 
the animal must develop from a transgenic zygote. 

Transgenes can be inserted into the germ line by direct transfer into the 
zygote, gametes, and embryonic or somatic cells that eventually contribute to the 
germ line (Figure20.2). Ofthe possible routes described in Figure 20.2 and below, 
the fertilized oocyte and embryonic stem cell routes are the most popular. 
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~ure 20.2 Genetically modified mice 
can be produced by a variety of routes. 
The boxes linked by gray arrows at the top 
show components of the mouse life cycle 
and represent the multiple stages at which, 
potentially, genetic modification can be 
performed. The lower part of the figure 
shows two mice as sources of donor cells 
for nuclear transfer procedures (process 
shown in green arrows). Red arrows show 
the input and transport of exogenous DNA 
for all other routes. The most widely used 
gene transfer methods-microinjection infO 
the male pronucleus of the fertilized oocyte, 
and transfection of embryonic stem (ES) cells 
followed by injection of genetically modified 
ES cells into a blastocyst-are shown by thick 
red arrows. 1(51, intracytoplasmic sperm 
injection. For convenience, some methods 
described in the text are not shown. 
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Pronuclear microinjection is an established method for making 
some transgenic animals 

Transgenic animal technologies came of age in the early 1980s, when the first 
transgenic mice and transgenic fruit flies were reported. Subsequently a wide 
variety of other transgenic animals-including wornlS, birds, frogs, fish, and 
many types of mammal-have been produced. 

Transgenic mice are ofren produced by injecting DNA into a newly fertilized 
zygote. Sometimes the DNA is injected into the cytoplasm of the fertilized egg, 
but it is more efficient to introduce exogenous DNA directly into the large male 
pronucleus. 

Afrer pronuclear microinjection, the microinjected transgene randomly inte
grates into chromosomal DNA, usually at a single site, and typically as multiple 
tandemly repeated copies (Figu<e 20.3). 

If the transgene integrates immediately, the resulting mouse will be fully 
transgenic. However, it is more common for the DNA to integrate after one ortwo 
cell ctivisions, in which case the resulting mouse is a mosaic that contains both 
transformed and nontransformed cells. When the transformed cells contribute 
to the germ line, tile transgene is passed to the next generation (as verified by 
peR or Southern blotting or some test for transgene expression), resulting in fully 
transgenic mice. 

It is possible to ach ieve germ-line transmlssion in up to 40% of microinjected 
mouse eggs. In other mammals, tile transmission rate is generally much lower 
(often less tIlan I %) partly because of the ctifficulty in handling eggs, and partly as 
a result of lower survival rates. 

Microinjection can be used to introduce recombinant plasmid DNA into fish 
and amphibian eggs, but the introduced DNA tends to persist separately from tile 
host cell's chromosomes and undergoes extensive independent replication. 
Injected plasmid DNA may increase 50-100-fold in tile early stages of develop
ment. There is no transcription in early fish and amprubian development; 
instead, cell functions such as DNA replication are performed by an extensive 
stockpile of previously synthesized enzymes and proteins contributed by tile 
oocyte. 

The general lack of integration of exogenous DNA in fish and frog eggs means 
that gene expression is often transient (the transgenes are progressively diluted 
out after cell division). However, some of the exogenous DNA can integrate; if 
germ-line transmission is established, transgenic lines can be produced. This 
method is not used in frogs because ofthe long generation intervals, but it is the 
standard procedure for producing transgenic fish. 
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Figure 20.3 Construction of transgenic 
mice by pronuclear microinjectlon . 
A fertilized oocyte is held in place with a 
holding pipette. A mi(roinjection pipette 
with a very fine point is then used to 
pierce first the oocyte and then the male 
pronucleus (which is bigger than (he female 
pronucleus), delivering an aqueous solution 
of a desired DNA done. The introduced 
DNA integrates at a nick (single *stranded 
DNA break) that has occurred randomly 
in the chromosomal DNA. The integrated 

transgene usually consists of multiple head
to-tail copies of the DNA clone. Surviving 
oocytes are re*implanted into the oviducts 
of pseudopregnant foster females (they 
will have been mated with a vasectomized 
male to initiate physiological changes in the 
female that stimulate the development of 
the implanted embryos). DNA analysis of 
tail biopsies from resulting newborn mice 
checks for the presence of the deSired DNA 
sequence.transgenic mouse 
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Transgenes can also be inserted into the germ line via germ cells, 
gametes, or pluripotent cells derived from the early embryo 

Various other routes have also been used to introduce trans genes into the germ 
line, in addition to the fertilized oocyte (zygote) route. Some of them are less 
widely used but can be useful in some circumstances and can be popular with 
non-mammalian species. 

Gene transfer into gametes and germ cell precursors 

Germ cell precursors (see Section 5.7) are a favorite target for making transgenic 
fruit flies (Drosophila melanogaster). However, in mammals, although primordial 
germ cells are relatively easy to isolate, culture, and transfect, it is difficult to per
suade the modified cells to contribute to the germ line when reintroduced into a 
host animal. 

1l:ansgenic frogs are traditionally made by a procedure that allows transgenes 
to integrate into the sperm genome_ In restriction enzyme-mediated integration 
(REM!), sperm nuclei are isolated, decondensed, and mixed with plasmid DNA. 
They are then treated with limiting amounts of a restriction enzyme to introduce 
nicks in the DNA. The decondensed nuclei are then transplanted into unferti
lized eggs, where the nicks in the DNA are repaired, resulting in the integration of 
plasmid DNA into the genome. 

A less conventional way of genetically modifYing zygotes is to use sperm
mediated transgene delivery into unfertilized eggs. Sperm heads bind spontane
ously to DNA in vitro, and so sperm can be used simply as vehicles for delivering 
DNA-the sperm genome itself is not modified. Intracytoplasmic sperm injection 
(ICSI), a method used in infertility treatment in which sperm heads are injected 
into the cytoplasm of the egg, has been adapted to produce transgenic mice. To 
do this, sperm heads are coated with plasmid DNA before being introduced into 
mouse eggs. However, the transgene often fails to integrate into the genome in 
this method. 

More recently, the injection ofrecombinant retroviruses into the perivitelline 
space of isolated oocytes has allowed the production oftransgenic cattle and the 
first transgenic primate, a rhesus monkey named ANDi. 

Gene transfer into pluripotent cells of the early embryo or cultured 
pluripotent stem cells 

Genes cloned into retroviral vectors have been transferred into unselected 
pluripotent cells of very early embryos, notably in mice and birds. In mice, 
recombinant retroviruses can be used to infect pre-implantation embryos or can 
be injected into early postimplantation embryos. After the stable transformation 
of some celis, mosaics are produced that may give rise to transgenic offspring. 

Aconvenient alternative is to use cultured embryonic stem (ES) cells, pluripo
tent stem cells derived from cells selected from the early embryo. In mammals, 
ES cells are obtained by culturing cells taken from the inner cell mass of a blasto
cyst (see Figure 4.19 and Box21.2). ES cells can be used to insert exogenous DNA 
into the germ line by first transfecting the DNA into cultured ES cells in vitro, 
selecting suitable transfectants, and then injecting them into isolated blastocysts 
that can be re-implanted into suitably treated female mice. 

For technical reasons, certain strains of mouse ES celis have been particularly 
suitable for allowing gene transfer into the germ line. The in vitro step allows 
sophisticated genetic manipulations to be performed, and the ES cell route is the 
primary route for inactivating specific genes in the mouse germ line to make 
so-called knockout mice. The technology is especially important for modeling 
disease and understanding gene function and will be described in detail in 
Section 20.3. 

Gene transfer into somatic cells (animal cloning) 

As described in the next section, animal cloning has been used for transferring 
transgenes in some mammals in which the principal transgenesis methods have 
not been readily applicable. 
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Nuclear transfer has been used to produce genetically modified 
domestic mammals 

The principal methods used to generate transgenic mice have not been readily 
applicable in some animals. However, somatic ceU nuclear transfer, a techni
cally very demanding method that allows animals to be cloned, has occasionally 
been used to make transgenic mammals other than mice. 

Somatic cell nuclear transfer involves the replacement of an oocyte nucleus 
with the nucleus of a somatic cell, which is then reprogrammed by the oocyte. 
Despite the differentiated state of the donor ceU, the reprogramming can 
make the nucleus totipotent so that it is able to recapitulate the whole of 
development. 

The technology itself is not new. It has been used for more than 50 years to 
clone amphibians, and it has been possible to produce cloned mammals from 
embryonic cells since the 1980s. In 1995, it was shown for the firsttime that mam
mals could be cloned from the nuclei of cultured ceils, and in 1997 the first mam
mal cloned from an adult ceil was produced, a sheep called Dolly. 

Dolly was produced by transferring a nucleus from a mammary gland cell 
from a Finn Dorset sheep into an enucleated oocyte taken from a Scottish black
face sheep. The resulting artificially fertilized oocyte was allowed to develop to 
the blastocyst stage before implantation into the uterus ofa foster mother (Figure 
20.4). Out of a total of 434 oocytes, only 29 developed to the transferable blasto
cyst stage, and of these only one developed to term, giving rise to Dolly. Dolly has 
the same nuclear genome as the Finn Dorset sheep donor of the mammary gland 
cell, so they are considered to be clones. However, their mitochondrial genomes 
are different because Dolly inherited her mtDNA from the Scottish blackface 
sheep from which the enucleated oocyte was derived. Subsequently, a variety of 
different mammals have been cloned by the nuclear transfer procedure, includ
ing mice, rats, cats, dogs, horses, mules, and cows. 

We will consider here the nucleartransfer method as a way to generate trans
genic animals. The essential point is that if the donor nucleus is taken from a 
somatic cell that has been genetically manipulated to contain a transgene of 
interest, the animal that develops from the manipulated oocyte will be trans
genic. Transgenic livestock have been produced in this way with trans genes that 
produce therapeutic proteins, as described in Chapter 21. It is also possible to 
modify a specific predetermined endogenous gene in a somatic cell, such as a 
fibroblast, and then use somatic cell nuclear transfer to make an animal with the 
mutation in all its cells, as in a pig model of cystic fibrosis that will be describ ed 
in Section 20.5. We consider the ethical implications of human cloning in 
Chapter 2l. 

Exogenous promoters provide a convenient way of regulating 
transgene expression 

To make a useful transgenic animal, the transgene not only has to be inserted 
into the host 's genome but also has to be expressed to produce functional prod
ucts. Some regulatory elements that influence transgene expression are found 
within the host genome, but important elements are provided with the trans
gene, most notably a suitable promoter and a polyadenylation site. 

In transgenic animals, it is often desirable to express the transgene in particu
lar tissues or at particular developmental stages that are appropriate for the 
intended function of the transgene. To achieve a desired expression pattern, the 
trans gene will have a suitable tissue-specific or stage-specific promoter. 
Maximum control over transgene expression is provided by inducible promoters 
that can be switched on and off according to need, usnally by controlling the sup
ply of a particular chemical ligand. Typically, the transcription factors that regu
late such promoters are struct urally modified by this ligand. 

Several naturally inducible promoters have been used, but endogenous pro
moters are generally disadvantaged by leakiness (a high background expression 
levelL and by relatively low levels of induction, unwanted co-activation of other 
endogenous genes that respond to the same ligand, and differential rates of 
uptake and elimination of the ligand in different organs. More robust inducible 
promoter systems have therefore been developed by using non-mammalian, 
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donor nuclei were derived from a cell line 
established from adult mammary gland 
cells o f a Finn Dorset sheep. The donor 
cells were deprived of serum before use, 
forcing them to exit from the cell cycle and 
enter a quiescent state known as Go. in 
which only minimal transcription occurs. 
Nuclear transfer was accomplished by fusing 

individual somatic cells to enucleated, 
metaphase II-arrested oocytes from a 
Scottish blackface sheep. Eggs are normally 
fertilized by transcriptional!y inactive sperm 
whose nuclei are presumably programmed 
by transcription factors and other chromatin 
proteins available in the egg, and so the 
Go nucleus may represent the ideal basal 
state for reprogramming. (8) Dolly with her 
tirstborn, Bonnie. [(8) courtesy of the Roslin 
Institute, Edinburgh.] 
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often bacterial elements, o r by engineering mammalian proteins so that they are 
incapable of responding to endogenous inducers. Two widely used systems are 
described below. 

Tetracycline-regulated inducible transgene expression 
This system is based on the E. coli tetoperon, and induction occurs at the level of 
transcription . Two transgenes are involved. One includes the E. coli tetR gene and 
is designed to express the Tet repressor protein constitutively. The other includes 
a gene of interest that has been modified so that the tetO operator sequence is 
inserted between the promoter and the coding sequence. The Tet repressor 
protein will bind to the tetO operator specifically and prevent expression of the 
downstream coding sequence. However, gene expression can be restored by 
providing doxycycline, a tetracycline analog, which binds to the Tet repressor 
protein, inducing a conformational change and dissociation of the Tet repressor 
protein (F1gure 20.5A). 

Tetracycline-regulated inducible transgenes are widely used, but because 
expression is induced at the transcriptional level there may be a significant delay 
(while the RNA is translated and the active protein is produced) before a response 
to induction is seen. A similar delay will occur between the removal of the induc
tive stimulus and return to the basal state after RNA transcripts and protein have 
been broken down. 

Tamoxifen-regulated inducible transgene expression 
Where tapid induction and decay are essential, an inducible system that works at 
the protein level is needed. One popular system is based on the post -transla tional 
regulation of the estrogen receptor. Like other nuclear hormone receptors, the 
estrogen receptor is bou nd by the Hsp90 protein inhibitory complex that keeps it 
in an inactivated state within the cytoplasm until its ligand, estrogen, enters the 
cell. Estrogen binds to the C-terminal ligand-binding domain of the estrogen 
receptor, causing a change of conformation. As a result, the Hsp90 inhibitor is 
released and the activated estrogen receptor translocates to the nucleus to acti 
vate certain target genes (see Figure 4.8 for the structure of nuclear hormone 
receptors, and Figure 4.9 fo r the mechanism of activation by ligands). 

Tamoxifen-inducible expression uses a mutant ligand-binding domain of the 
mouse estrogen receptor Esrl. The mutant domain does not bind its naturallig
and, estrogen, at physiological concentrations but does bind the synthetic ligand 
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Figure 20.5 Inducible expression o f 
transgenes. (A) Tetracycline-inducible 
expression. A retD operator inserted just 
upstream of transgene A is a recognition 
sequence that ca n be specifically recognized 
and bound by the E. coli Tet repressor protein 
(TetR) . When constitutively expressed from a 
separately introduced tetR transgene, the Tet 
repressor protein binds to the tetO operator 
and so prevents the expression of transgene 
A. However, if doxycycline (an analog of 
tetracycline) is subsequently provided, it 
binds to the Tet repressor protein, causing 

it to change its conformation so that it 
no longer binds to the tetO operator. As a 
result, expression of the previously silenced 
transgene A is switched on. Note that 
toxicity effects reflecting high-level 
constitutive expression of the repressor limit 
the use of this system in some cells. 
(8) Tamoxifen-inducible expression. Here 
coding sequences for the ligand-binding 
domain of a mutant mouse estrogen 
receptor (ER) are fused to a transgene of 
interest (TG) in an expression vec tor. The 
expressed ER-TG fu sion protein is bound by 
the Hsp90 inhibitory protein complex that 
prevents it from performing its function. 
The mutant ER ligand-binding domain is 
not recognized by estrogen but will bind to 
tamoxifen, an estrogen analog. Following 
tamoxifen binding, the fUSion protein is 
released from the Hsp90 complex and the 
protein of interest is activated, even though 
it is part of a fusion protein. P, promoter. 
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4-hydroxytamoxifen. A cDNA for the mutant Esrlligand-binding domain is fused 
to the coding sequence of a gene of interest. Hsp90 binding prevents expression 
of the fusion protein until tamoxifen is provided (Figure 20.5B). 

Transgene expression may be influenced by position effects and 
locus structure 
Transgene integration is usually allowed to occur randomly. Identical transgene 
constructs can therefore produce differences in the level or pattern of transgene 
expression in independently derived transgenic animals. Transgene expression 
can be radically affected by the influence of local regulatory elements and chro
matin structure (position effect; see Chapter 16, p. 508). Ifa transgene integrates 
next to an enhancer, its expression may be increased; if it integrates within a het
erochromatin domain, its expression may be blocked (transgene silencing). 

The structure of the transgenic locus can also influence expression. If two 
neighboring copies of a transgene happen to be arranged as an inverted repeat, 
then transcription through both copies can generate a hairpin RNA structure that 
can activate RNA inte/Jerence pathways (see Box 9.7). Various other aspects of the 
locus structure may trigger cellular defenses against invasive DNA, leading to 
trans gene silencing by de nouo DNA methylation. 

In many cases a transgene contains a cDNA copy of a gene plus its proximal 
regulatory elements. Inevitably, such copies lack some of the full complement of 
sequences required when endogenous genes are expressed naturally. Normally, 
master regulatory elements-often found within introns and sometimes located 
some distance from the genes that they regulate-establish open chromatin 
domains and protect endogenous genes from the influence of regulatory ele
ments and chromatin structure in neighboring domains. 

To avoid these position effects, additional regulatory elements need to be 
present in transgenes. To study long-range effects more accurately, and to inves
tigate the expression and regulation of human genes in the context of their own 
cis-acting regulatory elements, large trans genes are used that are provided by 
yeast artificial chromosome (YAC) cloning (see Figure 6.7). YAC transgenes may 
contain a megabase or so of DNA, and YAC transgenic animals can be produced 
by using cell fusion, microinjection, or transfection with liposomes. 
Transchromosomic mice containing human chromosomes or large chromosome 
fragments have also been developed, as will be described in Section 20.5. 

20.3 TARGETED GENOME MODIFICATION AND GENE 
INACTIVATION IN VIVO 
The aim of the transgenic technology described in Section 20.2 is to express a 
gene so as to produce some desired product that may be a protein of interest or a 
mutant gene product. In this section, we consider a quite different approach in 
which the aim is to make an animal that carries a predetermined DNA change at 
a specific location in its genome. Essentially, any mutation can be introduced "to 
order. Often the aim is to selectively inactivate or otherwise modify a specific pre
determined target gene (gene targeting), but site-specific recombination can also 
be used to produce large DNA changes (chromosome engineering) that include 
subchromosomal deletions, chromosome inversions, and translocations. For 
some animal species, a precisely defined mutation can be introduced into the 
germ line, giving rise to animals with that mutation in their cells. 

The mouse has long been the premier vertebrate species to be manipulated in 
this way, but the procedures are laborious and rather time-consuming. Recently, 
faster methods have been popularly used in some animals in which the function 
of a specific gene is selectively inhibited in viuo at the RNA level without neces
sarily abolishing all gene function. 

The isolation of pluripotent ES cell lines was a landmark In 
mammalian genetics 
The first mammalian embryonic stem (ES) cell lines were obtained in the early 
1980s, after culturing cells retrieved from the inner cell mass of surgically excised 
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mouse blastocysts; subsequently, ES cell lines were reported from a variety of 
other mammals. Human ES cell lines were first reported in 1998 and were 
obtained from surplus embryos after fertility treatment. In Box 21.2 we describe 
the procedures for isolating ES cells in the context of human ES cells. 

ES cells are pluripotent, being able to give rise to all the different cell types 
present in the body, including germ cells. However, unlike the fertilized oocyte 
they are not totipotent: if implanted in a uterus they are unable to give rise to an 
embryo. The huge advantage of ES cell lines is that while in culture they can be 
subjected to sophisticated genetic manipulation, allowing specific mutations to 
be introduced at predetermined positions in the genome. As described in the 
next section, the genetically modified ES cells can then be used to introduce the 
mutations into the germ line to eventually produce an animal with a precisely 
defined mutation. Often, the mutation is designed to inactivate a specific gene, 
yielding valuable information on gene function. The same approach is widely 
used to make animal models of human disorders. 

The usefulness of an ES cell line depends on various properties, including its 
ability to maintain pluripotency and to permit germ-line transmission. One par
ticularly successful mouse ES cell line was derived from the mouse strain 129 
and continues to be used extensively; however, as we describe in Section 20.4, 
other mouse ES cell lines are recently beginning to be used more widely. ES cell 
lines have also been established from other mammals but because they gener
ally had far from ideal properties the mouse has been the premier mammalian 
model for making gene knockouts. As we will see later in this chapter, however, 
novel ES cell lines and other types of pluripotent cell lines are currently being 
developed that will allow gene targeting in various experimental organisms other 
than mice. 

Gene targeting allows the production of animals carrying defined 
mutations in every cell 

A powerful approach to modeling disease and understanding gene function is to 
make mutants in which the sequence of an individual predetermined gene is 
modified in a specific way (gene targeting). In vertebrates the technology is most 
developed for mice: since the pioneering work in the late 1980s, thousands of 
mutant mouse strains have been generated. 

The origins of gene targeting lie in a natural phenomenon called homologous 
recombination, in which pairing of maternal and paternal homologous chromo
somes is followed by sequence exchanges between the aligned homologs. 
Homologous recombination during meiosis permits shuffling of our genes, 
increasing genetic variation within the population. It is also used to repair DNA: 
after one allele suffers DNA damage, homologous recombination can be used to 
replace the damaged material with a copy of the normal (allelic) sequence from 
the other homologous chromosome (see Box 13.3). 

In gene targeting by homologous recombination, the cell's natural recombi
nation machinery is used to recombine endogenous sequences within the target 
gene and closely related exogenous DNA sequences contained in a targetingvec
tor. Ifgene targeting is conducted in ES cells, the specific gene change can subse
quently be introduced into the germ line by injecting genetically modified ES 
cells into a blastocyst that can develop into a mouse within a foster mother 
[Figu re 20.6). 

Homologous recombination is a very rare process in mammalian cells, occur
ring about 10'-105 times less frequently than random integration. The frequency 
of homologous recombination depends on both the length of the homologous 
regions (shared by the endogenous gene and the targeting vector) and the degree 
of similari ty with the target gene. Because of this, the exogenous DNA clone gen 
erally has long sequences that are isogenic (identical by sequence) with the 
genomic DNA of the host cell . Even then, the frequency of genuine homologous 
recombination events is normally very low and may be difficult to identify against 
a sizeable background of random integrations. The strategy used to identify cells 
in which gene targeting has taken place depends on the construct design (see 
below). 
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Figure 10.6 Genetic targeting of embryonic stem cells to introduce mutations into the mouse germ line. (A) An embryonic 
stlffll (ES) cell line is made by excising blastocysts from the oviducts of a suitable mouse strain (such as 129), and cells from the 
blastocyst'S inner cell mass are cultured to eventually give an ES cell line (see Box 21.2 for the details). ES celis can be genetically 
modified while in culture by transfection of a linearized recombinant plasmid containing DNA sequences that are identical to certain 
sequences in a predetermined endogenous gene, except for a desired genetic modification. Homologous recombination allows 
sequence swapping so that the targ eted gene is mutated in the ES cell's genome. Only a very few celis will undergo homologous 
recombination to produce the expected modification of the targeted gene, but they can be selected for and amplified. The modified 
ES celis are then injected into isolated btastocysts of another mouse strain such as (57810/ J, which has black coat coloration that 
is recessive to the agouti color of the 129 strain; the cells are then implanted into a pseudopregnant foster mother of the same 
strain as the blastocySL Subsequent development of the introduced chimeric blastocyst results in a chimeric offspring containing 
two populations of cells that derive from different 2ygotes (here, 129 and (57B10/J, normally evident by the presence of differently 
colored coat patches). (B) Backcrossing of chimeras can produce mice that are heter02ygous for the genetic modification (bottom 
left). Subsequent interbreeding of heterozygous mutants generates homozygotes. 

Different gene-targeting approaches create null alleles or subtle 
point mutations 

Gene knockouts 
A common strategy in gene targeting is to completely inactivate a predetermined 
target gene. creating a null allele (a gene knockout) . The objective may be to 
model a human disease caused by a loss of gene function, or simply to investigate 
the function of a gene. Homologous recombination is commonly used to insert 
an exogenous DNA sequence into the target gene in the place of some DNA 
sequence that is essential for the target gene's function. The net loss of important 
DNA sequence in the target gene causes gene inactivation. If the target gene is 
very small, the whole gene may be replaced. Usually, however, exogenous DNA is 
inserted to replace just one or a fewexons at the 5' end of the target gene. in order 
to induce a shift in the translational reading frame so that an early premature 
termination codon wiU be introduced. 

To track its incorporation into the ES ceU genome, the exogenous DNA carries 
some marker gene such as the neo gene, which makes neomycin phospho trans
ferase and can confer resistance to neomycin or its analog G418. To distin
guish desired homologous recombination events from uninteresting random 
integration events, a positive- negative marker selection strategy is often used 
[Figure 20,71. 

Gene knock-ins 

Modern strategies for knocking out mouse genes are often designed to also intro
duce a reporter gene such as lacZ or a gene that encodes an autofluorescent pro
tein such as GFP (green fluorescent protein), RFP (red), or YFP (yellow). The 
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targeting construct, containing a reporter gene, is usually designed to integrate at 
the 5' end of the endogenous gene. This inactivates (knocks out) the endogenous 
gene while using the endogenous gene's promoter and other expression controls 
to activate the reporter gene (knocking in). Because the expression of the 
knocked-in reporter gene is regulated by the endogenous target gene's regulatory 
sequences, it should fai thfully mimic the expression of the target gene. The prin
ciple underlying a gene knock-in is illustrated in J']gure 20.8; a practical example 
of knocking in a reporter gene is shown in Plgure20.9. 

Knock·ins sometimes also examine the effect of placing a trans gene of inter· 
est other than a simple reporter gene under the regulatory control of a specific 
endogenous promoter simultaneously with inactivating the endogenous gene's 
normal transcript. One application involves knocking in mutant transgenes into 
the endogenous gene locus to model disease, as in some models of Huntington 
disease that are described later in this chapter. 

Creating point mutations 
Mice have also been engineered to contain point mutations that alter one or a 
few nucleotides at a predetermined position within a target gene. The object may 
be to investigate how a small sequence, such as a specific codon, contributes to 
gene fun ction or to replicate pathogenic human mutations. In either case, it is 
important that the end product is a mutant allele that does not have any marker 
gene (which could possibly affect its function). 

Various strategies to introduce point mutations are possible and typically 
involve ·two rounds of recombination. In the tag-and-exchange strategy, for 
example, the desired gene is first tagged by inserting a selectable marker during 
one gene· targeting round. The ES cells containing the suitably tagged target gene 
are then identified so that a second round oftargeting can be performed to intro· 
duce the desired point mutation with a high degree of specificity and simultane· 
ously remove the marker gene. 

Microbial site-specific recombination systems allow conditional 
gene inactivation and chromosome engineering in animals 

Site·specific recombination systems are used naturally in microbes, including 
bacteria and yeas t. In such systems, the recambinase specifically recognizes a 
short defined DNA sequence and will induce recombination between two copies 
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Flgure 20.1 Positive-negative selection 
to enrich for ES cells containing a 
desired gene-targeting event. Here the 
linearized plasmid used for gene targeting 
contains two marker genes: the neomycin 
phosphotransferase gene (nea), which 
confers resistance to neomycin, and its 
analog G418; and the Herpes simplex 
thymidine kinase gene (rk). (A) In some 
gene-targeting events that occur by 
homologous recombination, double 
crossover leads to incorporation oFthe nee 
gene but not of the tk gene. (8) Random 
integration of the gene-targeting construct 
at a chromosome break leads to integration 
of both the neo and rk genes. Suitably 
modified ES cells can be identified by 
selecting (or neo+tlr cells. 

Flgur.10.8 A gene knock-in replaces 
the activity of one chromosomal gene 
by that of an introduced transgene. In 
this example, the endogenous gene is 
envisaged to have multiple exom (El, E2f 
... , En); coding sequences are in filled boxes 
and untranslated sequences are in open 
boxes. The gene-targeting vector contains 
two sequences from the endogenous target 
gene: a , a 5' flanking sequence including {he 
promoter, and a very small 5' component of 
exon 1 that is mostly made up of the 
5' untranslated sequence; and b, an internal 
segment that spans muc h of intron 1. 
Between these twO sequences is the coding 
sequence of the gene to be knoc ked in 
plus a marker gene whose expression is 
regulated by its own promoter. Arrows 
indicate expression driven by upstream 
promoters (Pl. The targeting procedure 
results in a double crossover (X) and in thiS 
case an inaCtivating deletion of a large 
part of exon 1 that is usually designed to 
result in a shift in the translational reading 
frame. The knocked-in gene of interest 
comes under the control of the endogenous 
promoter. The neo marker helps identify ES 
celis with the correct gene-targeting event, 
and a thymidine kinase (rk) gene marker 
helps select against random integration as 
illustrated in Figure 20.7. 
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of the recognition sequence, Recognition sites for microbial recombinases can be 
engineered easily into gene-targeting vectors and can be inserted into specific 
locations in an animal genome. The microbial recombinase can be supplied con
ditionally so that it is expressed only in certain tissues or at certain developmen
tal stages in the animal, or so that it is inducible. To do this, another transgene is 
required in which the microbial gene coding for a recombinase is ligated to regu
latory components such as a suitably regulated promoter or inducible gene 
expression system, such as the tetracycline-inducible system. 

In genetically modified mice, the most widely used site-specific recombina
tion systems are the Cre-loxP system originating from bacteriophage PI, and the 
FLP- FRT system from the 2 ~m plasmid ofSaccharomyces cerevisiae. Both the Cre 
recombinase and the FLP (fiippase) recombinase recognize specific target 
sequences that are 34 base pairs long, respectively the loxP sequence and the FRT 
sequence (FLP recombinase target). The size of these microbial sequences is such 
that when introduced into an animal genome they will be quite distinctive (the 
odds that a sequence identical to the loxP recognition sequence will exist by 
chance in an animal genome of 3000 Mb and 40% GC are less than I in 1020). 

Although their sequences are different, loxP and FRT have essentially the 
same structure, comprising inverted l3 bp repeats separated by a central asym
metric 8 bp spacer (FigureZO.1 0)_ If two copies of the recombinase target site are 
located on the same DNA molecule and in the same orientation, recombination 
results in excision of the intervening sequence; if the loxP sites are in opposite 
orientatjons, recombination produces an inversion, Site-specific recombination 
between two target sequences on different DNA molecules is also possible. 

The Cre- loxP system has been applied in many different ways in genetically 
modified mice. It can allow the site -specific integration of transgenes, the condi
tional activation and inactivation of transgenes, and the deletion of unwanted 
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Fi9u:re 20.9 Knocking in a lacZ reporter 
transgene to simultaneously inactivate a 
gene and monitor its normal expression. 
This example shows a knock-in at the Eve 
gene, the mouse ortholog of the Ellis van 
ereveld syndrome gene, which has 21 exons. 
(A) Gene targeting involved homologous 
recombination with a transgene construct 
that included a lacl reporter (encoding the 
enzyme p-galactosidase) and a neo marker 
gene plus target homology sequences. The 
latter corresponded to a 6 kb upstream 
region preceding exon 1 (green line) plus a 
5' region of exon 1 terminating in the ATG 
translation initiator trinucleotide and then 
a 1 kb region immediately followin g exon 
1 (lilac line). lmegration of the transgene 
inactivated the Evc gene by deleting the 
rest of the exon 1 coding sequence and also 
brought the lael gene under the regulation 
of the endogenous Eve promotor. (B, C) 
ExpresSion images show p-galactosidase 
activity in Eve+!- embryos and represent 
eKpression in the whole El 5.5 embryo 
(15.5 days post coitum) (B) and in a sagittal 
paraffin section ofthe head of an E15.5 
embryo (e). Note the strong expression 
in the mouth and tooth-forming areas in 
addition to the developing skeleton. mx, 
maxilla; ma, mandible; mc, Meckel's cartilage; 
tb, temporal bone. [Courtesy of Judith 
Goodship, Newcastle University; from Ruiz
Perez VL, Blair HJ, Rodriguez-Andres ME et 
al. (2007) Developmenr 134, 2903-2912. With 
permission from The Company of Biologists.J 

Figure 20.10 Structure of the loxP and 
FAT recognition sequences, Recombinases 
that catalyze site-specific recombination 
typically recognize and cleave a sequence 
that has inverted repeats flanking a central 
asymmetric core. The Cre recombinase 
from bacteriophage Pl recognizes the /oxP 
(locus of X-over, Pl) and the FLP (flippase) 
recombina se from the 5. cerevisiae 2 M-m 
plasmid recogni zes the FRT (flippase 
recognition target) sequence. Both the loxP 
and FRT recognition sequences are 34 bp 
long, with 13 bp inverted repeats (within 
arrows) flanking a central asymmetric 8 bp 
sequence (shown in bold). A recombinase 

monomer binds ( 0 both inverted repeatS, 
and the two monomers form an active dimer 
that asymmetrically cleaves the central core 
sequence (breakpoints are shown by vertical 
green arrows) within. The central sequence 
confers orientation: for example, in one 
orientation /oxP has the central sequence 
shown (GeATAeAT); in the other orientation 
the central sequence is ATGTATGC. 
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Fig...". 20.11 Conditional gene 
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marker genes. The most important applications, however, are conditional gene 
inactivation and conditional recombination leading to major rearrangements in 
chromosomal DNA. 

Conditional gene inactivation 

Some genes have vitally important roles in cells or during development. A 
homozygous knockout for such a gene will typically result in embryonic lethality, 
but the heterozygous gene knockout may not show a phenotype (the presence of 
one functional allele may be enough for the organism to function normally). To 
study such a gene, a collditiollal gene knockout is often made. The gene is 
designed to be inactivated in only a selected tissue or group of cells or at a desired 
developmental stage so that the effect of homozygous gene inactivation can be 
studied. 

Conditional gene inactivation typically involves replacing exons of an endog~ 
enous gene with a homologous gene segment flanked by loxP sequences (the 
segment is said to be floxed). Mice carrying the floxed target sequence are then 
mated with a stmin of mice carrying a Cretransgene under the control of a tissue
specific or developmental stage-specific promoter (Figure 20.11 ). 

Offspring of the cross that contain both a floxed target sequence and aCre 
transgene are identified and analyzed. Depending on the promoter regulating 
the Cre transgene, the Cre recombinase should be expressed only in certain cells 
or at certain stages of development so that viable mutants can be analyzed. 

Inducible Cre transgenics have also been generated. The Cre trans gene is 
designed to have a Tet operator tetO and to be repressed by the binding of a Tet 
repressor protein (see Figure 20.5A), but it can be switched on by supplying doxy
cycline in the animal's drinking w,ater:' Alternatively, ere is expressed constitu
tively as a fusion protein with a mutant estrogen receptor ligand-binding domain 
and is activated at the protein level by tamoxifen (Figure 20.5B). 

Chromosome engineering 
Inducible site-specific recombination has also been applied to produce deletions 
of specific mouse subchromosomal regions (from tens of kilo bases up to tens of 
megabases) and to engineer specific chromosome translocations. Gene targeting 
is first used to integrate loxP sites at the desired chromosomal locations. 
Subsequently, transient expression of Cre recombinase induces a selected chro
mosomal rearrangement, such as a chromosomal translocation after loxP sites 
have been targeted to different chromosomal DNA molecules (Figure 20. 121\). 

Alternatively, engineering two loxP sites into the same chromosomal DNA 
can result in excision or inversion of the intervening sequence (Figure 20.12B). 
Excision occurs when the loxP sites are in the same orientation and is essentially 
irreversible because it generates a single loxPsite. Inversion occurs when the loxP 

inactivation using Cre-loxP site-specific 
recombination. The mouse shown at 
the top left has been subjected to gene 
targeting so as to introduce two loxP 
sequences at positions flanking a specific 
genomic DNA sequence, A, that may be a 
small gene or an exon that, if deleted, could 
be expected to cause gene inactivation. 
The f10xed A sequence will be speCifically 
deleted in the presence of ere recombinase. 
To introduce ere recombinase, a mouse 

is required that has previously been 
constructed to have a ere transgene ligated 
to a tissue-specific promoter P of interest 
(top right). By breeding the two types of 
mouse it is possible to obtain offspring 
containing both the 10xP-fianked target locus 
plus the ere transgene (bottom left). ere 
recombinase wi!l be produced in the desired 
type of tissue and will cause recombination 
between the two 10xP sequences in cells 
of that tissue, leading to deletion of the 
A sequence and tissue-specific gene 
inactivation. 
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sites are in opposite orientations and yields two loxPsites that are indistinguish
able from the original loxP pair, so that the inversion could be reversed by a sub
sequent recombination. To avoid this, loxPsequences have been mutated to gen 
erate two slightly different mutant loxP sequences that can be used together to 
promote inversion in the desired direction. 

Such chromosome engineering offers the exciting possibility of creating 
novel mouse lines with specific chromosomal abnormalities for genetic studies. 
A drawback has been that the frequency of such events has been very low. 
Recently, however, methods using transposons seem particularly suited to chro 
mosome engineering, and these are described in Section 20.4. 

Zinc finger nucleases offer an alternative way of performing gene 
targeting 

Since the development of stable mouse ES cell lines in the 1 980s, targeted modi
fication of the genomes of vertebrates has foc used almost exclusively on the 
mouse, in which homologous recombination in ES cells is used to engineer spe 
cific genome modifications into the germ line. By contrast, reported ES cell lines 
from other mammals have often been unstable, showing a rapid decline in pro
liferation potential and pluripotency. In the absence of stable authentic ES cell 
lines for some mammals, such as sheep and pigs, gene knockouts have in some 
cases been made by somatic cell nuclear transfer. This approach, however, is 
technically arduous and inefficient, and is ra rely used. 

Two types ofrecent technological development are now offering the prospect 
of rapidly extending gene targeting to many other mammals and vertebrates. 
One breakthrough involves novel pluripotent stem cells and includes recently 
reported non-m urine ES ceUtines and novel types of pluripotent cells derived 
originally from somatic cells. We consider these at the end of this chapter. The 
other breakthrough is described in this section and concerns zinc finger nucle
ases, artifiCially constructed endonucleases that are designed to make a double
strand DNA break at just one location in a genome, within a predetermined tar
get gene. Natural cellular DNA repair pathways can repair the double-strand 
break, but often the repair is naturally inaccurate, or can be artificially induced to 
be inaccurate, resul ting in specific inactivation of the target gene. 

Zinc finger nucleases are engineered to have separate DNA-binding and 
DNA-cleaving domains and are produced as fusion proteins by ligating different 
protein-coding DNA sequences. The DNA-cleaving domain comes from Fakl, 
one of the few restriction nucleases that have separate DNA-binding and DNA
cleaving domains (in most restriction enzymes, a single domain is used for DNA 
binding and cleavage). The DNA-binding domain of a zinc finger nuclease is 

a chromosomal translocation, gene 
targeting is used to insert loxP sites (and 
accompanying marker genes not shown) 
at predetermined pOSitions on the two 
chromosomes (chromosomes 12 and 1 S 
in this example). Subsequent exposure of 
these chromosomes to ere recom binase 
results in chromosome breakage at the 
10xP sites and re-joining to produce the 
desired translocation chromosome. 
(B)Targeted insertion of 10xP sites permits 
intrachromosomal deletion (left) or an 
inversion (right) by intrachromosomal 
recombination. To generate a deletion, the 
flanking loxP sites need to be in the same 
orientation. To generate an inversion, the 
loxP sites must be in opposite orientations. 
Becau se rwo intact loxP sites remain, in this 
case there is the possibi lity of a secondary 
recombina tion between the 10xP sequences 
causing the inverted segment to flip back 
again; to minimize this possibility, two 
different 10xP sequences can be used 
(see the text). 

http:Flgur.10.12
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assembled by fusing coding sequences for different types of zinc finger to pro
duce a particular combination of zinc fingers with the desired DNA-binding 
sequence specificity [Figure 20.13A). 

Like restriction nucleases, zinc finger nuc1eases work as dimers. To make a 
double-strand DNA break, the two monomers bind to and cut complementary 
DNA strands. Standard restriction nucleases typically work as homodimers (with 
the result that both monomers recognize the same DNA sequence and the recog
nition sequence is palindromic). However, zinc finger nucleases are deliberately 
designed to work as heterodimers, and each monomer is designed to recognize 
different DNA sequences that are located within a very short distance from each 
other in the target gene (Figure 20.13B). A zinc finger nuclease heterodimer com
posed of monomers each with four zinc fingers (as shown in Figure 20.13) effec
tively binds a 24 (12 + 12) nucleotide recognition sequence that can be expected 
to occur just once in a genOlne. 

The induced double-strand break can be repaired by different natural cellular 
dsDNA repair pathways (as described in Box 13.3). One such pathway, the non
homologous end joining (NHEJ) pathway, is naturally prone to error: because the 
broken ends are simply joined together, the joining process is frequently acco m
panied by a loss or gain of nucleotides (Figure 20.13C). For the vast majority of 
locations in the DNA sequence there would be no serious consequences, but 
when the double-strand break is designed to occur in a coding sequence, the 
result is often gene inactivation. Successful gene targeting with zinc finger nucle
ases was first conducted in zebrafish in 2008 and in rats in 2009. In both cases 
mRNAs encoding zinc finger nucleases were injected into one-cell embryos, and 
target genes were inactivated after inaccurate repair by the NHEJ DNA repair 
pathway. 
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Figure 20".1 3 Targeted gene inactivation 
using genetically engineered zinc finger 
nudeases, (A) Zinc finger nucleases (ZFNs) 
contain a series of zinc fingers joined by an 
amino acid linker to a DNA-cleaving domain. 
Individual zinc fingers bind to specific triplet 
sequences in DNA, and combinations 
of different zinc finger modules can be 
assembled in a defined order to bind to 
specific DNA sequences of interest, (8) A 
double-strand break is introduced into 
functionally important sequence in a specific 
gene with a pa ir of different ZFNs. ln this 
example the ZFNs each have four zinc fingers 
and are designed to spedfically recognize 
neighboring 12 bp sequences at the target 
site. The effective recognition sequence 
is 12 + 12 =24 nucleotides and so should 
occur just once in the genome. The targeting 
event is designed so that the DN A-cleaving 
domains of the two different ZFNs can 
come into contact and dimerize, activating 
cleavage of both DNA strands. The resulting 
double-strand break (DSS) activates cellular 
DNA repair pathways. The cleavage domains 
of the two ZFNs can be designed to be 
asymmetrical so that heterodimers form but 
not homodimers. «( ) In the nonhomologous 
end joining (NHEJ) DNA repair pathway, the 
repair is naturally ohen an imperfec t one, 
with nucleotides being deleted or inserted 
that may cause gene inactivation. (D) In the 
homologous recombination (HA) pathway, 
the 5' ends of the DSB are first uimmed back 
(re.section), allowing strand invasion by donor 
DNA strands. A plasmid with homologous 
sequence (bold lines) that is designed to 
have an inactivating mutation (red asterisk) 
may be used as the donor DNA, acting as a 

repaired. but with insertion template for synthesizing new DNA from a 

5' 
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portion of the homologous sequence (thick 
blue lines) to replace the previously existing 
sequence. As a result, the selected mutatiOn 

repaired sequence with is copied into the gene sequence, causing 
inactivating mutation gene inactivation. 
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The alternative major pathway for repairing double-strand DNA breaks, the 
homologous recombination (ER) pathway, offers a general and more powerful 
way of artificially inducing faulty DNA repair. In this ceUular pathway the broken 
DNA ends are trimmed back and new DNA, copied from a donor DNA strand 
with the homologous sequence, is inserted (Figure 20.13D). To induce an inacti
vating mutation, a plasmid can be provided that contains a portion of the target 
gene sequence spanning the location of the double-strand break but altered to 
include a specific inactivating mutation. The HR pathway would use the plasmid 
as a donor template DNA to direct repair and in so doing would be able to copy 
the inactivating mutation into the repaired sequence (see Figure 20.13D). This 
approach allows exquisite control over the mutagenesis procedure, unlike the 
random inactivation of the NHEJ pathway. 

Targeted gene knockdown at the RNA level involves cleaving the 
gene transcripts or inhibiting their translation 

Gene targeting has resulted in numerous informative gene knockouts, but the 
procedure is labo rious and time-consuming. Alternative ways of inactivating 
genes in vivo have therefore been tried. 

Quick and comparatively easy methods enable a gene's function to be selec
tively inhibited at the RNA level. The downside is that such methods rarely pro
duce the complete abolition of gene function that is possible with gene targeting 
at the DNA level. Instead, the net effect is usually a major decrease in gene expres
sion and is described as a gene knockdown, to distinguish it from a gene knock
out. To knock down a gene, cellular RNA interference pathways (see Box 9.6) are 
exploited to selectively degrade transcripts from a gene, or an exogenous oligo
nucleotide or RNA base-pairs with transcripts from the target gene, inhibiting its 
expression. 

In vivo gene knockdown by RNA interference 

RNA interference (RNAi) is a very rapid, straightforward method that is used 
extensively to block expression of specific target genes in cultured cells from a 
variety of different animal species (see Chapter 12, p. 390). By cleaving tran
scripts, RNAi can cause a severe decrease in the expression of a target gene, but 
not normally the complete abolition of gene expression that is expected in gene 
knockouts. Despite this restriction, highly efficient in vivo RNAi knockdowns 
have produced a variety of informative loss-of-function phenotypes. 

Tn vivo RNAi has been performed on a large scale in D. meianogaster and 
Caenorhahditis elegans. However, RNAi using dsRNA is often problematic in ver
tebrates. In zebra fish, dsRNA often triggers nonspecific interference and is often 
toxic to embryos. This has prompted the use of alternative systems for knocking 
down gene expression, as described in the next section. 

In mammals, long dsRNA elicits a nonspecific antiviral pathway that causes a 
general inhibition of translation and subsequently programmed cell death (see 
Chapter 12, p. 391). Instead, specific small RNAs are used in RNA interference 
studies in mammals. Although small interfering RNA (siRNA) is often suitable for 
temporary gene knockdown in cultured ceUs, it is not suited to the maintenance 
of a sustained gene-silenCing and germ-line transmission of RNA interference. 
Instead, transgene constructs designed to encode a specific shRNA (short hairpin 
RNA; see Figure 12.4) are injected into one-cell embryos; the shRNA can be natu
rally processed within cells of the transgenic animal to give siRNAs that activate 
endonuclease complexes to cleave transcripts from the target gene. 

RNAi knockdown can result in developmental phenotypes in rodents, and 
successful RNAi-mecliated gene knockdowns have also recentiy been performed 
in monkeys with the aim of testing the efficacy and safety of RNAi therapeutics. 
This area is covered in Chapter 2l. 

Gene knockdown with morpholino antisense oligonucleotides 
Antisense technolOgy seeks to inhibit the expression of a predetermined target 
gene by providing oligonucleotide or polynucleotide reagents that base-pair with 
the transcripts of the target gene. The most efficient approach is to make highly 
stable and robust types of oligonucleotides that are completely resistant to 
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figura 20.14 Structure of phosphorodiamidate morpho Ii no 
oligonucleotides. (A) Structure of morpholine. (B) Repeating struCture of 
morpholino oligonucleotides. like conventi onal nucleotides (see Figure 1.5), the 
individual mononucleotide repeat units have a carbon-based ring to which is 
attached one of the four bases, and the repeat units are joined by phosphorus
containing bonds. However, the ribose or deoxyribose sugar is replaced by a ring 
that has an additional nitrogen atom (blue shading), and successive morpholine 
units are connected by phosphorodiamidate linkages (high lighted) instead of 
phosphodiester bonds. For more information on morphoiJno synthesis, see the 
Gene Tools website at http://www.gene-tools.com/. 

nuclease attack, enabling them to remain intact and function much longer than 
standard oligonucleotides or polynucleotides. 

Phosphorodiamidate morpholino oligonucleotides (often called morpholinos) 
are synthetic polymers of modified nucleotides in which bases are attached to 
morpholine rings instead of to a ribose or deoxyribose sugar. The morpholines 
of adjacent nucleotides are connected by non-ionic phosphorodiamidate link
ages instead of the usual phosphodiester bonds (Figure 20,14; compare with 
Figure 1.5). 

Morpholinos are very stable and are not degraded in cells. They are usually 
designed to have a sequence of about 25 nucleotides and hybridize to their tar
gets under conditions that would prevent the equ ivalent normal oligonucleotides 
from binding. They may be directed to bind to a 5' untranslated region (VTR) 
sequence close to the translation start site, so that they inhibit translation. 
Alternatively, they are designed to bind and blockade a splice site in the precursor 
RNA, causing alternative splicing. 

Morpholinos are widely used to make gene knockdowns to investigate gene 
function in vertebrate embryos. Like other oligonucleotides, morpholinos do not 
easily cross membranes, so that delivery is not straightfOIward. Microinjection 
into embryos from a wide variety of species has been possible, but most work has 
been done in zebrafish embryos, which have the advantage of being transparent. 
One disadvantage is that morpholinos may have only a transient effect when 
introduced into the single- cell zygote and are diluted out after cell division and 
growth. 

20.4 RANDOM MUTAGENESIS AND LARGE-SCALE 
ANIMAL MUTAGENESIS SCREENS 
Gene targeting can allow precise mutations to be engineered into known genes in 
animals, but it can be laborious to conduct gene targeting on a large scale. 
Genomewide mutagenesis screens often involve rapid methods in which genes 
are mutated essentially at random. That is, some method is employed that allows 
significantly increased mutation (above background levels) to occur within the 
genome. 

Random mutagenesis is not driven by genes-no attempt is made to direct 
the mutation to specific genes, and it is not possible to predict which genes will 
be affected. However, thousands of mutants can quickly be produced with a 
range of interesting phenotypes that can then be analyzed, and so random muta
genesis screens can be viewed as being phenotype-driven. 

To correlate phenotypes with genotypes, it is desirable to identify the underly
ing mutations. Ionizing radiation or certain chemicals are very effective muta
gens, but there is no easy way to identify underlying mutations that they induce. 
AB an alternative, mutagenesis methods have been developed whereby known 
DNA sequences are allowed to integrate randomly into an.imal genomes. Such 
insertional mutagenesis involves the inactivation of an endogenous gene 
through the integration of either defective reporter transgenes (gene trapping) or 
certain transposons. Because the affected endogenous genes are tagged by a 
known sequence, they can be quickly identified by peR. 

Extensive mutagenesis screens have been performed in D. melanogaster, in 
C. elegam, and in zebrafish. As a major step toward understanding human genes 
and modeling disease, international consortia have very recently been using a 
combination of mutagenesis approaches to produce mutant phenotypes for all 
of the 20,000 or so mouse genes. 
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Random mutagenesis screens often use chemicals that mutate 
bases by adding ethyl groups 
Traditionally, random mutagenesis screens have used ionizing radiation (e.g. 
X-rays) or chemical mutagens. [n the latter case, ethylnitrosourea (ENU) and 
ethyl methanesulfonate (EMS) have been popular because of their extremely 
high efficiency. They act as alkylating agents, transferring their ethyl group 
(Figure 20,15) to bases in the DNA, causing base changes. ENU predominantly 
m odifies A-T base pairs to form N-3-ethyladenine and 0-4-ethylthymine, respec
tively, and EMS preferentially modifies guanine to form 0-6-ethylguanine. For 
those mutations that by chance alter the coding sequence, the most common 
class consists of missense mutations that can result in loss of function or gain of 
function. 

EMS has been a favorite mutagen in screens of D. melanogasterand C. elegans. 
Some screens have been confined to specific chromosome regions (by using 
strains with deletions or chromosome inversions in the crosses); others have 
been genomewide. Most of the screens have been phenotype-driven: investiga
tors set out to identify a particular class of mutants that had some common phe
notype of interest, such as wing abnormalities. 

The first genomewide mutagenesis screens in any vertebrate were reported in 
1996 when groups from Tubingen and Boston, MA, reported ENU muragenesis of 
male zebrafish. Mutation in spermatogonial stem cells led to the identification of 
thousands of developmental phenotypes in the descendants of the mutagenized 
fish. More recently, la rge-scale mutagenesis programs have been developed for 
the African clawed frog, Xenopus l{tevis.ln similar programs for mice, exposure to 
ENU can induce a mutation in anyo ne gene in roughly 1 in 1000 sperm cells (see 
also below). 

Identifying individual ENU-induced mutations can be laborious. One PCR
based approach called T[LLING (targeting induced local lesions in genomes) has 
been popularly used to screen sets of genes for mutations. It is based on enzy
matic cleavage of wild- type-mutant heteroduplexes with the plant enzyme CEL
l. Future mutation screening may be perfo rmed by massively parallel DNA 
sequencing (Chapter 8, p. 220). 

Insertional mutagenesis can be performed in ES cells by using 
expression-defective transgenes as gene traps 
Random insertional mutagenesis by a known DNA sequence has the advantage 
that the insert leaves a sequence tag, so mutated genes are compa ratively easy to 
identify by PCR. One such method, which has been widely used in mice, is the 
gene trap approach and involves insertional mutagenesis of ES ceUs. 

[n gene trapping, the transgene is deliberately designed to lack some element 
needed for expression . The idea is that after it has randomly integrated into an 
endogenous gene, the defective reporter gene can be activated by gaining access 
to a complementary expression signal from the endogenous gene. For example, 
the reporter gene is often designed to lack a functional promoter but, after it inte
grates within a 5' intton of an endogenous gene, the endogenous promoter may 
drive the expression of a fusion transcript containing the reporter coding 
sequence (figure 2.0.1B). 

The principle of gene ttapping is much the same as that of gene knock-ins, 
but it is applied randomly in the genome of ES cells rather than being targeted to 
one gene. An endogenous gene is inactivated because the insert effectjvely blocks 
its expression, and expression ofthe reporter gene allows the identification ofES 
cells in which a gene has been trapped in tms way. Although insertion into a 5' 
jntron often causes gene inactivation, the outcome may not be complete gene 
inactivation. Instead, a leaky nlutation may sometimes result, in which tran
scripts ofthe endogenous gene continue to be produced at low levels in addition 
to the fusion transcript. 

Transposons cause random insertional gene Inactivation by 
jumping within a genome 
Transposons are mobile elements: they can move around to different pOSitions 
within the genome of a single cell (see Chapter 9, p. 289). As they move to new 
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Figur. 20.15 Structures of N-ethyl
N-n itrosourea (ENU) and ethyl 
methanesulfonate (EMS). These chemical 
mutagens act as alkylaring agents, causing 
point mutations by transferring their ethyl 
groups (shaded) to bases in DNA. 
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locations, they sometimes integrate into genes and can inactivate them. 
Retrotransposons encode a reverse transcriptase and they move via an RNA 
intermediate. DNA transposons move as DNA and encode a DNA transposase 
that binds to short inverted terminal repeats (see Figure 9.20). 

DNA transposons have been widely used in germ-line mutagenesis in D. mel
anogasterand C. elegans. The 2907 bp P element of D. melal10gasteris a celebrated 
example that has revolutionized the study of gene function in the fruit fly. It 
moves by a cut-and-paste mechanism: each element needs to be excised from 
the DNA before moving to a new location (as opposed to the copy-and-paste 
mechanisms used by retrotransposons; see Figure 10.9). Germ-line mutations 
caused by transposon mutagenesis are molecularly tagged, greatly facilitating 
their identification. 

Until very recently, transposons were not available to mutagertize vertebrate 
genomes in a meaningful way. Transposable elements had been isolated from 
several vertebrate species, but nearly all of the elements were found to be inac
tive or had low frequencies of transposition. Transposons with broad host ranges 
were sought for use as effective mutagens in a wide range of vertebrate 
genomes. 

Two recently developed transposon systems that offer high-frequency trans
position in vertebrate genomes are described below. In addition to applications 
involving germ-line mutagenesis, vertebrate transposon systems can be used in 
the mutagenesis of somatic cells for cancer gene discovery and in modeling 
somatic cancers. They can also be used in standard transgenesis via pronuclear 
microinjection, offering both high efficiency and single-copy transgenes. 

Insertional mutagenesis with the Sleeping Beauty transposon 
A defective transposon in salmonid fish, presumed to have been inactive for mil
lions of years, was resuscitated by molecular engineering and named Sleeping 
Beauty (Figure 20.17). It can transpose in cells of a wide variety of vertebrate spe
cies, but it is popularly used to produce genetically modified mice by inserting 
transgenes into the mouse genome, causing insertional inactivation of genes. 
Because its sequence is rather different from the endogenous mouse transposons, 
it is readily identifiable. 

Although Sleeping Beauty shows no integration preference with respect to 
gene structure. it tends to reintegrate into s ites located within a short distance 
(often less than 3 Mb) from the locus it transposes from. This phenomenon, 
called local hopping, is a feature of many transposons (the D. melanogaster PI 
transposon usually reintegrates within 100 kb of its donor site). The local hop
ping tendency can be exploited by designing mod ified Sleeping Beauty trans
posons to permit region-specific mutagenesis and chromosome engineering 
(see the review by Carlson & Largaespada in Further Reading). 

Fi!luJ'e 20 .16 Gene trapping. In thiS 
example, the gene trap construct lacks 
a promoter and consists of a splice 
acceptor sequence (SA), a hybrid gene 
{3geo containing a lad cDNA encoding 
~·galactosidase fused to a neo cDNA 
specifying neomycin phosphotransferase, 
and a polyadenylation signal (pA) . Random 
integration into a gene that was expressed in 
ES cells can result in insertional inactivation 
of that gene because of failure to make the 
normal transcripts. Instead, fusion transcripts 
are produced containing 5' exons of the 
endogenous gene (here El and E2l fused to 
the ~geo coding sequence. Identi fication 
of ES cells containing an insenionally 
inactivated gene is possible by screening ES 
cells for resistance to the neomycin analog 
G418 and for ~-galactosida se expression. 
The mutated genes can be identified by PCR 
assays such as 5' RACE. 
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piggyBac-mediated transposition 
Many DNA transposons, including the P element of D. mefa.rlOgaster, are nonfunc
tional outside their natural hosts- presumably they need some host cell factor to 
transpose. Others, however, have a broad host range. piggyBac (PB) is a DNA 
transposon originally derived from the cabbage looper moth, but PB element-like 
sequences have been found in diverse genomes from fungi to mammals. PB 
transposition is not so dependent on host cell factors, and PB transposes effi
ciently in human and mouse cell lines and also in mouse germ-line cells. 

PB transposons insert into the tetra nucleotide TTAA and regenerate the 
sequence on excision. Like Sleeping Beauty, piggyBac displays preferential inte
gration into actively transcribed loci but has a higher transposition efficiency; 
there is no evidence for local hopping but a bias toward reintegration within 
intragenic regions. 

The International Mouse Knockout Consortium seeks to knock out 
all mouse genes 

Vertebrate gene knockouts have largely been performed in the mouse. Until very 
recently, knockout mice were made on a small scale in many different laborato
ries, mostly by gene targeting. There was a lack of coordination between the labo
ratories, and access to knockout mice was not straightforward. 

After the human and mouse genomes had been (mostly) sequenced, serious 
preparations began toward developing publicly funded systematic and compre
hensive approaches to making mouse knockouts. The International Mouse 
Knockout Consortium (http://www.knockoutmouse.org) was officially estab
lished in 2007. With the use of a combination ofES-cell-based gene-trapping and 
gene-targeting approaches, the consortium seeks to mutate all the mouse 
protein-coding genes and make knockouts widely available to the scientific 
community. 

Although much progress has been made, there are perceived deficiencies of 
the 129 mouse strain that has been widely used as a source ofES cells for making 
gene knockouts. Knockout mice kept on a pure 129 background do not breed well 
and show abnormal anatomy, behavior, and immunology (BoxZO_l ). To increase 
fert ility and facilitate phenotype analysis, knockout mouse lines are usually 
backcrossed with the more robust C57BLl6 strain. The resulting mice are there
fore a mixture of the 129 and C57BLl6 strains, and lengthy times are required for 
repe ated backcrossing with C57BLl6 to reduce the 129 contribution to a small 
region surrounding the mutant locus. 

flgu,e 20.17 The Sleeping Beauty 
transposon system. The two key elements 
are the Sleeping Beauty transposase and 
its transposon subs trate.The transposase 
recognizes inverted repeat or direct repeat 
elements that flank the DNA that will be 
transposed, and then excises the transposon 
from its original location (arrow 1), leaving 
behind a canonical three-base footprint, 
C(AfT )G. The excised transposon can 
subsequently re-insert (arrow 2) at a new 
location that can be anywhere that a TA 
dinucleotide is present This TA is duplicated 
on re-insertion. IAdapted from Carlson eM & 
largaespada DA (2005) Nat. Rev. Genet. 
6, 568-580. With permiSSion from Macmillan 
Publishers ltd .] 

http:http://www.knockoutmouse.org
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BOX 20.1 MOUSE GENETIC BACKGROUNOS AND MODIFIER GENES 

The genetic background of a mouse descri bes the genetIc A useful example of the importance of genetic background 
constitution (all alleles at all loci) except for the mutated gene of is the Min (multiple intestinal neoplasia) mouse that was generated 
interest and a very small amount of other genetiC materIal (generally by ENU mutagenesis and results from mutations in the mouse 
from one or two other mouse strains), The genetic background is Ape gene. Mutations in the orthologous human gene, APC, cause 

important because it can influence the phenotype of a mutant allele in adenomatous polyposis coli and related colon cancers (OMIM 175100) 

different ways. and the Min mouse has been regarded as a good model for such 

Generally, a mutant allele of interest is maintained on one to a disorders. 

small number of backgrounds that are considered advantageous The genetic background, however, drastically modiAes the 

(e.g. they d isplay strong phenotypes, and breed well). Thus, whereas phenotype of the Min mouse. For example, the number of colonic 

ES cells used to make ch imeras are traditionally of the 129 strain, polyps in mice carrying the ApcM'n mutation is striking ly dependent 

knockout mice are not usually kept on a pure 129 background on the strain of mouse. Thus. B6 mice heterozygous for the ApcMin 

because they do not breed well, and they show abnormalities in their mutation are very susceptible to developing intestinal polyps, but 
anatomy, immunology, and behavior. Consequently, knockout lines are offspring of these mice mated with AKR/J, MA/MyJ, or CAST strains 
backcrossed, often with the robust C57BU6 strain to increase fertility are significantly less susceptible. The latter three strains have strain
and assist phenotype ana lysis. unique ApcMm modifier loci, named Mom 1 (modifier of Minl). Similar 

When identical mutations are placed on different genetic phenotypiC variability is found in human adenomatous polyposis coli 
backgrounds, large differences may be seen in the mutant phenotype. families, in w hich different members of the same family may have 
At the core of the differences between the different genetic strikingly different tumor phenotypes although they possess identical 
backgrounds are a small number of modjfier genes that somehow mutations in the APC gene. 
interact with the mutant allele. 

C57BLl6 ES cells are generally less efficient than 129 ES cells in colonizing 
developing embryos and so usually give rise to low·level chimeras, but once they 
have done this there is no problem in achieving germ-line transmission. Recently. 
a C57BLl6-derived strain of mouse ES cells known as JMB has been shown to be 
highly competent for germ· line transmission and has been genetically modified 
to show a dominant pale (agouti) coat color like the 129 strain. Because of these 
advantages. the JMB strain is likely to be used widely in large· scale mouse 
knockouts. 

Although the next few years will see a massive increase in the number of pub· 
licly available mouse knockouts. much work will be required to move from knock
outs in ES cells to the time· consuming development and phenotyping of the 
reSUlting knockout mice. For the large mutagenesis screens. the challenge of ana
lyzing the many facets of the phenotype-collectively called the phenome-is 
being addressed. and various phenotyping standardization protocols have been 
developed and are being applied. 

20.5 USING GENETICALLY MODIFIED ANIMALSTO 
MODEL DISEASE AND DISSECT GENE FUNCTION 
Genetic manipulation of animals has revolutionized our ability to understand 
how genes work in animal cells and has provided a huge and rapidly increasing 
number of disease models. 

Genetically modified animals have furthered our knowledge of 
gene function 

Powerful site-specific mutagenesis methods can be used with great precision and 
specificity to remove or swap functional modules in gene products or to change 
predetermined nucleotides and amino acids. There has been a long and success
ful tradition of using gene targeting to make mouse knockouts of mammalian 
protein·coding genes. More recently, various miRNA gene knockouts have also 
produced interesting and informative phenotypes. However, it is important to 
realize that, for some genes. knockouts do not always produce immediately dis· 
cernible phenotypes. Gene duplication is common in vertebrate genomes and 
can lead to genetic redundancy, whereby closely related homo logs perform the 
same type of function . Knocking out a single such gene may therefore yield a 
phenotype that appears normal. 

]mprovements in technology now allow us to make transgenic animals with 
very large transgenes. Yeast artificial chromosomes containing about 1 Mb of 
human DNA have been inserted into the mouse germ line by pronuclear injec
tion. Such YAC transgenics have been useful in many ways. For example, 
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regulatory elements controlling large genes can be investigated by manipulating 
the full-size gene and flanking regions. Further insights can be gained by overex
pressing or ectopically expressing YAC transgenes. More recently, transgenic 
mice have been constructed with hwnan artificial chromosomes. ]n one case, as 
described in Chapter 21, mice have been engineered to make human antibodies 
by the deletion of endogenous immunoglobulin loci and then insertion of a 
human artificial chromosome containing the full -length human IgH and IgKloci. 
In another extraordinary example, a mouse was constructed with almost a full
length hwnan chromosome 21 to model Down syndrome. 

Accompanying these advances have been striking technological improve
ments in studying how genes are expressed and in imaging biological processes. 
Genomewide expression analyses-at both the transcript and protein levels-are 
now widely available. In addition, multiple f1uorophore labeling systems and 
powerful imaging methods are allowing new windows on how genes work in 
developing embryos and animals. Figure20.18 shows some extraordinary images 
in which adjacent neurons are distinguished in mice by using the delightfully 
named Brainbow transgenes (a fusion of brain and rainbow). 

Inevitably, mu ch of our knowledge on how genes work in human cells comes 
from studies of the genes in vertebrate models, notably the mouse. It is important 
to realize, however, that simple invertebrate animals that are particularly amena
ble to genetic analyses- such as the fruit fly D. melanogasterand the roundworm 
C. elegans-are more closely evolutionarily related to us than they seem. The 
majority of D. melanogastergenes and C. elegans genes have directly distinguish
able human gene counterparts. Because of strong conservation of many devel 
opmental and cellular pathways studies of how genes work in flie s and worms 
can provide crucially important information on how their human and vertebrate 
orthologs work. 

Creating animal models of human disease 
Various animals have also been genetically manipulated to model the major dis
ease classes, including genetic disease, autoimmune disease, sporadic cancer, 
and disease due to infectious agents. Mouse disease models have predominated, 
but other vertebrates have also played a part. Invertebrate models have often 
been useful in illuminating the cellular or molecular basis of disease. 

In genetic disease, many diffetent models have been produced for single· gene 
disorders, and a few for chromosomal and multifactorial disorders. Various can· 
cer models have also been made, but with varying degrees of success in recapitu· 
lating the human disease. The variable success in making models that accurately 
resemble the intended human disease reflects significant differences between 
humans and the animals used to model disease. 

Loss-of-function mutations are modeled by selectively 
inactivating the orthologous mouse gene 
Many single-gene disorders, including essentially all recessively inherited disor
ders and many dominantly inherited disorders, are thought to result from a loss 
of gene function. The usual approach to modeling disorders of this type is to use 

IAI 
XFP combinations 

Figur. 20,18 Visualizing synaptic 
circuits in mice with the use of Brainbow 
transgenes to label neurons with multiple 
distinct colors. In Brainbow transgenes, 
Cre-loxP recombination is used to create 
a stochastic choice of expression between 
three or more fluorescent proteins (X FPs). 
Integration of tandem Brainbow copies jn 
transgenic mjce yielded combinatorial XFP 
expression, and thus many colors, thereby 
providing a way of distinguishing adjacent 
neurons and visualizing other cellular 
interactions. (A) With a 8roinbow transgene 
expressing three XFPs, independent 
recombination of three transgene copies 
can, in principle, generate 10 distinct 
color combinations. (B) Oculomotor 
axons of a mouse line with a Brainbow 
transgene construct driven by regulatory 
elements from the Thy I gene, which permit 
transgenes to be strongly exp ressed in a 
variety of neurons. Boxes at the top right 
show sample region sfrom different axons. 
(C) Dentate gyrus from the same transgenic 
mouse line. Scale ba rs, 10 J,lm. [From livet 
J, Weissman l A, Kang H et at (200n Nature 
450,56--62. With permission from Macmillan 
Publishers ltd.) 

http:Figure20.18
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homologous recombination in mouse ES cells to engineer mutations in Lhe 
orthologous mouse gene and thereby produce mice that are deficient in Lhe gene 
product. As outlined in Chapter 12, the same approach has been used as a gen
eral method to investigate gene function, irrespective of whether the gene is 
known to be associated wiLh disease. 

For recessive disorders, Lhe level of gene product is substantially decreased 
and in some cases can be zero. For Lhose dominantly inherited disorders in which 
disease arises from haploinsufficiency, the presence of one functional allele often 
means Lhat at least 50% of Lhe gene product is made, However, extensive muta 
tional heterogeneity in some disorders may result in conSiderable variation in the 
amounts of normal gene product. For some genes, a gradation of phenotypes 
may be apparent at different dosage Lhresholds (see Figure 13.26). 

Depending on the extent ofLhe gene product deficiency to be modeled, differ
ent gene-targeting strategies can be used, Initially a heterozygous mouse is 
obtained, and Lhereafter brother-sister heterozygotes are mated in an attempt to 
identify homozygous mutants that mayor may not be viable, 

Null alleles 
To model a null allele, the mutation should result in complete inactivation of the 
targeted mouse gene, A general strategy for protein-coding genes is to introduce 
an early premature termination codon, as was described above. Sometimes mice 
with null alleles are not viable and so conditional expression systems such as 
Cre-ioxP alleles are needed so Lhat null mutations can be produced in just desired 
tissues or developmental stages. 

Humanized alleles 
Many single-gene disorders show considerable mutational heterogeneity, For 
disorders arising from a loss of function of a polypeptide-encoding gene, most 
chain-terminating mutations can be expected to be null alleles, but the effects of 
some splicing mutations and some other point mutations may be more difficult 
to predict. Disease alleles found at high frequen cy may warrant the effort need ed 
to engineer the pathogenic human mutation into the sequence of the mouse 
allele, thereby creating a humanized allele (Box 20,2 gives some examples). 

Leaky mutations and hypomorphs 
AlLhough gene targeting may have been intended to produce a null mutation, 
sometimes the result is a leaky mutation: Lhe mutant allele retains some gene 
expression, For example, alternative splicing can bypass Lhe inserted DNA seg
mentto produce a product with at least part of the coding sequence. As a result, 
the phenotype might be much milder than expected, Sometimes a cryptic 
splice site is activated within an integrated gene -targeting construct; an early 
attempt to make a mouse model of cystic fibrosis is an informative example (see 
Box 20,2), 

Sometimes it may be desirable to engineer leaky mutations deliberately, The 
gene-targeting constructs can offer alternative splice sites that can permit partial 
gene activity, resulting in a hypomorph, a phenotype that has partial wild-type 
activity, Site-specific recombination may be used to produce a variety ofdifferent 
alleles ranging from complete inactivation to mild effects on gene expression (for 
an example, see the paper by Kist et al. in Further Reading). 

As an alternative to gene targeting, mouse gene-trap databases may be 
screened to identify wheLher there is an ES cell strain wiLh a gene-trap insertional 
mutation in the gene of interest, Gene traps not infrequently result in leaky muta
tions: altered wild-type transcripts sometimes continue to be made, but at a 
much lower level, in addition to the expected fusion transcripts caused by the 
splicingof5' exons to Lhe gene-trap construct (see Figure 20,16), 

Gain-of-function mutations are conveniently modeled by 
expressing a mutant transgene 

For dominantly inherited gain-of-function mutations and also sporadic cancers 
caused by oncogenes, the presence-and the subsequent expression-of an 
introduced DNA sequence is itself sufficient to induce pathogenesis. To model 
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BOX 20.2 MODELING RECESSIVE DISORDERS IN MICE: THE EXAMPLE OF CYSTIC FIBROSIS 

Cystic fibrosis (CF; OMIM 219700) is a recessive disorder that i5 
particularly common in populations of Caucasian ancestry. It is caused 
by mutations in the CFTR (cystic fibrosis transmembrane regulator) 
gene, which has 27 exons, specifying a polypeptide of 1 480 amino 
acid residues. The 6.FS08 mutation, a trinucleotide deletion in exon 10, 
is very freq uent (about 70% of CF alleles). Other relatively common 
alleles result in the amino acid substitutions GS5 1 D and G4SOC. 

In the absence of a suitable animal model, the identification of 
CFTR as the CF locus prompted efforts to make a mouse knockout 
model. Different types of mutation were generated in the mouse eftr 

gene, and the resulting knockout mice were produced on various 
genetic backgrounds. Not unexpectedly, the different CF models 
showed very considerable differences in phenotype (Table 1). 

Initial anempt5 focused on mutating exon 10, either deleting 
it to cause a downstream shift in the translational read ing frame or 
introducing an insertional mutation. Three such models failed to show 
evidence of lung pathology (see Table 1). Two mutations seemed to be 
null alleles, resulting in an absence of (ftr from mutant homozygotes, 
and did result in severe intestinal phenotypes; the other model had 
some residual Citr mRNA because of a leaky mutation. 

Other investigato rs deleted an early exon (exon 1 or exon 2) 
to cause early premature termination. Again, there was no lung 
pathology. However, in the deleted exon 1 model, the severity of the 
intestinal disease was observed to vary significantly depending on the 
genetic background. This prompted t he originators of the first exon 
10 deletion model to make an inbred congenic strain by repeatedly 
backcrossing with C57BU6 until the contribution of the ES cell strain 
was limited to a small region including the efrr allele. The resulting 
mouse now developed the hoped-for lung pathology. 

Attempts to model human alleles with a single amino acid 
deletion or substitution produced milder phenotypes because the 
mutant protein had some residual functional activity. Two 
attempts to model the .1F50Smutation produced different 
phenotypes because of differences in the amount of expression of 
the engineered Cftr1lF508 allele. Other models have been produced for 
the missense mutations. A mouse with the G55 1 D mutation did have 
some intestinal disease but less than for the null mice, and a mouse 
with the G480C allele had a very mild phenotype. The milder models 
can nevertheless provide valuable information on how the 

Cftr gene functions. 

TABLE 1 SOME OF THE DIFFERENT GENE·TARGETING STRATEGIES USED TO MAKE MOUSE MODELS OF CYSTIC 
FIBROSIS 

Mutant allele rNatur. of 
mutationa 

mlUNC .1ExlO 

eftr mRNA 
(percentage 
of wild type) 

Genetic background 
(ES cell strain-
embryo strain) 

0 E14TG2a-C57BU6 

0 Inbred congenic 
CS7BU6 strainb 

Phenotype 

less than 5% survive to maturity; no lung pathology even In 
adulthood. but severe intestinal disease 

develops spontaneous and progressive lung disease at outset 

mlHGU Ins. ExlO 10 129- MF1 a leaky mutation by which some transcripts underwent exon 
skipping to produce some functional mRNA; the resulting mild 
phenotype included mi ld intestinal obstruction; about 95% of 
mice survive to maturity 

mlCAM I~ "Exl0 

m38AY "Ex2 

mlHSC .1Exl 

mlEUR <lf508 

mlCAM t.F508 

mlKTH <lF50B 

0 

0 

0 

100 

30 

very low 

mixed: 1 29-MF1 and 
129-C57BU6 

129-C57BU6 

129-CDl 

129-FBV 

129-C57BU6 	 about 35% of mice die by day 16 (compared with 80% for null 
mutants); higher survival is probably due to production of 
mutant eftr mRNA with some functional activity 

129- C57BU6 	 survivaJ rate only about 40% because virtually no Cftf mRNA of 
any kind is produced in intestine 

similar pathology to the m 7UNC on a mixed genetic background, 
except has additional pathology in the lacrimal91and of the eye 

similar pathology to the original m7UNC mouse 

severe phenotype with 30% survival but, after subsequent 
crossing with variety of different mouse strains, the survival rates 
and severi ty of phenotypes are seen to vary widely I 
disease mild (possibly because of high expression of the mutant 
protein that is known to have partial (1- channel function) 1 

"tt.Ex, deletion of exon; Ins., insertional mutation, For historical reasons, the 6th and 7th exons of the human CFTR and mouse Cftr genes are 

labeled as exons 6a and 6b, and so in this table exons 10 and 11 are in fact the 11th and 12th exons of the Cftr gene, respectively, 

bAs a resu lt of extensive backcrossing with C57BL/6 and selection for the original Cftr allele, only a very small region (including the eftr gene) 

orig inated from the El4TG2a ES cells, and the vast majority of the DNA is from the C57BU6 strain. 


such disorders, a cloned mutant gene should be available or, as required, be 
designed by in vitro mutagenesis. 

The mutant gene is conveniently inserted as a transgene by micro injection 
into fertilized oocytes. The introduced mutant gene need not integrate at a spe· 
cific location, and human mutant transgenes will suffice. Dominantly inherited 
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disorders resulting from unstable expansion of short tandem repeats provide 
some illustrative examples. In such cases the disease often stems from the pro
duction of a mutant protein or RNA, representing a gain of function. 

An illustrative example is provided by myotonic dystrophy, in which expan
sion of certain noncoding short tandem repeats containing CTG results in the 
production of a mutant RNA that interferes with the expression of other genes. 
Massive expansion of a CTG repeat in the 3' UTR of the DMPKgene or of a CCTG 
repeat in the first intron of the completely unrelated ZNF9 gene results in a 
mutant RNA that is retained in the nucleus. The mutant RNA causes defective 
splicing or aberrant transcriptional regulation of some unrelated genes, resulting 
in a multisystem disease. The hypothesis that a mutant RNA was involved was 
confirmed by producing mice that expressed human transgenes containing long 
CTG repeat arrays. Even when an expanded CTG array was placed in the context 
of a 3' UTR ofthe unrelated human skeletal actin gene, the production of an actin 
mRNA with a large poly(CUG) tract was enough to induce myotonic dystrophy. 

Huntington disease (OMIM 143100) is a prominent example of diseases 
caused by mutant proteins with abnormally long polyglutamine tracts. Repetition 
of the trinucleotide CAG in exo n 1 of the HDgene is associated with pathogenesis 
when the number of repeats exceeds 36 (see Figure 18.19). Expansion of the 
encoded polyglutamine tract results in aggregation of the mutant protein 
and proves to be toxic to some cells, notably many types of neuron. Very large 
CAG expansions are associated with more severe disease and early onset of 
symptoms. 

A variety ofdifferent animals have been genetically manipulated in an attempt 
to model this disorder and understand the function of the HD gene (Table 20.2). 
Initially. the significance of the CAG expansion was not well understood, and loss 
of function seemed a possibility. When gene targeting was used to inactivate the 
orthologous mouse gene, Hdh homozygous nulls lacking any huntingtin protein 
died at an early stage in embryonic development (emblyonic lethals) . and hetero
zygotes were normal. This suggested that Huntington disease could not be mod
eled by gene inactivation; instead, the disease was caused by one allele gaining 
some function after undergOing abnormal CAG expansion. 

To model gain of function in mice, both standard transgenics (with transgenes 
randomly integrated into the genome by pronuclear microinjection) and kno ck
ins were made. The first mouse model of Huntington disease showing a neuro
logical phenotype had a transgene that included exon 1 of a mutant HD gene 
under the control of a human HD promoter (FIgure 20.19). Subsequent trans
genic models were constructed that expressed gene fragments or full-length 
cDNAs with various expansion sizes for the CAG repeat. Various useful models 
were produced that exhibited brain atrophy and rapid onset of motor deficits. 

Mice with a doxycycline-inducible transgene containing a mutant exon 1 pro
vided a remarkable insight. After allowing symptoms to develop (with doxycy
cline added to the drinking water), the transgene was switched off by removing 

TABLE 20.2 ANIMAL MODELS FOR MODELING HUNTINGTON DISEASE PATHOGENESIS AND EXPLORING THE FUNCTION OF 
THEHDGENE 

Animal Models and application(s) 

Mouse (see also gene knockout to investigate effects of loss of huntingtin protein function; conventional transgenics that express 
Fig ure 20.19) mutant huntingtin to study pathogenesis; knock-ins to study pathogenesis when mutant mouse huntingtin is 

regulated by the endogenous promoter 

Rat conventional transgenics that express mutant huntingtin; transgenics in whic h viral vectors were used to deliver 
mutant transgenes to brain 

Rhesu s macaque transgenics with mutant HIT gene encoding expanded polyglutamine tract 

Drosophila melanogaster enhancer and suppressor screens to identify genes that modify polyglutami ne toxicity; phenotype rescue by 
in hibition of transcriptional repressor complexes 

Caenorhabditis e/egans RNA i screen to identify genes that modulate polyglutamine aggregation 

Saccharomyces cerevjsiae enhancer and supp ressor screens to identify genes that modify polyglutamine toxicity 
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the doxycycline inducer, whereupon huntingtin aggregates were readily cleared 
from the mouse brains and the motor symptoms were reversed. It was the first 
indication that treatment of Huntington disease patients in the early stages might 
be able to reverse the clinical symptoms. 

The rationale behind creating knock-in mice to model Huntington disease 
was to simulate the natural situation by placing an expanded CAG repeat within 
the natural context; that is, regulation by the endogenous Hdh promoter. The 
knock-in models, however, generally do not present with robust motor deficits or 
possess the brain atrophy and neuronal loss characteristic of the human 
disease. 

In another approach, YAC transgenics were constructed with the full-l ength 
human HD gene including promoter, exons, introns, and upstream and down
stream regulatory elements. Different strains were constructed to have different 
numbers of CAG repeats; one with 128 CAG repeats, the YACI28 strain, has 
become a widely used Huntington disease model (see Further Reading). 

Modeling chromosomal disorders is a challenge 
Existing mouse models for human chromosomal disorders are sparse, and chro
mosome engineering in mice is not a simple solution to providing badly needed 
models. Modeling chromosome microdeletions and microduplications is com
paratively easy because of the comparatively small sizes of the genomic regions 
involved. In the former case, chromosome engineering using Cre-ioxP recombi
nation has been used to create deletions of the equivalent gene regions in mice, 
and YAC transgenes can be used to overexpress genes represented in chromo
some micro duplications. However, numerical chromosomal abnormalities are 

Figure 20.19 Different approaches to 
the modeling of Huntington disease in 
mice with the use of mutant transgenes. 
(A) Mouse models of Humington disease 
have often relied on transgenes containing 
mutant human HO alleles. Typically, the HD 
transgenes have been inserted randomly 
into the mouse genome aher pronuclear 
microinjection. Early models used mutant 
HO exon 1 transgenes such as the widely 
used R6/2 strain, which has 150(AG 
repeats.The BiTetO mouse model has an 
integrated inducible transgene containing 
a mutant exon 1 with 94 (AG repeats and 
a lacZ reporter gene, both of which are 
regulated by minimal cytomegalovirus 
((MV) promoters. Other mouse strains 
were constructed with randomly integrated 
transgenes that had full-length mutant 
cDNAs or, in the case of the YA(128 model, 
a mutant full -length HO gene with all 67 
exons, introns, and regulatory sequences. 
(8) Alternatively, knock· in models such 
as Hdhl SO have been made in which a 
gene-targeting construct has included a 
mutant mouse Hdh transgene with flanking 
sequences that are homologous to the 
endogenous mouse Hdh gene. Homologous 
recombination in ES cells can then place 
the mutant transgene into the 5' end of the 
mouse Hdh gene so that it comes under the 
regulation of the endogenous Hdh pfomoter_ 
The more widely used transgenic models, 
such as R6/2 and YAC 128, have particularly 
large CAG expa nsions that are generally 
associated with more severe phenotypes. 
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difficult to model because of the limited conservation of human-mouse synteny 
(gene order; see Figure 10.16). Nevertheless, considerable effort has been devoted 
to making mouse models of trisomy 21 (Down syndrome). 

In trisomy 21, the pathogenesis results from the dosage sensitivi ty of a few 
genes on chromosome 21, for which the presence of three copies instead of two 
is sufficient to produce abnormal gene regulation. Because 21p is essentially 
made up of heterochromatin and ofrRNA genes that are also present in multiple 
copies on four other chromosomes, the problem lies with genes on 21g. Most of 
these genes have counterparts on mouse chromosome 16 (Figure 20.20A). 
However, mouse trisomy 16 does not resemble human trisomy 21; trisomy 16 
mice die in utero and are not useful models. Importantly, most genes on mouse 
chromosome 16 have orthologs on chromosomes other than human chromo· 
some 21. Genes in the distal 4.5 Mb of human 21q have orthologs on mouse 
chromosome 17 or 10. 

To obtain more accurate models, various mice with segmental trisomy 16 
have been produced. Earlier models relied on using random mutagenesis and 
retrieving mice with partial trisomy 16 arising through translocations. TheTs65Dn 
mouse has been a very widely used model of trisomy 21 because of its learning 
and behavior deficits. However, it is trisomic fo r less than 60% of the human 
chromosome 21 syntenic region on mouse chromosome 16. Additionally, ilis trio 
somic for a region of mouse chromosome 17. Recently, long· range chromosome 
engineering using Cre-loxP recombination has produced a promising model 
with a duplication of the entire 22.9 Mb region on mouse chromosome 16 that is 
syntenic with human chromosome 21 (see Figure 20.20). 

As a radical alternative to duplicating mouse chromosome segments, 
tcanschromosomic mice have been generated that carry a single almost com· 
plete human chromosome 21. To do this, chromosomes from human fibroblast 
cells were transferred into mouse ES cells by using microceU·medialed chromo· 
some tralls!er (see Chapter 16, p. 523, for a description of this technique). With 
the use of a marker gene, those ES cells that had picked up human chromosome 
21 were selected . Some of the resulting ES cells had a nearly complete human 
chromosome 21 and were used to make an aneuploid transchromosomic mouse 
line, Tcl, that had various characteristics of trisomy 21 <Figure 20.21) . Although 
the Tcl transchromosomic mouse model appeared promising, it has not been 
easy to work with. Random loss of the HsaZ l fragment during development 
means that analyses are complicated by the variable levels of mosaicism in differ· 
ent tissues. 

Modeling human cancers in mice is complex 

Certain mouse strains develop cancer spontaneously or after exposure to radia
tion, chemicals, pathogenic viruses, and so on. Such models have been useful, 
but they are limited because they develop only certain types and grades of tumors 

Figure 20.20 Segmental trisomy 16 mouse 
models of Down syndrome. (A) Genes 
on the long arm of human chromosome 
21 (Hsa21) mostly have counterparts on 
the distal part of mouse chromosome 16 
(MmuI6) (pale green boxes). Genes on the 
distal extremity of Hsa21 have orthologs on 
mouse chromosome 17 (Mmu17) (red 
boxes) or 10 (MmulO) (yellow boxes). 
(B) Extent of trisomy in segmental trisomy 
, 6 mouse models. The widely used T5650n 
mouse model is trisomic for a distal region 
of mouse chromosome 16 that spans about 
60% of the region showing conservation 
of synteny with Hsa21. However, it is also 
trisomic for a more than 5.8 Mb region on 
mouse chromosome 17. Complementary 
components of the trisomic region in Ts650n 
are represented in the Ts1 Cje (small proximal 
component) and Ms 1Ts65 (large distal 
component) models. The Dp(16)lYu model 
was generated very recently by long-range 
ch romosome engineering with Cre-loxP 
Site-specific recombination; it carries an 
accurate duplication of the fu1i22.9 Mb 
region on mouse chromosome 16 that 
shows conserved synteny with Hsa21. 
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Figure 20,11 Making the transchromosomic mouse line Tc1 to model Down syndrome. 
(Al Using gene targeting, a neomycin resistance gene (neo) was inserted into human chromosome 
21 (Hsa21) in a human cell line. Cells carrying a neo-tagged Hsa21 were arrested in metaphase and 

then centrifuged to isolate microcells carrying one or just a few chromosomes. The microce!is were 
fused to murine embryonic stem (ESl cells. After selection with G41 8 for uptake of the neo gene, 

ES cells were screened to identify the extent of Hsa21 present. Female mouse ES cell lines were 
injected into mouse blastocysts to generate female chimeric mice. The latter were bred to establish 

the Tel mouse stra in, which carries a freely segregating Hsa21. PEG, poly(ethylene glycol). 

(8) Fluorescence in situ hybridization (FISH) of metaphase ch romosomes from Tcl mouse 
splenocytes. Chromosomes are revealed by DAP1 sraining (blue), and chromosome painting was 

performed w ith probes speCific for human chromosome 21 (Hsa21) and mouse ch romosome X 

(MmuX). (Courtesy of Elizabeth Fisher and Victor Tybulewicz, University College London.) 

with incomplete penetrance and variable latency. Genetically engineered mouse 
models have proved to be more rewarding and are the most sophisticated animal 
models of cancer. 

There are two major strategies for engineering cancers in mice that depend 
on wh ether the cancer arises as a result of loss of gene functi on or whether it is 
caused by a gain-of· function or dominant-negative mutation. The former results 
from mutations that inactivate a tumor suppressor gene ; the latter involves inap
propriate activation of an oncogene or a dominant-negatjve mutation in a tumor 
suppressor gene. 

Gene knockouts to model loss of tumor suppressor function 
Tumor suppressor genes often have key roles in regulating cell division; when 
silenced by mutation there is an increased chance that cells will divide in an 
uncontrolled manner (see Chapter 17, p. 546) . To model cancers of this type, 
knockout mice are made by gene targeting. However, standard knockout mice 
often do not provide good models of the human cancer. Knocking out both 
alleles of a tumor suppressor in the germ line often results in embryonic lethality; 
inactivating a single allele may result in the wrong class of tumor or a lack of 
tumor susceptibili ty crable 20_3). Explanations for the disparity relate to some 
Significant differences between humans and lab oratory mice (Box 20.3). 

Despite the initial failure in modeling cancer by inactivating tumor suppres
sor genes, additional approaches have resulted in some reasonable models for 
various human cancers listed in Table 20.3. In some cases, success has been 
achieved by conditional knockout approaches using a site-specific recombina
tion system, notably the Cre-loxPsystem. The advantage is that the mutation can 
be confined to a specific tissue of interest and it is then possible to inactivate 
both alleles of a gene that is essential in early development. For example, condi
tional inactivation of both Nf2 alleles in Schwann cells has produced a mouse 
with schwannomas that more accurately represents human neurofibromatosis 
type 2. 

In other cases, a desired phenotype has been produced by addi(ionally knock
ing out a second gene that is important in tumorigenesis. When both the Rb gene 
and the Rbll gene (retinoblastoma-like 1 gene, encoding the p!07 protein) were 
knocked out and chimeric mice were generated, retinoblastomas were frequently 
found. Unlike in humans, the p!07 protein acts as a s trong suppressor of retino
blastoma protein in the pRb-deficienr mice. 
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TABLE 20.3 UNEXPECTED PHENOTYPES IN MICE FOLLOWING INACTIVATION OF ORTHOLOGS OF HUMAN TUMOR 
SUPPRESSOR GENES 

Mouse gene 

Apc(Min,L\716, 
MBO alleles) 

Breal 

Brea2 

Ink4a 

Nfl 

Nf2 

Rb 

Tp53 

Tumors in standard knockout mouse 

mu ltiple polyps in small intesti ne 

none 

none 

fibrosarcoma, lymphoma, squamous ce ll ca rcinoma 

pheochromocytoma, myeloid leukemia 

osteosarcoma, fibrosarcoma, lung adenocarci noma, 
hepatocellular carcinoma 

brain, p ituitary 

osteosarcoma, lympho ma, soft-ti ss ue sa rcoma 

Human tumors arising from loss of orthologous gene function 

polyps in colon progress ing to carcinoma 

breast. ovary 

breast, ova ry 

fam ilial me la no ma, sporadic pancreatic and b rain tumors 

benign neuronbroma, malignant fibrosarcoma 

schwannomas, meningomas, ependymomas, gliomas 

retin oblastoma, osteosarcoma 

breast carcinoma, brain, sa rcomas, leukemia 

5econd·generation models using cond itional inactivation o f the above tumor suppressor genes and/or inac tivation of additi ona l genes involved in 
tumorigenesis have generally produced good models; see the text and the reviews by Rangarajan & Weinberg (2003) and Frese &Tuveson (2007) 
under Further Reading. 

Sometimes both conditional knockouts and second gene knockouts bave 
been required. For example, breast cancer reS Ul ting from a loss of BRCA2 has 
been modeled by conditional inactivation of both the Brca2 and Tp53 genes in 
mammary· gland epithelium. Tbe tumor suppressor activities of Brca2 and p53 
seem to be synergistic in the development of breast cancer. 

BOX 20.3 THE DIFFICULTY IN REPLICATING HUMAN PHENOTYPES IN MICE 

Animal models are models-inevitably they are di fferent from us. We 
outline below some of the ways in whi ch humans differ from mice that 

can limit th e usefulness of mouse models. 
Differences in gene catalogs. Humans and mice share about 99% 

of genes. Often the differences refle<:t differential expansion of 

a large gene family in the two species (see Table 10.8) . However, 

there are some sign ificant differences in genes w ith a single or just 
a few copies in humans, and in some cases a human gene has no 

counterpart in rodents (having been deleted from rodent lineages 

during evolution) but yet is sufficiently important in humans to 
be a d isease locus. For exam ple, Leri-Weill dyschondreostosis 

(OMIM 127300), Langer mesomelic dysp lasia (OMIM 249700), and 
Kallman syndrome type I (OMIM 3087(0) are caused by mutations 

in the SHOX or KALgenes that do not have orthologs in roden ts. 
Differences in genetic background. Human popu lati ons are mostly 

outbred; laboratory mice are high ly inbred. When making mouse 

model s, the mutant phenotype can vary enormously, depending 
on the genetic background (see Box 20.1 J. 
Differences in gene regulation and gene expression. TI ssue-specific 

t ra nscripti onal regulation has d iverged very significantly between 
human and mouse. 50, even if the products of a pair o f human 

and mouse orthologs seem high ly conserved, modulation of 

regu latory sequences may cause them to be expressed in different 

ways and interact d ifferently with other gene prod ucts. 
Differences in biochemical and metabofic parhways. The metabolic 

rate of mice is about seven t imes that of humans and th ere are 

Significant human-mouse differences in various biochemical 
pathways, such as in drug metabolism. For example, important 

d ifferences in xenobiotic receptor and cytochrome P450 
expression leve ls, tissue distribut ion, enzymatic activ it ies, ligand 

affinities, substrate specifici t ies, and so on, can lead to markedly 
d ifferent responses to drugs in mice and humans. There are 

also important human- mouse differences in the expression of 

g lycosylating enzymes, w ith impli cations for protein distribut ion 

and function. 

Differences in cell physiology and developmental pathways. For 
example, melanocytes are found in the outermost layer of human 

skin, but in mice they are confined to hair fol liCles, making it 

difficult to model disorders such as melanoma by Simply exposing 
mice to excess ultraviolet (UV) irradiation. 

Differences in brain structure and capacity. The size and com plexity 
of the human brain far exceeds that of the mouse, and our unique 

cognitive capacities mean that aspects of brain fu nction and bra in 
disease can never be accurately modeled in rodents. 

Differences in sensitivity to infectious agents. Viruses t ypically gain 

access to ce lis by binding to specific cell surface receptors that 
can differ significantly between species, w hich is w hy human 

immunodeficiency virus (HIV) and rhinoviruses (responsible for 

th e common cold) do not infect mouse celts. 

Differences in longevity. Humans live about 30 times as long as 

mice. The pathogenesis of some human d isorders that manifest in 

middle to old age could involve tem poral components, making It 
d ifficult to replicate the phenotype in short·Jived mice. 

Differences in cell division. Humans are about 3000 times larger 

than mice, with a correspondingly larger number of cell s. In an 
average lifetime there are about 1016 human mitoses but about 

1011 mouse mitoses. but much the same incidences of developing 

cance r. Possibly, some d istin ct cancer·preventing mechanisms are 
intrinsic t o human cell s. 

Differences in telomeres and telomerase. Mouse telomeres are 
much longer t han human telomeres (about 40-60 kb versus 

about 10 kb). As celis divide, telomeres get progressively shorter, 

and telomere eros ion has been impli cated in cell senescence. 
Telomerase, the enzyme that maintains and extends telomeres, is 

functionally active in most mouse cells but is scarcely de tectable 

in many human adult somatic cell s. 
Although in some areas the biologies of humans and mice are simply 

too divergent to accurately recapitulate certain aspects of human 
disease, some human- mouse di fferences can be overcome to some 

extent by making humanized mice (see the text). 
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Transgenic mice to model oncogene activation 
To model cancers arising from activated oncogenes or dominant-negative tumor 
suppressors, transgenic mice and rats have often been generated by pronuclear 
micro injection of transgenes. However, such approaches typically use transgenes 
that have minimal promoters and that often lack important endogenous regula
tory elements. The transgenes integrate randomly, and position effects can result 
in variegation and incomplete penetrance. Transgenes also typically integrate as 
large concatemers, leading to overexpression. 

To overcome some of the above difficulties, the alternative of knock-in gene 
targeting in ES cells has also been used. Here transgenes are deliberately inserted 
into a desired locus such as the Rosa2610cus that is known to afford good expres
sion, or into the endogenous locus. Another preferred approach is to switch on 
oncogene activation at specific times using inducible systems such as those 
based on doxycycline or tamoxifen (see Figure 20.5). 

Modeling sporadic cancers 
In most human cancers, somatic mutations give rise to malignancies in an other
wise normal organ. However, many genetica.lly engineered animal cancer models 
have been produced by making germ-line mutations. In the early models, they 
would be distributed constitutively throughout the animal and could give rise to 
defects outside the expected tissue or organ, or to defects of general develop
ment. The advent of conditional and inducible models was a key advance in that 
somatic mutations could be induced in a tissue -specific and time-controlled way 
that is a more faithful representation of how sporadic tumors form. 

Other classes of cancer that can be modeled, in principle, using conditional 
approaches are those caused by chromosomal translocations, deletions, or inver
sions. Some common representatives of these mutation classes have been well 
studied and the chromosome breakpoints have been characterized. Although 
they could be modeled by chromosome engineering using the standard Cre-loxP 
system (see Figure 20.12). However, the recombination frequencies are so low 
(about lO-6) that the pool of cells in a mouse that would carry the desired chro
mosome modification would be too small to allow for spontaneous occurrence of 
the secondary genetic events needed for tumor progression. 

Humanized mice can overcome some of the species differences 
that make mice imperfect models 
As detailed in Box 20.3, mice differ from humans in many aspects. Although in 
some areas the biologies of humans and mice are simply too divergent to reca
pitulate certain aspects of human disease accurately, some human-mouse differ
ences can be overcome to some exten t by making humanized mice. For example, 
mice are resistant to infection by rhinoviruses that are a common cause of the 
common cold in humans-90% of human rhinovirus serotypes bind to the 
ICAM-l receptor, which is substantially dilferent from the mouse equivalent. 
Recently, mice have been engineered with a modified ICAM-] receptor that was 
more similar to tile human receptor, resulting in the first mice able to catch the 
common cold. 

Mouse melanocytes are confined to hair follicles, making it difficult to model 
melanoma. Mice have been engineered to overexpress a cell signal that causes 
the melanocytes to occur in the outer layers of the skin and so make them more 
accessible to exposure to excess UV irradiation. Differences between humans 
and mice in drug metabolism have also been addressed by replacing xenobiotic 
receptor or cytochrome P450 genes in mice by their human ot1hologs. 

The recent development of powerful recombination met110ds such as RMGR 
(recombinase-mediated genomic replacement) will make humanizing mi ce 
much easier. RMGR permits accurate replacement of 100 kb to 1 Mb regions of 
genomic DNA by equivalent human sequences. Very large genes and mul ti gene 
loci (such as T-cell receptor loci or HLA components) can be inserted in place of 
the murine equivalents, and human genes together with the large-scale genomic 
environment (containing distantly located regulatory sequences) can be inserted 
into mice to replace their ot1hologs- see the paper by Wallace er al. under the 
chromosome engineering section in Further Reading. 



671 USING GENETICALLY MODIFIED ANIMAlSTO MODEL DISEASE AND DISSECT GENE FUNCTION 

New developments in genetics are extending the range of disease 
models 

The range of animal disease models is increasing. Although invertebrates might 
seem very distantly related to us, a significant proportion of human disease genes 
have recognizable homologs in the fruit fly D. m.eianogaster and the roundworm 
C. elegansthat are particularly amenable to genetic experimentation (see Chapter 
10, p. 301). The biology of fly and worm homologs of many human disease genes 
is being studied in great detail, yielding many insights into how human disease 
genes function in health and in disease. D. melal10gaster has been particularly 
important in modeling neurodegenerative diseases, and C. elegans is a premier 
model for studying aging and has been important in studying age-related 
diseases. 

Vertebrates, and mammals in particular, offer the most accurate disease mod
els (see Box 10.3). For various reasons-such as comparatively low expense, rapid 
breeding, and high fecundity-rodents have been the most popular disease mod 
els. There is a long history of mouse breeding studies and mutant analyses, and it 
is comparatively simple to specifically inactivate a predetermined gene in mouse 
ES cells and then transfer it into the germ line. By contrast, targeted genome 
modification in other vertebrates has been difficult. 

As a result, genetically modified mice, often produced by specific gene activa
tion, account for the great majority of animal disease models. Genetic modifica
tion of other vertebrates to model disease has generally involved eithertransgen
esis or gene kno ckdowns but not targeted gene knockouts. Many transgenic rat 
disease models have been made and also the occasional transgenic nonhuman 
primate model, such as a rhesus macaque model of Huntington disease (see 
Table 20.2), and gene knockdown has been used in zebrafish to model human 
diseases (Table 20,4). However, extremely few vertebrate disease models have 
been artificially designed using specific gene inactivation. 

In the absence of suitable ES celis, some mammalian models of disease have 
been constructed by targeted gene inactivation in fibroblasts followed by the 
somatic cell nuclear transfer procedure outlined in Figure 20.4. A notable exam
ple is a pig model ofcystic fibrosis. Mouse models of cystic fibrosis have had lim
ited success in reproducing the human phenotype (see Box 20.2), and a pig model 
was justified on the grounds that the pig is anatomically and morphologically 
very similar to humans. Gene targeting using homologous recombination was 
used to inactivate the CFTRgene in fibroblasts of outbred domestic pigs, and the 
nucleus of a CFTR+1- fibroblast was transferred to an enucleated oocyte to gener
ate a CFTR+I- pig. CFTR-I- homozygotes were then bred from male and female 
heterozygotes produced in this way. 

Various recent technological developments can now be expected to greatly 
extend the species range of genetic models of disease. As described above, zinc 
finger nucleases offer the prospect of gene targeting without the requirement for 
homologous recombination in ES celis, and they have already been used success
fully in gene targeting to inactivate genes in zebrailsh and rats. Another 

-TABLE 20,4 EXAMPLES OF ZEBRAFISH DISEASE MODELS PRODUCED BY GENE KNOCKDOWN USING MORPHOLINO 
OLIGONUCLEOTIDES 

Disease OMIMnumber'l Disease locus Zebrafish phenotype 

Ba rfh syndrome 302060 TAZ dose-dependent letha lity, severe developmental and growth retClrdation, 
bradycardia, pericardial effusions, and gene ralized edema 

Joubert syndrome type 5 610188 (fP290 (NPHP6) defects in retinal, cerebellar, and otic cavity development 

Lenz microphthalmia 300166 BCOR developmental perturbations of the eye, skeleton, and centra l nervous system 

Nephrotic syndrome 610188 PLCEt malfunction of the kidney glomerular filter 

Spinal muscular atrophy 253300 SMN motor axon degeneration 

aOnline Mendel ian Inheritance in Man database at http://www.ncbi.nlm.nih.gov/s ites/entrez?db=omim. Data on zebrafish models extracted from 
Kari G, Rodeck U & Dicker AP {200l) Clin. Pharmacal. Ther.82, 70-80. 

http://www.ncbi.nlm.nih.gov/sites/entrez?db=omim.Data
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breakthrough has been in the extended provision of pluripotent stem cell lines to 
enable gene targeting in non · murine vertebrates. 

New promising ES cell lines have been developed from rat bl astocys ts, and 
stable rabbit ES cell lines have also recently been reported. An alternative and 
exciting new route has been to induce somatic cells to dedifferentiate so as to 
generate pluripotent stem cells that are operationally identical to ES cells. Such 
induced pluripotent stem (iPS) cells may serve as alternatives to ES cells for per
forming gene targeting. iPS cell lines have been reported from a variety of experi
mental animals including mice, rats, pigs, and rhesus monkeys. 

The difficulties in accurately replicating many human phenotypes in rodent 
models have prompted considerable interest in nonhuman primate models. 
Although transgenesis has been possible in some cases, such as the rhesus 
macaque model of Huntington disease described above, germ-line transmission 
of functi onal transgenes was not successful until 2009, when transgene transmis
sion was reported in marmosets. Together with the development of nonhuman 
primate iPS cells, these breakthroughs may lead to a significant increase in the 
use of nonhuman primate models. 

Human iPS cells have also recently been made and in Chapter 21 we will detail 
the technology for making human iPS cells, because of their therapeutic poten
tial and their exciting potential for providing human cellular models of di sease. 

CONCLUSION 
Animal models are vital for our exploration of how genes function in cells, in 
understanding human disease, and in testing novel drugs and therapies. The 
ability to modify the genome of model animals has greatly assis ted research 
efforts. 

The use and usefulness of animal models depends on various factors, includ
ing evolutionary relatedness to humans, ethical concerns, and practical advan
tages and limitations. Fly and worm models have been invaluable for under
standing gene fu nction and modeling disease at the cellular level. Beca use they 
are particularly amenable to genetic manipulation, mice and zebra fish are impor
tant vertebrate models. 

Genetic manipulation of animals normally involves introdu cing exogenous 
DNA into the germ line to create a transgenic animal. Pronuclear microinjection 
of exogenous DNA into fertilized zygotes is often used to study the effect of 
expressing an exogenous gene that may be normal or a mutant. An alternative is 
to modify endogenous genes, either by gene targeting (modifying a specific pre
determined gene) or by some kind ofrandom mutagenesis. Gene targeting often 
exploits the cellular process of homologous recombination to replace important 
sequences in an endogenous gene by a mutant version. 

Site-specific recombination gives control over where a gene is inserted and 
when it might be expressed. Use of systems such as Cre-IoxP allows conditional 
knockouts, in which genes essential for early development can be switched offin 
specific tissues o r at a desired developmental stage. This technology can also be 
used to engineer larger chromosomal changes such as deletions, insertions, and 
translocations. 

Gene function can also be altered by targeting RNA transcripts for destruction 
by RNA interference pathways or blocking thei r expression by using morpholino 
antisense oligonucleotides. Alth ough these methods often have transient effects 
and may allow some residual gene function, they are comparatively easy to do 
and can produce some useful models quite quickly. 

Large-scale mutagenesis often uses random mutagenesis with mutagenic 
chemicals or insertional inactivation by a known transgene sequence, when the 
position of the disrupted gene can be identified by the inserted sequence. 

New genetic technologies are increasing the range of disease models. Until 
recently, knocking out gene function in vertebrates was very largely performed in 
mice, but the use of zinc finger nucleases has extended gene targeting to species 
such as zebrafish and rats. The development ofiPS cells from somatic cells opens 
the prospect of widening the range of model species still further. Finally, human 
iPS cells can also offer the prospect of cellular human models of human disease. 
We consider this aspect in Chapter 21 within the context of biomedical applica
tions of human iPS cells. 



Chapter 21 


Genetic Approaches to 
Treating Disease 

KEY CONCEPTS 

Genetic techniques can be applied in various ways in treating disease, regardless of whether 
the disease has a genetic origin or not. 

Genetics is being used extensively in the drug discovery process to identify new drug targets. 

• 	 Therapeutic recombinant proteins produced by expressing cloned DNA are safer than those 
sourced from animal and human sources. 

Genetic engineering of vaccines may involve inserting genes for desired antigens into a viral 
vector and using either the modified vector or the purified antigen as the vaccine. 
Alternatively, DNA can be used as a vaccine by direct injection into muscle cells. 

Cells lost by disease or injury can be replaced by suitable stem cells that have been directed 
to differentiate into the correct specialized cell type. 

Nuclear reprogramming involves fundamental alteration ofthe chromatin structure and 
gene expression pattern so as to convert differentiated cells into less specialized cells 
(dedif!erentiation) or to a different type of differentiated cell (transdif!erentiation). 

Autologous cell therapy involves conversion of a patient's cells into a type of cell that is 
deficient through disease or injury. In principle this can be done by artificially stimulating 
the mobilization of existing stem cells in the patient or by nuclear reprogramming. 

Skin fibroblasts from a patient can be dedifferentiated to make patient-specific totipotent or 
pluripotent stem cells that can be differentiated to required cell types for use in autologous 
cell therapy and for studying disease. In therapeutic cloning the nucleus from a patient's cell 
is transplanted into an enucleated egg cell from a donor, giving rise to a totipotent cell. More 
conveniently, the skin cells can simply be induced to express key transcription factors that 
will convert them to pluripotent stem cells. 

Gene therapy involves transferring genes, RNA, or oligonucleotides into the cells of a patient 
so as to alter gene expression in some way that counteracts or alleviates disease. The 
patient's cells are often genetically modified in culture and then returned to the body. 

• 	 Gene therapy strategies often seek to compensate for underproduction of an important 
gene product. Other strategies are designed to block the expression of a mutant gene that 
makes a harmful gene product, or to induce alternative splicing so that a harmful mutation 
does not get included in a mRNA, or to kill harmful cells, for example in cancer gene 
therapy. 

• 	 Viral vectors are commonly used ill gene therapy because they have good gene transfer 
rates, but they sometimes provoke strong immune responses and also abnormal activation 
of cellular genes such as proto-oncogenes. 

• 	 Zinc finger nucleases can be designed to make just one double-strand DNA break within the 
genome of intact cells. Cellular pathways that repair double-strand DNA breaks can then be 
induced to replace a sequence containing a harmful gene mutation with the normal allelic 
sequence. 
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In the preceding chapters in this part ofthe book, we have looked at how genetics 
can be used to test individuals and populations for genetic diseases and suscep
tibility for complex diseases. Chapter 20 explored genetic manipulation of ani
mals to model human diseases. In this chapter, we look at how genetics can be 
employed to treat diseases. A chapter on disease treatment might reasonably 
consider two quite separate matters: the treatment of genetic disease, and the 
genetic treatment of disease. We therefore consider briefly what these two areas 
cover before describing how genetic techniques are being used directly to treat 
disease. 

21.1 TREATMENT OF GENETIC DISEASE VERSUS 
GENETIC TREATMENT OF DISEASE 
There is no connection at all between cause and treatabilityof a disease. Orthodox 
medical treatment aimed at alleviating the symptoms of a disease is just as appli
cable to genetic diseases as to any otller disease. A profoundly deaf child should 
be offered hearing aids or a cochlear implant based solely on the child's symp
toms and family situation, quite regardless of whether tile hearing loss is due to a 
genetic disease or has another cause. 

Treatment of genetic disease is most advanced for disorders 
whose biochemical basis is well understood 
For many genetic conditions, existing treatments are unsatisfactory. A survey 
published by Costa and colleagues in 1985 estimated that treatment improved 
reproductive capacity in ortly II% of Mend elian diseases, improved social adap
tation in only 6%, and extended life span to normal in only 15% (of those that 
reduced longevity). No doubt the figures would be better now, but not dramati
cally so. Causative genes for many genetic disord ers have been identified ortly 
quite recently, and it may take many years ofresearch to identify how the under
lying genes function normally in cells and tissues. Then it may be possible to 
design effective treatments. 

Treatment has been possible, however, for some genetic disorders, for which 
we have detailed knowledge of the cellular and molecular basis of elisease. For 
Mendelian disorders, inborn errors of metabolism are well understood atthe bio
chemical level and are well suited to conventional treatments. There are many 
potential entry points for intervention in inborn errors of metabolism. Some 
examples are given below. 

• 	 Substrate limitation. Babies witil phenylketonuria (OMIM 261600) have a 
genetic deficiency of phenylalanine hydroxylase. The resulting excess of phe
nylalanine has a neurotoxic effect that leads to impaired postnatal cognitive 
development (see Chapter 19, p. 629). Modifying the eliet to reduce the intake 
of phenylalanine is a successful treatment. Even in successfully treated 
patients, however, cognitive development averages half a standard deviation 
below normal. Several other inborn errors respond equally well to dietary 
treatment. 

• 	 Replacement ofa deficient product. One example is supplying thyroid hor
mone to infants with congenital hypotllyroidism; another is enzyme replace
ment therapy, which is available for various metabolic disorders. Enzymes are 
often conjugated with polyethylene glycol to make them more active and 
more stable. 

• 	 Using alternative pathways to remove toxic metabolites. Treatments of this 
type range from simple bleeding as a very effective treatment for an iron over
load condition, hemochromatosis (OM IM 235200), to using benzoate to 
increase nitrogen excretion in patients with disorders of the urea cycle. 

• 	 Using metabolic inhibitors. Babies with type I tyrosinemia (OMIM 276700) 
are unable to metabolize tyrosine effectively and therefore suffer liver damage 
from an excess of certain toxic intermediates. Their prognosis is markedly 
improved when the drug 2-(2- nitro-4-trifluoromethylbenzoyl}-I,3-cyclohex
anedione (NTBC) is administered to block the enzyme 4-hydroxyphenylpym
vate dioxygenase. 
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Despite much work, however, relatively few genetic diseases have wholly sat
isfactory treatments. 

Genetic treatment of disease may be conducted at many 
different levels 

Any disease, whether it has a genetic cause or not, is potentially treatable by using 
a range of different procedures that involve applying genetic knowledge or genetic 
manipulations in some way (Figure 21.1 ). 

Sometimes genetic techniques form part of a treatment regime that also 
involves conventional small-molecule drugs or vaccines. For example, as 
described in Chapter 19, individuals may be genotyped to predict their pattern of 
favorable and adverse responses to specific drug treatments. Such genotyping 
may become routine as massively parallel DNA sequencing permits extensive 
screening of genes in vast numbers of people. Another approach involves the use 
of knowledge of genetics and cell biology to identify new targets for drug devel
opment. Genetic techniques can also be used directly in producing drugs and 
vaccines for treating disease. 

Another active area concerns treating disease with therapeutic proteins that 
are produced or modified by genetic engineering. They include so-called recom
binant proteins, which are produced by expression cloning and include hor
mones, blood factors, and enzymes, and also genetically engineered antibodies. 
We consider in Section 21.2 genetic inputs to treating disease with drugs, or ther
apeutic proteins and vaccines. 

In addition, there are two other major areas where genetic interventions are 
being designed to treat disease. One involves using genetic techniques to assist 
cell transplantation methods for treating diseases in which the pathogenesis 
involves a loss oftissue and cells. Stem cells may offer importanttherapeutic pos
sibilities in this area, and the principles and genetic inputs into stem cell thera
pies are discussed in Section 21.3. 

Finally, we consider in Sections 21.4-21.6 a whole range of different therapeu
tic methods that involve the direct genetic modification of a patient's cells (gene 
therapy). Some of the methods involve transplanting genes into the cells of 
patients to overcome some genetic deficiency orto encourage the killing ofharm
ful cells. A wide range of other gene therapy methods involve altering the expres
sion of genes in the cells of patients in some way, by modifying the genome or by 
targeting gene expression products. Because they are needed to replenish tissue 
and blood cells, stem cells are important target cells for gene therapy. 
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21.2 GENETIC APPROACHES TO DISEASE TREATMENT 
USING DRUGS, RECOMBINANT PROTEINS, AND 
VACCINES 
The pharmaceutical industry is responsible for developing most chemical treat
ments of disease. For decades, the drug discovery process has involved screening 
huge numbers of small molecules for evidence that they can reduce pathogenic 
effects. The drug screening process begins with laboratory studies involving cell 
culture and animal disease models [lIox21.1) before mOving on to clinical trials. 
This process is costly and time-consuming (see Figure 19.11), and the drugs cur
rently on the market were first developed when information about possible tar
gets was scarce. In addition. the entire diversity of drugs currently on the market 
act through only a few hundred target molecules, and the declining number of 
new drug applications and approvals over the past few years has reflected a crisis 
in drug target identification and validation. Even when a drug receives regulatory 
approval. ilis rarely effective in 100% of the patients to whom it is prescribed and 
may adversely affect some patients. 

In Section 19.2 we considered how genetic variation between individuals 
affects the way in which people respond to drugs. In this section. we look at the 
various ways in which genetics is being applied in the drug discovelY process. In 
add ition to expanding the range of small-molecule drugs. genetics technologies 
have been applied to making genetically engineered therapeutic proteins and 
vacci nes. 

Drug companies have Invested heavily in genomics to try to 
Identify new drug targets 
As described in Box 21.1. most drugs currently on the market bind to target mol
ecules that belong to just a few protein classes. Novel drug targets are badly 
needed. One solution is to identify generic drugs that are not focused on a specific 
gene product. such as drugs that can suppress stop codons. The potential appli
cations are huge because nonsense mutatjons promoting premature transla
tional termination are responsible for causing anywhere from 5% to 70% of indi
vidual cases for most inherited diseases. Aminoglycoside antibiotics such as 
gentamycin were known to work in this way. but although gentamycin can cause 
read through of premature nonsense codons in mammalian cells it was found not 
to be clinically useful, partly because of a lack of potency and partly because of 
toxicity problems. Recently. however. extensive small-molecule screening has 

BOX 21 .1 DRUG TARGETS AND SMALL-MOLECULE DRUG SCREENING 

Drugs are often small chemical compounds {hat are extracted from and correlate with the drugs that caused that effect. Often, however, 
natural sources or chemically synthesized. Generally a drug targer is the search for compounds is a d irected one: the object is to search for 
some naturally existing molecule or cellular structure that is involved drugs that react with a defined target or disease phenotype. 
in a pathology of interest, and which the intended drug is designed Various types of cultured cells, and immortalized aneuploid cell 
to act on to treat the pathology. The molecular targets that have lines, can be used for drug screening. Recently isolated stem cell lines 
been considered most druggable have traditionally been proteins. allow the possibility of controlled differentiation of euploid cells to 

Frequently they are receptors (notably G-protein-coupled receptors), a desired differentiated cell type. As described in Section 21.3, skin 

enzymes (especially protein kinases, phosphatases, and proteases, or fibroblasts from any individual can now also be reprogrammed to 

protein channels (voltage-gated or ion-gated). Small-molecule drugs make pluripotent stem cells, and so disease-specific pluripotent stem 

fit tightly into crevices on the surface of their target proteins, t hereby cells are being produced that can be directed to differentiate to give 
modulating their function. desired human disease cells for d rug screening. 

Drug screening frequently involves high-rhroughput screening. Animal disease models offer a physiological disease environment. 
With the use of liquid handling devices and robotics, hund reds Mice and rats are important in the testing of drug therapies before 
of thousands to millions of different chemical compounds are launching clinical trials, but rodent embryos are impractical for 
individually assayed for their ability to react with some kind of high-throughput drug screening. The culture conditions of small 
biological material in specified wells of numerous microtiter dishes. invertebrates such as C. elegans and D. melanogGster allow high
The biological materia l has traditionally involved a cell-free system, throughput drug screening in a physiological context, but they are 
microbes (bacteria, yeasts), or cultured cell lines, but more recently limited to drugs that recogn ize evolutionarily very highly conserved 
in vivo animal drug screening has also been possible. Searching for targets. Zebra fish embryos offer the advantage of both being 
compounds may occur in a non-directed approach with normal cells vertebrates and also transparent (allowing live tissue imaging) and are 
or tissues in which the object is to identify any phenotypes produced becoming increasing ly important in drug screening. 
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identified a drug known as PTCI24® or ataluren that can cause readthrough of 
premature nonsense mutations, notably UGA, without affecting the identifica 
tion of normal stop codons, and with little evidence of toxici ty. The resul ts from 
clinical trials to assess whether PTC124 can provide clinical benefit in disorders 
such as cystic fibrosis will be eagerly awaited. 

Another potential solution to the crisis in drug target identification has come 
from the genome projects; the new data offer a vastly expanded number of 
potential targets available for research. Currently, drug companies use all the 
resources spawned by genomics-including massive data sets generated by high
throughput transcriptomics, proteomics, bioinformatics, and so on-to focus 
general efforts in identifying new drug targets. Because of its simplicity, RNA 
interference is ofte n used to identify genes for which an inhibitory drug might 
produce a useful effect, before investing in the large-scale screening that would 
be needed to identify possible inhibitors. Additional effort is being made to ana
lyze in detail whole pathways that contribute to pathogenesis. In the long term, it 
is hoped that completely new classes of drugs will emerge from this effort. 

Genomic or proteomic studies of pathogenic microorganisms are also impor~ 
tant, as guides to the developme nt of new vaccines or treatments. Microbial 
pathogens have featured srrongly on priority lists for genome sequencing, a nota
ble recent success being the malaria parasite Plasmodium!alciparul11. Sequences 
are analyzed to identify enzymes specific to the pathogen and not the host, which 
could be targets for inhibitors, or missing enzymes that make the parasite vulner
able to interference with the supply of an essential nutrient. Virulence proteins or 
gene products expressed early in infection are promising drug targets. Th ey can 
be identified by expression array studies, and by comparisons of gene con tent or 
gene expression in virulent and non-virulent strains. Proteo mics strategies (such 
as MALDl-TOF mass spectrometry) are used to identify proteins on the pathogen 
cell surface that might be targets for vaccines. 

Therapeutic proteins can be produced by expression cloning In 
microbes, mammalian cell lines, or transgenic animals 
Certain genetic disorders that result from a deficiency of a specific protein hor
mone or blood protein can be treated by obtaining and administering an external 
supply of the missing protein. To ensure greater stability and activity, the proteins 
are often conjugated with polyethylene glycol (PEG). Such PEGylalion increases 
the size of the protein in solution and, by reducing its renal clearance, prolongs 
its time in the circulation. It can also confer reduced immunogenicity. 

Many such therapeutic proteins were form erly extracted from animal or 
human sources, but safety of the external supplies has been an important issue. 
Many hemophiliacs contracted AIDS and/o r hepatitis C after they had been 
treated with Factor VIll prepared from unscreened donated blood. [n another 
example, some children with growth hormone deficiency succumbed to 
Creutzfeldt-Jakob disease after being given injections of growth hormone 
extracted from unscreened cadaver pituitary glands. A safer, but more expensive, 
alternative is to use therapeutic proteins produced by expression cloning (expres
sion cloning techniques are described in Section 6.3). Recombinant human insu
lin was first marketed in 1982, and Table 21.1 includes several subsequent 
examples. 

Microbes are the simplest hosts for expression cloning. Large volumes can be 
cultured, and the media can be defined and controlled to avoid contamination. 
Escherichia coli and Saccharomyces cerelJisiae have been found to be satisfactory 
for producing simple peptides such as human insulin and growth hormone. 
However, human proteins are often glycosylated and microbes do not reproduce 
the human patterns of glycosylation or other complex post-translational modifi
cations. In addition, human proteins may have intricate folding requirements. 

Mammalian gene expression systems became a primary focus for the produc
tion of human recombinant proteins. Some cell culture lines, notably the Chinese 
hamster ovary (CHO) cell line, have been used to express vari ous complex mole
cules such as monoclonal antibodies (see the next section) and cytokines. Some 
human proteins, however, are required in such high therapeutic doses that suf
ficient quantiti es of the highly purified protein cannot easily be produced in cell 
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TABLE 21.1 EXAMPLES OF THERAPEUTIC RECOMBINANT PROTEINS OBTAINED BY 
EXPRESSION CLONING 

------------------------------~ Recombinant protein For treatment of 

Insulin diabetes 

Growth hormone growth hormone deficiency 

Blood clotting FactorVl1i hemophilia A 

Blood clotting Factor IX hemophilia B 

a-Interferon hairy cell leukemia; chronic hepat itis 

~-I nterferon multiple sclerosis 

)'-Interferon Infections in patients with chronic granulomatous disease 

Tissue plasminogen activator thrombotic disorders 

Granulocyte/ macrophage colony neutropenia after chemotherapy 
stimulating factor 

Leptin obesity 

Erythropoietin anemia 

For genetically engineered antibodies, see Table 21.2. 

lines (or microbial bioreactors). [nstead, transgenic animals have been used 
because large amounts of a recombinant human protein can be produced in 
ways that simplify its purification. One way is to arrange that the desired protein 
is secreted in the animal's mille. An expression vector is designed with the coding 
sequence for the human protein under the control of a promoter from a gene that 
normally makes a milk protein, and the recombinant DNA is inserted into the 
animal's germ line (Figure 21.2). 

mammary gland
speCific promoter 


transfeclion
\ 	 ) 

-'~? 
transgene 

! 

X- celis goat (or cow, 


rabbit, etc. ) 


Figu". 21.2 Producing therapeutic 
recombinant proteins in the milk of 

egg t ransgenic livestock. To express the----:nuc leated1-~~~s 
egg desired recombinant protein X in the milk 

fusion 
of a transgenic livestock animal such as a 
goat, a suitable transgene is constructed 
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transge nk: embryo 
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transgenic animal 	 First-generation an imals that are carriers 
of the tran sgene are mated, and female lcouect milk and 

purify protein X offspring serve as the production herd. 
The thera peutic protein is expressed in the 
animal 's milk but needs to be purified by 
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J. 
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The process of using transgenic livestock (such as goats, pigs, or sheep) to 
make a therapeutic human protein has been called pharming, pharmaceutical
led fmming. Milk proteins can be produced in large amounts, and a flock of about 
150 goats could produce Ihe world's supply of a specific protein. The cost of keep
ing flocks of transgenic animals is also significantly less than maintaining large
scale industrial bioreactors. In 2009, ATryn® became the first therapeutic protein 
produced by a transgenic animal to be approved by the US Food and Drug 
Admirristration (FDA) . Produced by GTC Biotherapeutics, ATryn is an anti
thrombin expressed in the milk of goats and is designed to be used in anti-blood 
clotting therapy. 

Other types of transgenic organism have been investigated to produce human 
proteins. Transgenic chickens are designed to lay eggs rich in a wanted product. 
Transgenic plants are also becoming popular. Plants do not replicate human
specific glycosylation patterns, but they have many advantages for expression 
cloning in terms of cost and safety. For example, there has been considerable 
interest in producing golden rice strains engineered to counter the vitamin A 
deficiency thatis a serious pubHc health problem in at least 26 countries in Africa, 
Asia, and Latin America. 

Genetic engineering has produced novel antibodies with 
therapeutic potential 

One class oftherapeutic protein that has been widely used to treat disease com
prises genetically engineered antibodies. As detailed in Section 4.6, each one of 
us has a huge repertoire of different antibodies that act as a defense system 
against innumerable foreign antigens. Antibody molecules function as adaptors: 
they have binding sites for foreign antigen at the variable end, and binding sites 
for effector molecules at the constant end. Binding of an antibody may by itself 
be sufficient to neutralize some toxins and viruses but, more usually, the bound 
antibody triggers the complement system and cell-mediated killing (see Figures 
4.20 and 4.23). 

Artificially produced therapeutic antibodies are designed to be specific for a 
single antigen (monospecific). Traditional monoclonal antibodies (mAbs) are 
secreted by hybridomas, immortalized cells produced by the fusion of antibody
producing B lymphocytes from an immunized mouse or rat with cells from an 
immortal mouse B-Iymphocyte tumor (see Box 8.6). Hybridomas are propagated 
as individual clones, each of which can provide a permanent and stable source of 
a single mAb. Unfortunately, the therapeutic potential of mAbs produced in this 
way is limited. Although rodent mAbs can be raised against human pathogens 
and ceUs, they have a short half-life in human serum, often causing the recipi
ent's immune system to make anti-rodent antibodies. In addition, only some of 
the different classes can trigger human effector functions. 

Genetic engineering has been used to produce modified monoclonal anti
bodies in which some or all of the rodent protein sequence is replaced by equiva
lent human sequence. Often, this is achieved by swapping parts of the rodent 
sequence at the DNA level for equivalent human DNA sequences. Chimeric anti
bodies have been produced, for example, in which the rodent variable regions are 
retained but the constant (C) region sequences are replaced by human C region 
sequences. Ultimately humanized antibodies were constructed in which the only 
rodent sequences were from the complementarity determining regions (CDRs), 
the hypervariable sequences of the antigen-binding site (figure ZI.31. Phage dis
play technology (see Figure 6. 13) bypasses hybridoma construction altogether 
and allows innovative combinations of antibody domains to be constructed. 

More recently, it has been possible to prepare fully human antibodies (see 
Figure 21.30), by different routes. For example, mice have been genetically 
manipulated so that they can make nothing but fully human antibodies. To do 
this, the mouse immunoglobulin heavy- and light-chain loci were deleted in 
embryonic stem (ES) ceUs and then a human artificial chromosome containing 
the entire human heavy-chain and y light-chain loci was inserted into the ES cells 
and used to give rise to transgenic strains with a human immunoglobulin (Ig1 
reperroire (Figure 21.4). Fully human antibodies can also be isolated by mam
malian cell display, a mammalian equivalent ofphage display. With this approach, 
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fully human antibodies have recently been obtained against nicotine. They have 
been shown to be effective in inhibiting the entry of nicotine into the brain in 
mice; if the same effect is replicated in clinical trials they could be a valuable aid 
in stopping smoking. 

One very promising class of therapeutic antibody is designed to have a single 
polypeptide chain. Single-chain variable fragment (scFv) antibodies have almost 
all the binding specificity of a rnAb but are restricted to a single non-glycosylated 
variable chain (see Figure 21.3E). scFV antibodies can be made on a large scale in 
bacterial cells, yeast cells, or even plant cells. They are particularly well suited to 
acting as intracellular antibodies (intrabodies). Instead of being secreted like 
normal antibodies, they are designed to bind specific target molecules within 
cells and can be directed as required to specific subcellular compartments. 
Unlike standard antibodies, which have four polypeptide chains hnked by disul
fide bridges, intrabodies are stable in the reducing environment within cells. 

Intrabodies can be used to carry effector molecules that can perform specific 
functi ons when antigen binding occurs. However, for many therapeutic pur
poses, they are designed simply to block specific protein-protein associations 
within cells. As such, they complement conventional drugs. Protein- protein 
interactions usually occur across large. flat surfaces and are considered unsuit
able targets for typical small-molecule drugs, which normally operate by fitting 
snugly into clefts on the surface of macromolecules. Promising therapeutic target 
proteins for intrabodies include mutant proteins that tend to misfold in a way 
that causes neurons to die, as in various neurodegenerative diseases including 
Alzheimer, Huntington and prion diseases. 

From inauspicious beginnings in the 1980s, rnAbs have become the most 
successful biotech drugs ever, and the market for mAbs is the fastest-growing 
component of the pharmaceutical industry. By the middle of 2008, a total of 
21 rnAb therapies had been approved by the US FDA. Of the therapeutic rnAbs 
currently in use, the eight bestsellers together generate an annual income of 
close to $30 billion. Another 200 mAb products are in the pipeline. Of the FDA
approvedmAbs, 19 are partly or fully human and most of them are aimed at treat
ing cancers or autoimmune disease (Table 21.2). Only one of the ap proved anti
bodies is directed against infectious disease, being used to fend off respiratory 
syncytial virus in infants. 

Safety issues can sometimes be a concern, however. In 2006 a clinical trial to 
assess a mAb called TGN1412 1eft six volunteers fighting for their lives. TGNI41 2 
was hoped to be an effective agent in cancer.immunotherapy, in which the strat
egy is to stimuJate immune system cells so as to provoke a strong immune 
response against the cancer cells. However, TGN 1412 activated immune cells to 
such an extent that the volunteers developed intense and nearly fatal allergic 
reactions to the mAb. 

FlgUl. 21 .3 Antibody engineering. 
(A) Classic monoclonal antibodies (mAbs) are 
monospecific rodent antibodies synthesized 
by hybridomas, (B) Chimeric VIC antibodies 
(Abs) are gene tically engineered to have 
rodent variable region sequences containing 
the critically important hypervariable 
complementarity determining region (CDR) 
joined to human constant region sequences. 
(el Humanized antibodies Can be eng ineered 
so that a\l the molecule except the CDR is of 
human origin. (D) More recently, It has been 
possible to obtain fully human antibodies 
by different routes (see the text and Figure 
21.4). (El Single-chain variable fra gment 
(scFv) antibodies contain variable region 
domains jointed by a peptide linker. They 
are particularly well suited to working Within 
the reducing environment o f cells and serve 
as intra bodies (intracellular antibodies) by 
binding to specific antigens w ithin cells. 
Depending on the length of the linker, they 
bind their target as monomers, dimers, or 
trimers. Multimers bind their target more 
strongly than monomers. 
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Aptamers are selected to bind to specific target proteins and 
inhibit their functions 

Short oligonucleotide (or peptide) aptamers can also be identified that will bind 
to (and inhibit) specific target proteins, with affinities similar to those of antibod
ies. Starting from a large pool of random oligonucleotides, oligonucleotide 
aptamers are conveniently made by repeated rounds of selection and amplifica 
tion, usually by the SELEX (systematic evolution of ligands by exponential entich
ment) method that was described in Chapter 12 (see Figure 12.14). 

Automated SELEX has generated an increasing number ofaptamers for inhib
iting protein function, and chemical modifications of the oligonucleotides make 
them more resistant to enzymatic degradation in body fluids. Like small
molecule drugs, aptamers can fit tightly into crevices on the surface of target 
macromolecules, but they can also fold to form clefts into which protruding parts 
of the target protein can bind. As a result, the potential number of contacts made 
with the target increases, allowing aptamers to form tighter, more specific inter
actions than small-molecule drugs can. 

Potential therapeutic applications for aptamers include the inhibition of both 
intracellular target molecules, such as transcription factors, and extracellular tar
gets. The latter can include targeting of specific viral components so as to inhibit 

Figure 21 .4 Making transgenic mice that 
express human monoclonal antibodies. 
To make fully human monoclonal antibodies 
(mAbs), Isao Ishida and colleaguesgenerated 
a human artificial chromosome (HAC) 
conta ini ng the enti re human Ig heavy-chain 
locus plus the entire human Igy light-chain 
loci. This HAC was then introduced into 
mouse ES celis that had previously been 
subjected to rounds of Cre-/oxP gene 
targeting to delete the endogenou smouse 
Ig loci. The resulting mouse can generate 
Immunoglobulins by rearrangements of the 
introduced human 19 loci, and so can be 
used to produce human mAbs of any desired 
specificity. For full detailssee US patent 
704 1870, accessible by searching the patent 
database at http://www.patentstorm.us. 

http:http://www.patentstorm.us
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TABLE 21.2 PARTLY OR FULLY HUMAN THERAPEUTIC MONOCLONAL ANTIBODIES (mAbsl APPROVED BY THE US FOOD 
AND DRUG ADMINISTRATION AS OF MID-200S 

Disease category 

Autoimmune disease! 
immu nological 

Cancer 

Other diseases 

COlla 

complement-S 

Ig E 

Integrin a4 

TN F-a 

CD20 

CD33 

CDS2 

EGFR 

HER2 

VEGF 

GPlib/ll la 

RSV 

VEGF 

mAb generic name (trade name) 

efalizumab (Raptiva~ ) 

basiliximab (Simulect'") 

daclizumab (Zenapax") 

ecul izumab (Sol i ris~) 

omalizumab (Xolair") 

natalizumab (Tysabri'") 

infliximab (Remicade") 

certolizumab pegol (Cimzia") 

adalimumab (Humira~) 

rituximab (Rituxan ", MabThera") 


gemtuzumab ozogamicin 

(Mylotarg") 


alemtuzumab (Cam path '") 


cetuximab (Erbitux· ) 


panitumumab (Vectibix" ) 


trastuzumab (Herceptin<!l) 


bevacizumab (Avastin") 


abciximab (ReoPro") 


palivizumab (Synagis "') 


ranibizumab (Lucentis" ) 


mAb classb 

humanized 

chimeric 

humanized 

humanized 

humanized 

humanized 

ch imeric 

humanized 

fully human 

chimeric 

humanized 

humanized 

chimeric 

fully human 

humanized 

humanized 

ch imeric 

humanized 

humanized 

Disease treated 

psoriasis 

prevention of kidney transplant rejection 

paroxysmal nocturnal hemoglobinuria 

asthma 

multiple scle rosis 

Crohn disease, rheuma toid arthritis 

non-Hodgkin lymphoma 

C033-acu te myeloid leukemia 

B-cel l chronic lymphoCytic leukemia 

colorectal cancer 

metastatic breast cancer 

coJorectal, breast, renal, NSCL cancer 

adjunct to percutaneous transluminal 
coronaryangioplasty 

respiratory syncytial virus prophylaxis 

age-related macular degeneration 
(intravitrea) injection) 

aC011 a, C020, C025, C033, and C052, white blood cell antigens; IL2R, interleukin type 2 receptor; IgE, immunoglobulin E; TNF-a, tumor necrosis 
factor a; EGFR, epidermal growth factor receptor; HER2, human epidermal growth factor receptor 2; VEGF, vascular endothelial growth factor; 
GPllb!llla, a platelet integrin; RSV, respiratory syncytial virus; NSCL, non-small-cell lung. bSee Figure 213 for structures. 

chronic viral infections. Several aptamers are currently being tested in preclinical 
and clinical trials, and recently the aptamer pegaptanib (Macugen®) received 
FDA approval for the treatment ofneovascular (wet) age-related macular degen
eration, a principal cause of blindness in adults. Loss of vision in this disorder 
arises by the formation of new blood vessels (angiogenesis) and leakage from 
blood vessels, both of which are promoted by vascular endothelial growth factor 
(VEGF). Pegaptanib aptamers specifically bind to VEGF and inhibit its angiogen
esis functions. 

Vaccines have been genetically engineered to Improve their 
functions 

Vaccines against infectious disease are made by killing or attenuating (weaken
ing) the disease organism (such as virus, bacteria, or fungus) and injecting it into 
the patient to stimulate the patient's immune system to produce suitably specific 
antibodies. If the patient were subsequently to come into natural contact with 
the disease organism, the body's immune system would be expected to mount a 
strong response that would prevent illness. 

Genetic engineering has been applied in different ways to make novel types of 
vaccine. Genetic modification can be used to disable pathogenic microorgan
isms, for example, so that an attenuated live vaccine can be used safely. Genetically 
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modified plants might be used to produce edible vaccines. In addition, changes 
can be made to an antigen to improve its visibility to the immune system, so as to 
produce an enhanced response. 

Genes for desired antigens can be inserted into a vector, usually a modified 
virus with very low virulence, to produce recombinant vaccines. The vaccine may 
consist of the antigen-expressing vector or purified antigen. The hepatitis B vac
cine is an illustrative example. A cloned gene encoding a hepatitis B surface anti
gen was inserted into an expression vector and transfected into yeast cells. The 
protein product of the expressed recombinant is purified for injection as a vac
cine. The recombinant vaccine is much safer than using the attenuated hepatitis 
B virus, which could potentially revert to its virulent phenotype, causing lethal 
hepatitis or liver cancer. 

DNA vaccines are the most recently developed vaccines and, as in the case of 
recombinant vaccines, genes for the desired antigens are located and cloned. 
With DNA vaccines, however, the DNA is directly injected into the muscle of the 
recipient often by biolistics-a gene gun uses compressed gas to blow the DNA 
into the muscle cells. Some muscle and dendritic cells express the pathogen DNA 
to stimulate the immune system. DNA vaccines induce both humoral and cellu
lar immunity. 

Although clinical trials conducted so far have provided overwhelming evi
dence that DNA vaccines are well tolerated and have an excellent safety profile, 
the early designs of DNA vaccines failed to demonstrate sufficient immunogenic
ity in humans. More recent results have been more encouraging but the efficacy 
of many new and more complex DNA vaccines must await the outcomes of many 
clinical trials currently underway. 

Cancer vaccines 

Cancers constitute another class of disease that is potentially amenable to vac
cination. Some types of cancer are caused by viruses, such as HBV (causing some 
forms of liver cancer) and human papillomavirus (causing about 70% of cases of 
cervical cancer). Traditional vaccines raised against those viruses can effectively 
prevent the development of the relevant cancer (preventive cancer vaccines). 
However, vaccines for treating existing cancers (therapeutic cancer vaccines) have 
been much less successful. Therapeutic cancer vaccines often involve immuno
therapy strategies in wltich certain types ofgene are transfected into patient cells, 
constituting a type ofgene therapy that we will consider in Section 21.4. 

21.3 PRINCIPLES AND APPLICATIONS OF 
CELL THERAPY 

Present-day organ transplantation is based on replacing a defective organ by a 
healthy one from a suitable donor. Cell-based therapies can be seen as a natural 
extension of the same principle, and advances in our understanctlng of stem cells 
offer the hope ofradically extending the present range of options. 

Stem cell therapies promise to transform the potential of 
transplantation 
Much of the focus in stem cell therapy involves simple cell replacement therapy. 
Stem cells would be used to differentiate into suitable cell types so as to compen
sate for a deficit in that type of cell. In theory, the possibilities are endless-any 
damaged or worn-out tissue or organ resulting from disease or injury might be 
renovated or re-created using appropriate stem cells, and these might be sub
jected to any sort of genetic manipulation in advance. As we will see later in this 
chapter, stem cells are also important targets in gene therapy. 

As detailed in Section 4.5, stem cells are cells that can both self-renew and 
also give rise to differentiated progeny. They are probably present at all stages of 
development and in all tissues. There is a gradient in their ability to give rise to 
diverse cell types (plasticity), from pluripotent stem cells that can potentially 
produce germ-line and all somatic cell types of an organism, through to stem 
cells that are more restricted in their differentiation potential and that are 
described as multipotent, oligo potent, or unipotent (see Table 4.6). 
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Pluripotent embryonic stem cells are derived from the early embryo, a stage 
in development at which cells are naturally still unspecialized. Later, as tissues 
form in development, cells become more and more specialized but some stem 
cells are retained in the fetus and in adults. They are needed to regenerate tissue. 
Our blood, skin, and intestinal epithelial cells, for example, have limited lifetimes 
and are replaced regularly by new cells produced by differentiation from stem 
cells. Stem cells are also used in tissue repair. Although many stem cells derived 
from fetal and adult tissues are tissue-specific, mesenchymal stem cells are found 
in a wide range of tissues and may constitute a subset of cells associated with 
minor blood vessels (pericytes). 

Embryonic stem cells 
Cells of the inner cell mass of a blastocyst can be isolated and cultured to gener
ate embryonic stem (ES) cell lines (Box 2 1.2). Mouse ES cells have been studied 
for many years but, after the isolation of human ES cell lines was first reported in 
1998, stem cell therapy was propelled to the forefront of both medical research 
and ethical debate. ES cells have clear advantages for cell therapy because they 
can be grown comparatively readily in culture and propagated indefinitely 
and can give rise to cell lineages. Different ES cell lines show significant variation 
in some properties, however, such as their potential for differentiation. Some ES 
cell tines readily differentiate toward mesodermal lineages, for example, whereas 
others do not. 

The use of ES cell lines is contentious because the methods used to isolate 
them have traditionally involved the destruction of a human embryo to obtain 
cells in tile inner cell mass. Nevertheless, some human ES cell lines have been 
made without destroying an embryo. For example, individual cells (blastomeres) 
can be carefully isolated from very early embryos in such a way that the embryo 
remains viable, and a few human ES cell lines have been generated from indi
vidual blastomeres isolated in this way. 

Tissue stem cells 
Deriving stem cells from adult human tissues and adult and cord blood Ilas not 
been contentious. Tissue stem cells were initially thought to be comparatively 

-

BOX 21 .2 MAKING AND VALIDATING EMBRYONIC STEM CELL LINES 

Embryonic stem (ES) cell lines are cultured cells that are derived from 

cells from the inner cell mass OCM) of the blastocyst. For laboratory 

animals, blastocysts are excised from oviducts. Blastocysts for making 

human ES ce ll lines are traditionally obtained as a by-product of in 

vitro fertilization (IVF) treatment for infertility. In IVF, eggs provided 

by donors are fertilized by sperm in culture dishes; surplus embryos 

produced in this way can be used for research purposes with the 

informed consent of the egg donors. 


Isolated blastocysts are disaggregated to allow the outgrowth 

of cells from the ICM in culture dishes. Tra ditionally, the inner surface 

of the culture dish is coated with feeder cells, mouse embryonic 

fibroblasts that have been treated so that they do not divide. The 

feeder cells provide a sticky surface to which the ICM cells can 

attach and they secrete growth factors and other chemicals that will 

stimulate the growth of the ICM cells. Surviving ICM cells that divide 

and proliferate are collected and re-plated on fresh culture dishes and 

subsequently undergo many cycles of re-plating and subculturing 
 Flgur., Human ovarian teratoma 

(known as passages). Embryonic stem cells that have continued to 
 containing various tissues including teeth. 

proliferate after subculturing for a period of6 months or longer and 
 [Image reproduced with permission from 

that are judged to be pluripotent and seem to be genetically normal 
 Virginia Commonwealth University.] 
are known as an embryonic stem (ES) cell line. 

The pluripotency ofES cell lines can be validated in different cells can spontaneously aggregate and differentiate to form embryoid 
ways. In animals, ES cells can be differentiated to give tissues from bodies that consist of cells from all three germ layers. A more rigorous 
all three germ layers, and can also be shown to give rise to a whole test Is to inject the cells into an immunodeficient mouse to form a 
new organism. For human ES cell lines, piuri potency is validated by benign multilayered tumor known as a teratoma. Teratomas consist 

demonstrating differentiation to give tissues from all three germ of different ti ssues derived from all three germ layers that can be 

layers. One way is to grow the cells in liquid suspension culture instead associated in chaotic ways, giving a bizarre appearance. They also ari se 

of the usual growth on surfaces to form colonies. In suspension, the ES spontaneously in some individuals (Figure 1). 
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plastic under the right experimental conditions. For example, when bone mar
row stem cells are placed in the environment of liver tissue they seem to be 
induced to give rise to new liver cells. However, when rigorously tested, there is 
little evidence to support claims of this type. Instead, tissue stem cells are now 
known to be almost always rather limited in their differentiation potential. An 
exception is provided by the adult germ line-pluripotent germ-line stem cells 
have recently been derived from spermatogonial cells of the adult human testis 
and show many similarities to ES cells. Many tissue stem cells are also difficult to 
grow in culture. 

Practical difficulties in stem cell therapy 
Stem cell therapy is also challenged by various practical limitations that depend 
on the effective expansion of stem cells in culture, controlled efficient differentia
tion, effective delivery of the desired replacement cells, and correct physical and 
functional integration within the desired tissue. Defining the molecular basis of 
the sternness that distinguishes a stem cell from other related cells has been an 
enduring problem, and so it has been extremely difficult to obtain highly purified 
stem cell populations. Our knowledge of the factors that control how stem cells 
differentiate, although rapidly advancing, remains primitive. As described below, 
some clinical trials have simply involved injecting crude preparations of stem 
cells directly into the damaged tissue and relying on the host tissue to send sig
nals to guide the stem cells to differentiate into the desired cell type. It would 
clearly be more desirable to be able to induce efficient differentiation of stem 
cells by exogenously controlled factors once all the factors that regulate the rele
vant differentiation pathway are known. 

Different diseases and tissue injuries may be less or more suited to cell ther
apy, according to tissue accessibility. Blood disorders and skin burns can be 
expected to pose fewer challenges than brain disorders. Another consideration is 
complexity of tissue architecture and regulation of cell function. Heart and liver 
cell replacement therapies would be facilitated by the simple tissue structures of 
these organs. Diabetes is more challenging because the pancreatic islets of 
Langerhans have a complex organization, and insulin-producing beta cells are 
just one of five different cell types in the islets and are subject to considerable 
regulation. 

Important safety issues also need to be addressed. The pluripotency of cells 
such as ES cells carries the risk that some will give rise to tumors. Thus, differen
tiation would need to be maximized to reduce the chances of leaving residual 
undifferentiated stem cells. ES cells and many other stem cells can also show 
chromosomal instability if cultured for long periods. 

Allogeneic and autologous cell therapy 
In allogeneic cell therapy the transplanted cells come from a donor and are genet
ically different from those ofthe recipient. Except for a few immunologically priv
ileged sites, such as the brain and the cornea and anterior chamber of the eye, 
there is a high risk of immune rejection of the donor cells. To counter t11is prob
lem, stem cells can be genetically manipulated to make them less visible to the 
recipient's immune system. Stem cell banks containing large numbers of differ
ent ES cell lines could also offer individual cell lines that are closely HlA-matched 
to the cells of an intended recipient of cell therapy. 

In autologous cell therapy the cells used to replace cells lost in the patient also 
originate from the patient, thereby avoiding immune rejection. One possible 
route relies on converting non-stem cells into stem cells by reprogramming their 
nuclei and gene expression patterns. This is a rapidly expanding field that will be 
described below. Another way is to artificially enhance the mobilization and dif
ferentiation of existing stem cells in t11e body. Our capacity for tissue repair 
depends on the degree to which stem cells are mobilized and effective in produc
ing the necessary differentiated cells, and it is subject to developmental pro
gramming. Thus, in the fetus, wounds to skin tissue can be perfectly repaired by 
stem cells t11at mobilize to regenerate all the required cell types within the correct 
tissue architecture. With increasing age, this regenerative capacity is lost: adult 
skin heals through scar formation, with erratic vascular formation, loss of hair 
follicles, and disorganized collagen deposition. 
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While normal mobilization of an individual's stem cells can help make small 
repairs to different degrees, large injuries and serious disease pose too much of a 
challenge for the body's natural repair processes. But what if we could artificially 
enhance the normal stem cell response to repair' Bone marrow cells that are 
mobilized in response to disease or injury are an attractive target for artificially 
enhanced mobilization. They include mesenchymal stem cells, which can 
become bone or cartilage cells, and endothelial progenitor cells, which produce 
the cells that make up our blood vessels and help with tissue repair. A promising 
report published in early 2009 showed that administration of the drug Mozobil® 
and a growth factor was found to elicit a hundredfold increase in the release of 
endothelial and mesenchymal progenitor cells from the bone marrow in mice. 

Nuclear reprogramming offers new approaches to disease 
treatment and human models of human disease 

In principle, autologous cell therapy could be carried out by reprogramming cells 
from a patient so that they are converted to, or give rise to, the type of cells that 
the patient lacks. To do this, conveniently accessible cells, such as skin fibro
blasts, need to be extracted from the patient and then manipulated in culture to 
change the differentiation status of the cell (Box2 l.3). Until recently, the devel
opmental progression that causes mammalian cells to gradually lose their plas
ticiry and to become progressively more specialized, and more and more 

BOX 21 .3 EXPERtMENTAL INDUCTION OF NUCLEAR REPROGRAMMING IN MAMMALIAN CElLS 

Nuclear reprogramming entails altering nuclear gene expression Each nucleus is potentially subject to regulation by factors that 
to bring about a profound change in the differentiation status of normally regulate gene expression in the other nucleus. One nucleus 
a speCialized cell. It may cause a somatic cell to regress so that it predominates-typically the nucleus of the larger and more actively 
acquires the properties of an unspecialized embryo or a pluripotent or dividing cell- and the other is reprogrammed to adopt the pattern 
progenitor cell (dedifferentiation), or it may cause a lineage switch so of gene expression of the dominant nucleus. Thus, if actively dividing 
that one type of differentiated somatic cell changes into another type pluripotent ES cells are fused with somatic cells, the somatic cell 
(transdifferentiarion) . The fertilized egg cell provides a natura l example nucleus will be reprogrammed to the pluripotent state (Figure 1, 
of nuclear reprogramming: the sperm is a highly differentiated cell and path B). 
the nucleus is hIghly condensed until reprogrammed by factors In the Specific transcription factors can induce pluripotency 

oocyte. Different experimental procedures can bring about nuclear 
 The observation that the nuclei of somatic cells could be 

reprogramming (f igure 1 for an overview). 
 reprogrammed to reverse differentiation prompted intense research 
Somatic cell nuclear transfer to identify the factors responsible. Transcription factors known to be 
The first experiments that caused reversal of vertebrate cell involved in maintaining pluripotency in ES cells were likely candidates. 
differentiation were performed in frogs more than 40 years ago. Nevertheless, it was a huge surprise when in 2006 Shinya Yamanaka 
With the use of microsurgical techniques, nuclei were isolated from and colleagues reported that transfection of genes encod ing Just 
specialized cells of the embryo or term inally differentiated cells and four transcription factors- Oct-3/4, Sox2, c-Myc, and Klf-4-could 
transplanted into unfertilized eggs whose nuclei had either been reprogram mouse fibroblasts to become pluripotent cells. Follow-
removed or been inactivated by exposure to irradiation. This could up studies showed that human and rat fibroblasts could also be 
result in reprogramming of a somatic cell nucleus to make it totipotent reprogrammed toward pluri potency with defined transcription factors, 
(Figure 1, path A). Frogs that were derived by nuclear tran sfer from as could various other cell types, including lymphocytes and liver, 
somatic cells of a single individual were considered to be essentially stomach, and pancreatic beta cells. 
genetica lly identical (by having the same nuclear genome) and were Cells reprogrammed in this way are ca lled induced pluripotent 

considered to be clones. Seem cells (iPS cells) because they closely resemble ES cells. They 
These experiments showed that it was possible to fully reverse show telomerase activity and reactivation of pluripotency genes, 

differentiation in vertebrates. However, amphibians were considered and they have genomewide transcriptional and epigenetic patterns 

to be exceptional : some amphibians-such as salamanders-are characteristic of ES cells. In addition, iPS cell chimeras can give rise to 

able to regenerate limbs and tails. The regenerative capacity of offspring, indicating their ability to contribute to the germ line. The 

mammals is extremely limited by comparison. The prospects for mechanism underlying the induction of pluripotency is under intense 

reversing differentiation to clone mammals seemed bleak until the invest igation, The combination of transcription factors necessary 

birth of a cloned sheep called Dolly in 1996 (see Figure 20A). Although for reprogramming is well conserved in mammals, but shows some 

technically much more difficult than cloning frogs. the success with variability according to cell type. A variety of human disease-specific 
Dolly prompted the subsequent successful cloning of many other iPS cell lines have already been made and have exciting potential for 
types of mammal, including cows, mice, goats, pigs, cats, rabbits. dogs, modeling disease and drug screening, as well as possibly providing 
and horses, A fierce debate arose as to whether human cloning could therapeutic applications (see (he main text). 
ever be contemplated (see Box 21.4). Transdifferentiation 
Cell fusion NucJear reprogramming ca n also be induced so as to cause 
Two different types of cell can be induced to fuse, forming a single transdifferentiation. This may occur indirectly by lineage switching, 

cell with two different nuclei, a heterokaryon. By using an inhibitor of when a cell is induced to regress along a differentiation pathway to 
cell division, the two nuclei in the heterokaryon can be kept separate. a branch point that will allow some cells to then follow a different 



691 PRINCIPLES AND APPLICATIONS OF CELL THERAPY 

committed to their fate, was thought to be irreversible. The cloning of a sheep 
called Dolly changed that view, because the nucleus of an adult somatic cell was 
successfully reprogrammed, giving rise to a totipotent cell. 

As detailed in Section 20.2, the cloning of Dolly was made possible by isolat
ing nuclei from mammary gland cells from a Finn-Dorset sheep and then uans
planting individual nuclei into enucleated eggs from a Scottish blackface sheep 
(somatic cell nuclear transfel~see Figure 20.4). In one out of 434 attempts, fac
tors in the egg cytoplasm somehow reprogrammed the somatic cell nucleus to 
return it to the totipotent state. The resulting cell was stimulated to develop to the 
blastocyst stage and was then implanted in the uterus of a foster mother to give 
rise to Dolly. As Dolly's nuclear genome was identical to that of the Finn-Dorset 
sheep, she was considered to be a clone of that sheep. A variety of other mam
mals have now been cloned by somatic cell nuclear transfer. However, cloned 
mammals have a very high incidence ofabnormalities, most probably as a result 
of inappropriate epigenetic modifications. 

Although naturai human clones- identical twins and triplets, for example
are reasonably con1IDOll, artificial hun1an cloning is considered ethically unjusti
fiable (Box 21.4) and is banned by legislation in many countries. Nevertheless, 
somatic cell nuclear transfer offered for the first time the possibility of making an 
ES cell line from any patient willing to donate some easily accessible skin fibro
blasts. Individual nuclei would be isolated from the skin cells and transferred into 
unfertilized eggs that had been donated by donors and subsequently enucleated. 

BOX 21 ,3 CONT. 

pathway to produce a different but related cell type (Figure 1, path megakaryocyte/erythro id pathway. As a resu lt, transfection of a gene 
e), or by direct cell conversion without an obvious intermediate expreSSing the GATA- 1 transcription factor into myeloid cells can 
dedifferentiation step (Figure 1, path D) . 	 cause transd ifferentiation toward megakaryocyte/erythroid cells; 

Ectopic expression of just a single type of transcription factor ectopic expression of PU. 1 in megakaryocyte/erythroid cells stimu lates 
can cause transdifferentiation. Thus, for example, the transcription transdifferentiation into myeloid cell s (Figure 1, path C). Efficient 

factors PU.l and GATA-l are mutually antagonistic in the development direct conversion of adult pancreati c exocrine cells to beta cells can be 

of blood cell lineages. If PU.l predomina tes, differentiation occurs achieved by transfecting genes for three tranScription factors that are 
toward myeloid cells, but if GATA·1 dominates, cells go down the essential for beta cell function: Ngn3, Pdxl, and Mafa (Figure 1, path OJ. 
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Flgu... 1 Experimental routes for nuclear reprogramming in mammals. Normal steps in development and tissue differentiation are shown by 
black arrows. Experimental procedures are shown as b lue arrows. (Al Nuclear transfer into an unfertilized egg reprograms a somatic nucleus to 

dedifferentiate to give a totipotent cell. (B) A somatic cell is stimulated to dedifferentiate to become a pluripotent stem cell that closely resembles 

an ES cel l. (el lineage switching is a form of transdifferentiation that involves dedifferentiation followed by differentiation down a different 
differentiation pathway. (Dl Transdifferentiation by d irect conversion of one somatic cell into another. ICM, inner cell mass. 
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BOX 21 .4 THE ETHICS OF HUMAN REPRODUCTIVE ClONING 

In principle, reproductive cloning to produce a human clone could cloned animals born have serious abnormalities, most probably 
provide the only option for a couple to have children in certain cases. because the epigenetic modifications of the donor cell are not reliably 
For example, a woman with a serious mitochondrial disorder could reprogrammed. Allowing human reproductive cloning to proceed 
avoid transmission of the disease by becoming pregnant with a with current imperfect technology would be grossly unethical because 
donated oocyte into which a nucleus had been transplanted from of the early deaths and major abnormalities that could be expected. 
one of her or her partner's somatic cells. The technology could also Conceivably, advances in knowledge might remove this objection, 
meet more general needs such as the production of cloned individuals although it is not clear how we could know without conducting 
to replace a dying child or other loved one. However, human unethical experiments. 
reprod uctive cloning is banned by legislation in many countries Even if the technology were perfectly efficient and safe and 
because of powerful ethical arguments. had no health consequences, the second major ethical argument in 

Of the two major ethical arguments, the practical argument principle says that humans should be valued for themselves and not 
is the more powerful one. It points to the low success rate of all treated as instruments to achieve a purpose. 
mammalian cloning experiments. and to the fact that many of the 

The resulting cells would be stimulated to develop into blastocysts, and inner cell 
mass cells would be removed to make ES cells. This type of approach became 
known as therapeutiC clolling, to distinguish it from the banned reproducti/Je 
cloning (Figure 21.5). 

Therapeutic cloning has been controversial. Not only does it involve the 
destruction of an unfertilized human egg, but also, by providing the technology 
for cloning human blastocysts, it has raised fears that human reproductive clon
ing could be facilitated. In addition, obtaining eggs from human donors involves 
an invasive and potentially dangerous procedure. The attraction of therapeutic 
cloning was that it offered the possibility of making patiellt-specific ES cells that 
could, in principle, be used for autologous cell therapy, and disease-specific ES 
cells that could be used for studying pathogenesis and in drug screening as 
described below. In practice, cloning human blastocysts by somatic cell nuclear 
transfer proved to be extraordinarily inefficient-thus far, there is no report of a 
human ES cell line made by this method. 
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flgurell .5 Nuclear reprogramming can 
generate patientwspecific and disease
specific pluripotent stem cells. 
(A) Therapeutic cloning . Here, a cell nucleus 
from suitably accessible cells from a patient 
donor is transplanted into an enucleated 
egg. Factors in the oocyte cytoplasm are 
able to reprogram the somatic nucleus so 
that it becomes totipotent. The resulting 
cell can then be stimu lated to develop to 
the blastocyst stage. Th e nuclea r genome of 
the resulting blastocyst wi ll be genetica lly 
identical with that of the donating patient. 
Cells are removed from the inner cell mass 
of the blastocyst, which is then destroyed. 
The retrieved cells are cultured to establish a 
pluripotent ES cell line that can be induced 
to differentiate to different types of somatic 
celt .The large red X signifi es that using 
cloned human blastocysts for reproductive 
purposes is regarded as ethically 
unacceptable. (B) Induced pluripotency 

does not involve the destruction of a human 
embryo. Somatic cells are transfe<ted with 
genes encoding a few speCific transcription 
factors that are important in maintaining 
pluripotency, and celts are selec ted that 
express the reprogramming factors. 
Alternatively. the reprogramming prOteins 
can be added directly to the cells. The 
resulting induced pluripotent stem (iPS) cells 
are essentially equivalent to ES cells. 
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Induced pluripotency in somatic cells 
An alternative way of generating patient-specific and disease-specific pluripo
tent stem ceUs does not raise the same ethical concerns. Pluripotency can be 
induced in somatic ceUs just by ectopically expressing a very few specific nan
scription factors. Shinya Yamanaka and colleagues reported an astounding 
breakthrough in 2006 (80).21.5) when they were able to regress mouse fibro
blasts to a pluripotent state by transfecting genes encoding just four types of 
transcription factor-Oct -3/4 , Sox2, c-Myc, and Klf-4-known to be involved in 
maintaining pluripotency. By selecting for cells expressing the transfected genes 
they id entified a small population of induced pluripotent stern (iPS) ceUs. 

iPS cells were subsequently made from fibrOblasts, or other types of somatic 
cell, from a variety of other mammals. iPS cells are highly similar to ES cells at 
both the molecular and functional levels, and, like ES ceUs, iPS cells can contrib
ute to all tissues as weU as to the germ line. In 2009 viable fertile mice were 
reported that originated exclusively from mouse iPS cells (see Box 21.5). 

Because iPS cells are functi onally equivalent to ES cells in pluripotency but 
are unhampered by the kind of ethical concerns that have hindered human ES 
ceU research, research studies on iPS cells have developed rapidly. The ability to 
make patient-specific and disease-specific iPS cells and to allow them to differ
entiate into somatic ceUs affected in the relevant disease has important biomedi
cal applications (Figure 2J.fi). 

iPS ceUs can potentially provide a wide range of human models of human 
disease. For many important disorders, the affected tissues and cells are not 
readily accessible. In neurodegenerative conditions of neuronal tissue, such as 
Huntington, Alzheimer, and Parkinson diseases, the pathogenesis has had to be 
studied in post-mortem specimens or in animal models in which the phenotype 
is often somewhat different from the human disease phenotyp e. Differentiation 
of the appropriate disease-specific iPS cells will provide live human cells for stud
ying the pathology. 

BOX 21.5 SOME MtLESTONES IN NUCLEAR REPROGRAMMING IN MAMMALIAN CELLS 

19% 	 production of the first cloned mammal, a sheep called Dolly, by somatic cell nuclear transfer; see Figure 20.4 (Nature 380. 
64-66; PMID 8598906) 

2004 	 chemical screens identify small molecules that cause reversal of differentiation. such as reversine, which can cause myoblasts 
to dedifferentiate into progenitor cells (J. Am. Chem. Soc. 126, 4 1 0-411; PMID 1 4719906 and Nat. Biotechnol. 22, 833-840; 
PMID 15229546) 

2004 	 reprogramming of nuclei transferred from olfactory sensory neurons to eggs to generate totipotent cells and subsequently 

cloned mice (Nature 428,44-49; PMID 14990966) 
-

2004 	 stepwise reprogramming of B celis into macrophages-an early example of a lineage switch «elf 117, 663-676; 

PMID 15163413) 


-
2005 	 nuclear reprogramming of somatic cell s after fusion w ith human ES cells (SCience 309, 1369-1373; PMID 161 23299) 

2()()6 	 reprogramming of cultured mouse embryonic and adult fibroblasts to pluripotent stem cells following transfectlon by genes 
encoding just four transcription factors (CeI/126, 663-676; PMID 16904174) 

2()()7 	 induction of p luripotency in human somatic cells (CeI/131, 861-872; PMID 18035408 and Science 31 8, 1917-1920; 

PMID 18029452) 


2008 	 transdifferentiation by in vivo reprogramming of adult pancreatic exocrine cells to beta cells (Nature 455, 627-632; 

PMID 18754011) 


2008 	 nuclear reprogrilmming provides the first patient-specific and disease-specific p luripotent stem cells (Celf 134, 877- 886; 
PMID 18691 744 and Science 32 1, 1218-1 221; PMID 18669821 ) 

2009 	 generation of fertile viable mice derived exclusively from iPS cells (Nature 461, 86-90; PMID 1967224 ' , Nature 461, 91-94; 
PMID 19672243, and eellStem Celi S, 135- 138; PMID 19631602) 

2009 	 generation of IPS cells using recombinant proteins on ly (Cell Srem Cell 4, 381-384; PMID 19398399) 

2010 reprogramming of fibroblasts to give functional neurons (Vie rbuchen T et at, Nafure 463, 1035-1041 ; PMID 20107439) 

iPS cell, induced pluripotent stem cell; PMID, PubMed identifier number. 
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For some disorders, the use of iPS cell-derived cells also means that drugs can 
now be tested directly on the relevant human cells. Drugs can be tested for th eir 
ability to reduce the progression of the pathogenesis or even to counteract it in 
some way, and the toxicity levels can be determined directly, rather than relying 
on animal studies. 

The potential ofiPS cells for efficient autologous cell therapy remains unclear. 
Safety concerns were an issue with the original technology, which used retroviral 
vectors to transfect reprogramming genes, one of which was a known oncogene, 
c-Myc. However, new methods do not use c-Myc, and avoid genome integration 
by using non-integrating vectors or by transducing cells with the pluripotency
inducing transcription factor proteins themselves, or miRNAs and other small 
molecules involved in the same pathways. Performing efficient precisely directed 
differentiation remains a major challenge. Like ES celis, undifferentiated iPS cells 
can give rise to tumors, and there is considerable ignorance about the molecular 
details of the long, multi-step differentiation pathways required to convert plu
ripotent stem cells to differentiated somatic cells. 

Transd ifferentiation 
An alternative to iPS cells is to use lineage- reprogramming methods that would 
result in limited dedifferemiation to produce oligopotent progenitors of a desired 
cell type, or a direct cell conversion (transdifferenliation) to produce the desired 
cell type (see Box 21.3 Figure l, pathways C and D). For example, pancreatic exo
crine cells could be reprogrammed to make pancreatic beta cells that could pos
sibly be induced to join pancreatic islets to replace beta cells lost in type 1 diabe
tes. Byjusttakingone step back in differentiation or a sideways step, differentiation 
toward producing the desired cell type would be much simpler or not even 
required. Additionally, disruption to the epigenetic marks that are set during 

Figure 21.6 Genesis and biomedical 
applications of human induced 
pluripotent stem cells. Skin fibroblasts 
from individuals with disease and from 
healthy individuals can be transfected 
with genes encoding certain pluripotency
associated transcription factors, such as 
SOX2 or OCT-4, Or they can be transduced 
by a cocktail of the transcription factor 
proteins. As a result, the fibroblast nuclei are 
reprogrammed to produce self- regenerating 
ES-like cellsknown as induced pluripotent 
stem (iPS) cells. The iPS cells can be directed 
to differentiate along different pathways 
to give diverse cell types with multiple 
biomedical applications. Autologous cell 
therapy might be achieved by differentiating 
the iPS cells to produce cells of a type that a 
patient lacks, which are then returned to the 
patient. For genetic di sorders, the genetic 
mutation could be repaired in the iPS cells 
from the individualS with disease befofe 
they are differentiated and returned to the 
patient. Differentiated cells produced from 
the patient's iPS cells could also be valuable 
in drug screening and in providi ng human 
cellular models of disease. 
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development would be expected to be minimal. Reprogramming between closely 
related cell types should also require fewer proliferation steps and sho uld pre
sumably reduce the chance of mutations . Unlike iPS cell te chnology, however, in 
which much the same reprogramming factors are needed to dedifferentiate a 
wide range of different cell types, lineage-reprogramming factors can be expected 
to be cell type-specific and have thus far not been well characterized for many 
cell types (see Box 21.5 for two examples). 

Stem cell therapy has been shown to work but is at an immature 
stage 

Notwithstanding the difficulties described above, stem cell therapy can work. We 
consider here some illustrative examples of therapy in which the object has sim
ply been to replace cells lost through disease or injury. This represents one com
ponent of a burgeoning field that is often described as regenerative medicine and 
also includes tissue engineering, the combinatorial use of cells, materials, and 
engineering principles toward producing functional replacement tissues and 
organs. For genetic disorders, future autologous cell therapies would be expected 
to include the use of genetic engineering to correct harmful mutations in stem 
cells in culture before returning cells to the patient. In later sections in this chap
ter we describe the use of progenitor cells and stem cells as preferred cellular 
targets for gene therapy. 

The stem cells that have been used most effectively in cell replacement ther
apy have been classes of tissue-specific multi potent stem cells that are compara
tively frequent and easy to access, notably bone marrow and umbilical cord 
blood, which are known to be enriched in stem cells. Bone marrow transplanta
tion is a form ofstem cell therapy that has been used successfully for several dec
ades in treating blood cancers, notably leukemia and lymphoma. Because 
hematopoietic stem cells are formed in the bone marrow, a bone marrow trans
plant is effectively a form of enrichment of hematopoietic stem cells, although 
the percentage ofstem cells in the transplants remains low. More recently, umbil
ical cord blood stem cells have also been used for the same purpose. In both 
cases, the therapy is designed to replace cells that are killed during previous 
chemotherapy treatment, which, as well as killing cancer cells, depletes dh~ding 
blood cells, including hematopoietic stem cells. 

Because of the ready access to hematopoietic stem cells, blood disorders are 
comparatively easy targets for cell therapy (Table 21.3). More difficult to treat are 
diseases or injuries affecting organs for which stem cells have not been so readily 
accessible. In such cases, easily accessible stem cell populations, notably bone 
marrow cell preparations, have often been applied directly at the site of disease 
or injury in the hope that signals from the tissue environment would induce the 
introduced stem cells to transrufferentiate into the desired cell type. In the case of 
ischemic heart disease, for example, heart muscle cells (cardiomyocytes) that die 
after a heart attack need to be replaced, and some clinical trials have claimed a 
measure of success with injected bone marrow cells. However, there is some con
troversy over whether any improvement is due to cell therapy, and if so what the 
basis would be; there is little evidence for transdifferentiation-if it does occur it 
is a very infrequent event. 

Pluripotent stem cells have very recently been considered in stem cell ther
apy. The first clinical trial with human ES cells was initially given FDA approval in 
early 2009, but was subsequently suspended pending further investigations. 
Researchers at Geron had hoped to expand ES cells and differentiate them into 
oligodendrocyte precursors for treating spinal cord injury. As we will see later in 
the chapter, new genetic manipulations make it easier to repair genetic defects at 
the DNA level in somatic cells. This may mean that cell therapy could be extended 
to monogenic genetic disorders by repairing genetic defects in iPS cells taken 
from patients. 

However, formidable challenges lie ahead. Much basic research needs to be 
done on analyzing the properties of stem cells and differentiation pathways. And 
we are reminded of the difficulties of cell engraftment when, several years after 
transplantation of fetal neuronal cells to treat Parkinson disease, Lewy bodies
abnormal protein aggregates that develop in f\eurons-have appeared in what 
had originally been healthy grafts. 



696 Chapter 21: Genetic Approaches to Treating Disease 

TABLE 21 .3 SOME PRINCIPAL TARGETS FOR STEM CELL THERAPY AND EXAMPLES OF SUCCESSFUL CELL REPLACEMENT 

THERAPY IN RODENT DISEASE MODELS 

~ 	 ----------------------------------------~~ 

Disease/injury 

Leukemia/ lymphoma 

Eye injury/ disease 

Spinal cord injuries 

Heart disease 

Stroke 

Parkinson disease 

Rat Parkinson d isease 
model 

Brain disease (in mouse 
shiverer mutant) 

Bl indness (in Crx-deficient 
mice) 

Cell affected 

hematopoietic 
stem cells killed by 
chemotherapy 

limbal stem cells in 
one eye 

neurons 

cardiomyocytes (heart 
muscle cell s) 

neurons 

midbrain dopaminerg ic 
neurons 

m idbrain dopaminergic 
neurons 

glia l celJs as a resu lt of 
mye lin deficiency 

degenerat ion of 
photoreceptors 

Stem cell therapy 

allogeneic bone marrow transplantation from 
matched donor 

limbal stem cells are taken from the healthy 
eye, expanded ex vivo, and transplanted back 
into the affected eye 

transplantation of fetal neural stem cells o r ES 
cell-derived oligodendrocyte progen itors 

d irect injection of bone marrow stem cells 
(including hematopoietic stem cells and 
mesenchymal stem cells) 

human fetal neural stem cells used as cell 
source 

fetal neuronal cells used as cell source 

iPS cells were differentiated into neural 
precursor cells that were transplanted into the 
fetal mouse bra in; the transplanted cell s were 
functionally integrated, causing improvements 
in symptoms 

human feral glial progenitor cel ls were injected 
into the nervous system to correct abnormal 
brain development 

human ES cells were differentiated to give 
retinal ce lls that were transplanted into the 
retinas of the mouse Crx mutant and restored 
some v isual function 

Comments/references 

successful over many decades 

Pe llegrini et al. (1 997) Lancet 349, 990- 993; 
PMID 9100626 and Kolli et al. (2010) Stem 
Cells in press; PMID 20014040 

sOme evidence for successful treatment; 
first target for approved clinical tria ls using 
ES cells 

conflicting views on the degree of success, 
and uncertainty regarding the underlying 
cause of any clinical improvement 

first clinical trial underway 

difficulties in ensuring that grafted neurons 
do not themselves develop disease after a 
few years 

Wernig et al. (2008) Proc. Natl Acad. Sci. USA 
105,5856-5861; PMID 18391 196 

Windrem et al. (2008) Cel/Stem Ce1/2, 
553-565; PMID 18522848 

Lamba et al. (2009) Cell Stem Cell 4, 73-79; 
PMID 19128794 

PMID, PubMed identifier number. 

21.4 PRINCIPLES OF GENE THERAPY AND MAMMALIAN 
GENE TRANSFECTION SYSTEMS 
Gene therapy involves the direct genetic modification of cells of the patient to 
achieve a therapeutic goal. There are basic distinctions in the types of cell modi
fied, and the type of modification effected. Germ-line gene therapy would pro
duce a permanent transmissible modification and could be achieved by the 
modification of a gamete, a zygote, or an early embryo. It is widely banned for 
ethical reasons (Box 2.1.6). Somatic gene therapy seeks to modify specific cells or 
tissues of the patient in a way that is co nfined to that patient. 

All current gene therapy trials and protocols are for somatic gene therapy. As 
gene therapy successes accumulate and the technologies become increasingly 
refined and safe, extending the technology to the germ-line to produce designer 
babies can be expected, with associated ethical concerns (Box 2.1.71. 

In somatic cell gene therapy, the cells that are targeted are often those directly 
involved in the pathogenic process, but in some cancer gene therapies the object 
is to modify normal immune system cells genetically in the patient so as to pro
voke a powerful immune response agains t tumor cells. The somatic cells might 
be modified in several different ways CFlgure 2.1.7): 
• 	 Gene augmentation (or gene addition). The aim is to supply a functioning 

gene copy that will supplementa defective gene. The obvious application is to 
treat diseases that are the result of a gene not functioning here and now. Cystic 
fibrosis would be a typical candidate. Gene augmentation would not be 
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BOX 21.6 THE ETHICS OF GERM· LINE GENE THERAPY 

Germ-line gene therapy involves making a genetic change that can 
be transmitted down the generations. This would most probably be 
done by genetic manipulation of a pre-implantation embryo. but it 
m ight occur as a by-product of a treatment aimed at somatic cells 
that incidentally affected the patient's germ cells, Pure somatic gene 
therapy treats only certain body cells of the patient without having any 
effect on the germ line. Technical difficulties currently make germ-line 
therapy unrealistic. Even if these problems are solved. ethical concerns 
will remain: genetic manipulation of the germ line is prohibited by law 

in many countries. 
The main argument against germ-line therapy is that these 
treatments are necessarily experimenta l. We cannot foresee every 
consequence, and the risk is minimized by ensuring that its effects 
are confined to the patient we are treating. This would imply that 
once we have enough experience of somatic therapy, it might 
be ethical to proceed to germ-line therapy. However, even if the 
initial treatment were performed with informed consent, later 
generations are given no choice. This leads to the view that we 
have a responsibility not to inflict our ideas or products on future 
generations, and so germ-line therapy will always be unethical. 
The argument in favor of germ-line therapy is that it solves the 
problem once and for all. Why leave the patient's descendants at 
risk of a disease if you could equally well eliminate the risk? 

The argument in favor needs to be set against the population 
genetic background. The Hardy-Weinberg equations set out in 
Chapter 3 (p. 84) are highly relevant here; in addition there is a 
strong practical argument that germ-line therapy is unnecessary. 
For recessive conditions, only a very small propor tion of the 

disease genes are carried by affected people; the great majority 
are in healthy heterozygotes. For a recessive disease affecting one 
person in 10,000 (q2 :=; 1/10,000; q = 0.01) only 1% of disease alleles 
are in affected people. Whether or not we stop affected people 
from transmitting their disease genes (either by germ-line therapy 
or by the cruder option of sterilization as the price of treatment) 
has very little effect on the frequency of the disease in future 
generations. 
For fully penetrant dominant conditions, all the disease alleles 
are carried by affected people, and for X-linked recessives the 
proportion is one-third. But the dream of eliminating the disease 
once and for all from the population falls down because, as the 
equations in Box 3.7 show, most serious dominant or X-linked 
diseases are maintained in the population largely by recurrent 
mutation. 
A third, and cogent, objection is that germ-line therapy is simp ly 
not necessary. Candidate couples would most probably have 
dominant or recessive Mendelian disorders (re<:urrence risk 50% 
and 25%, respectively). Given a dish containing half a dozen 
IVF embryos from the couple, it would seem crazy to select the 
affected ones and subject them to an uncertain procedure, rather 
than simply to select the 50% or 75% of unaffected ones for re
implantation. 
The argument that somatic therapy is less risky than germ-line 

therapy seems incontrovertible. In particular, the safer non-integrating 
vectors could not be used for germ-line therapy. We are less convinced 
by the genera l argument that it is unethical to impose our choices on 
future generations. 

suitable for loss-of-function conditions in which irreversible damage has 
already been done. for example through some failure in embryonic develop
ment. Cancer therapy could involve providing a normal gene copy to supple
ment a defective tumor suppressor gene. 

Elimination ofpathogenic mutations. The object is to restore the function ofa 
mutated gene. The gene could be repaired at the DNA level by replacing a 
sequence containing the pathogenic mutation with a normal equivalent 
sequence. Such gene correction would be required for gain-of-function dis
eases in which the resident mutant gene is doing something positively harm
ful to cells or tissues. Another possibility. not shown in Figure 21.7 but detailed 
later in this chapter. is to induce altered gene splicing causing skipping of an 
exon containing the harmful gene mutation. 

BOX 21.7THE ETHICS OF " DESIGNER BABIES· 

The designer baby catchphrase encapsulates fWO sets ofworries. First, 
people w ill use in vitro fertilization and pre-implantation diagnosis 
to select embryos with certain desired qualities and reject the rest 

even though they are normal. This contrasts with the use of the same 
procedure to avoid the birth of a baby with a serious d isease. Second, 
people will use the therapeutic technologies described in this chapter, 
not to treat disease but forgeneticenhancemenr; that is, endowing 
genetically normal people with superior qualities. 

The first scenario is already with us in the form of pre-implantation 
sex selection and a few highly publicized cases in which a couple have 
sought to ensure that their next child can provide a perfectly matched 
transplant tissue to save the life of a sick child. Current cases involve 
a transplant of stem cells from cord blood. That would do no harm to 
the baby-it would be different if it were proposed to take a kidney. 
It is often suggested that these cases are the start of a slippery slope 
that leads inevitably to demands for very extensive spec ification of the 
genotype of the baby- as envisaged in the phrase designer baby. The 
reality is different. Simply selecting for HLA compatibility means that 
only one in four embryos is selected. Most IVF procedures produce 

only a handful of embryos, and usually two or three are implanted 
to maximize the chance of success. 5ele<:tion on multiple criteria is 
simply not compatible with having enough embryos to implant. More 
generally, nature has endowed us with a simple and highly agreeable 
method of making babies that is very effective for the large majority 
of couples, and it is hard to imagine most people abandoning this in 
favo r of a long~drawn-out, unpleasant. and highly invasive procedure 
that is very expensive and has a low success rate. 

Genetic enhancement is a difficult question- or it will become 
one, once we have any idea wh ich genes to enhance. On the one hand, 
parents are supposed to do what they can to give their children a 
good start in life; on the other hand, options available only to the rich 
are often seen as buying an unfair advantage. Perhaps fortunately, we 
are a long way from identifying suitable genes, even if the techniques 
for using them were available. Attempts to produce genetically 
enhanced animals have not been a success and in some cases have 
been spectacular failures. In the long term, the possibilities must 
be immense, and there will surely be very difficult ethical issues to 
confront. 
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• 	 Targeted inhibition ofgene expression. This is used especially in infectious dis 
ease, in which essential functions of the pathogen are targeted, and to silence 
activated oncogenes in cancer. Another application would be to damp down 
unwanted responses in autoimmune disease and maybe to silence a gain-of
function mutant allele in inherited disease. 

• 	 Targeted killing of specific cells. As will be described below, this approach 
is particularly applicable to cancer treatment. It can involve direct killing 
using genes encoding toxins, etc. (see Figure 21.7DJ. Alternatively, gene trans
feclion is designed simply to provoke a very strong immune response that is 
designed to kill the cancer cells (immunotherapy; see Figure 21.7EJ. This is 
possible because our immune system has evolved to recognize nonself anti
gens, and although cancer cells share some antigens with other body cells 
they may sometimes express an antigen that is specific for the cancer cells or 
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flgu:re 21 .7 Five strategies10r gene 
therapy. (A) In some genetic disorders, the 
problem is deficiency for a normal gene 
product. Gene augmentation therapy 

involves supplying a functioning cloned 
gene to supplement the lack of product, 
shown here as the protein product (green 
horizontal bar) of gene A. In other cases 
shown in (B) and (C) a mutant gene (Anlut) 

makes a harmful product that is shown 
in (Cl as a mutant protein (green bar with 
white circle signifying altered residues), 
but it could also be a harmful RNA product. 
Targeted correction of the gene mutation 
(B) seeks to replace the sequence of the 
mutation at the DNA level with wild-type 
sequence, causing it to revert to a normal 
allele. Alternatively, expression of the mutant 
gene can be selectively blocked at the levels 
of transcription and translation by using 
gene-specific antisense oligonucleotides or 
siRNA, or by using specific oligonucleotides 
to bind the mutant protein and so inhibit 
its effects. For treating cancer, the object is 
often simply to kill the cancer cells as shown 
in (0) and (E). This can be done directly 
(0), either by targeting a toxin gene to {he 

cell s or a prodrug-metabolizing gene that 
makes the cells vulnerable to the effects of 
some prodrug that can be added later (see 
Figure 21 .17 for an example). Alternatively, 
in immunorherapy immune system cells can 
be incited in different ways fO kill cancer 
cells IE}. 

normal phenotype 
(mutation corrected) 

) I •, 
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greatly overexpress a normal antigen in a way that can provoke weak: immune 
responses. Immunotherapy is designed to amplifY the naturally weak 
immune response to cancer cells. 

Genes can be transferred to a patient's cells either in culture or 
within the patient's body 
In gene therapy, cloned genes, RNA, or oligonucleotides are inserted into the cells 
of a patient with the use of some delivery method. Often vectors are used that are 
based on viruses because, over long evolutionary time-scales, viruses have 
become highly effective in infecting cells, inserting their genomes, and getting 
their genes to be expressed. Transfer of DNA into human (and other animal) cells 
by using viruses is known as transduction. In some cases the virus vectors can 
integrate into the genome and so provide the means for long-lasting transgene 
expression; however, as we describe below, integrating vectors currently pose 
safety risks. Other virus vectors do not integrate into the host genome. Instead, 
they remain in extrachromosomal locations in cells. 

Non-viral methods can also be used to transfer DNA, RNA, or oligonucleotides 
into human (or other animal) cells (transfection). Because such methods do not 
involve integration of DNA into the genomes, they have the advantage of high 
safety in therapeutic applications, but they are generally disadvantaged by low 
transfection efficiencies. 

In many gene therapy protocols, suitable target cells are excised from a 
patient, grown in culture, and then genetically modified by transfer of the desired 
nucleic acid or oligonucleotide. The cells can be analyzed at length to identifY 
those cells in which the intended genetic modification has been successful. 
Selected cells can then be amplified in culture and injected back into the patient. 
Because the patient's cells are genetically modifi ed outside the body, this 
approach is known as ex vivo gene therapy (Figure 21.8). It is most appropriate 
for disorders in which the target cells are accessible for initial removal and can be 
induced to engraft and survive for a long time after replacement. Examples 
include cells of the hematopoietic system and skin cells. 

The alternative is in vivo gene therapy (see Figure 21.8), in which the gene 
transfer process is performed in situ within the patient, for example by injection 
into an organ (such as brain, muscle, or eye) or, for example, by using aerosols for 
the lung. In vivo gene therapy is the only option in disorders in which the target 
cells cannot be cultured in vitro in sufficient numbers (e.g. brain cells) or-in which 
cultured cells cannot be re-implanted efficiently in patients. 

Tissue targeting is an important consideration. As an alternative to placing 
the gene transfer construct directly into the target tissue, it may be introduced 
systemically. For example, injection into the portal vein can be used for delivery 
to the liver. Also some virus vectors naturally infect cells of a particular type. As 
there is no way of selecting and amplifying cells that have taken up and expressed 
the intended nucleic acid or oligonucleotide, the success of in vivo gene therapy 
is crucially dependent on the general efficiency of gene transfer and, where 
appropriate, expression in the correct tissue. 

in vivo ex vivo 

~ X:::.J-- ~-}-

1 "~~e,,x.remove .J,.. cells; ~~-::J 
cells c:::;;~ ~ am~i~ Ii.. ~:t3 
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Flgur. 21.8 /n vivo and ex vivo gene 
therapy. In ex vivo gene therapy, cells are 
removed from the patient, genetically 
modified in some way in the laboratory, and 
returned to the patient. This allows just the 
appropriate cells to be treated, and they 
can be checked to make sure they have the 
correct genetic modification before they are 
returned to the patient. For many tissues, 
this is not possible and the cells must be 
modified within the patient's body (in vivo 
gene therapy), 
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Integration of therapeutic genes into host chromosomes has 
significant advantages but raises major safety concerns 
For achieving long-term gene expression it would seem desirable to integrate a 
therapeutic gene into a chromosome of the host cell- preferably a stem cell. 
Then the construct is replicated whenever the host cell or its daughters divide. 
Currently, certain virus vectors are used to ensure chromosomal integration, but 
integration typically occurs in a random or semi-random way so that inserts can 
be located at different sites in the genome in different cells of the patient. The 
local chromosomal environment can have unpredictable effects on expression of 
the construct- it may never be expressed, it may be expressed at an undesirably 
low level, or it may be expressed for a short time and then irreversibly silenced. 

Lack of control over where virus vectors integrate within chromosomes car
ries very significant safety risks because integration may alter the expression of 
endogenous genes. The insertion point might be within the sequence of an 
endogenous gene, leading to insertional inactivation of that gene. The greatest 
worry is that insertion of a highly expressed construct may activate an adjacent 
oncogene/ causing cancer in a manner similar to the activation of MYCin Burkitt 
lymphoma (see Figure 17.7). As we describe below, this has been a recurring issue 
when genes are inserted into the genomes of patients' cells, and it will remain so 
until genes can be inserted with high efficiency into specific safe locations within 
the genome, where they can be expressed without disturbing the functions of 
other genes. 

Delivery systems in which the transferred DNA simply becomes an extrachro
mosomal episome within cells do not raise the same kind of safety concerns as 
integrating vectors. Their disadvantage is the limited duration of gene expres
sion.lfthe target cells are actively dividing, the extrachromosomal gene will tend 
to be diluted out as the cell population grows. There is no possibility of achieving 
a permanent cure, and repeated treatments may be necessary. For some pur
poses, such as killing cancer cells or combating an acute infection, this is not a 
problem-long-term expression is not needed. Moreover, if something does go 
wrong, a non -inserted gene is self-limiting in a way that a gene inserted into a 
chromosome is not. 

Viral vectors offer strong and sometime5 long-term transgene 
expression, but many come with safety risks 

Viruses are very efficient at delivering genes into cells. They attach to suitable 
host cells by recognizing and binding specific receptor proteins on the host ceUs. 
Some viruses infect a broad range of ceUs and are said to have a broad tropism. 
Other viruses have a narrow tropism because they bind to receptors expressed by 
only a few cell types. For example, herpes viruses are tropiC for cells of the central 
nervous system. The natural tropism of viruses may be retained in vectors or 
genetically modified in some way, so as to target a particular tissue, for example. 

Some enveloped viruses, such as HI\!, enter cells by fusing with the host 
plasma membrane to release their genome and capsid (coat) proteins into the 
cytosol, but other enveloped viruses first bind to cell surface receptors and trig
ger receptor-mediated endocytosis, fusion-based transfer, or endocytosis-based 
transfer. Some viruses go on to access nuclear components of cells only after the 
nuclear envelope dissolves during mitosis. They are limited to infecting dividing 
cells. Other viruses have devised ways to transfer their genomes efficiently 
through nuclear membrane pores so tllat both dividing and non-diViding cells 
can be infected. 

Different viral vector systems offer different advantages (Table 21.4). Viruses 
witll large genomes can potentially accept proportionally large DNA inserts. 
Because the genome of a virus is constrained to be within a limited size range (to 
allow COrrect packaging into the viral protein coats) non-essential components 
of the viral genome must be eliminated to allow the insertion of a therapeutic 
gene. Packaging cell lines can be designed to contain stripped-down viral vectors 
containing therapeutic genes, and non-essential viral genes are added separately 
and can be expressed to provide in trans viral products required for the correct 
packaging of virus vectors within virus protein coats. 
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TABLE 21,4 VIRAL VECTORS OF USE IN MAMMALIAN GENETRANSFECTION AND GENE THERAPY 

Virus class Viral genome Cloning Interaction Target cells Transgene Comments 
capacity with host expression 

genome 

y-Retroviruses ssRNA 7-8 kb integrating dividing celts only long-lasting moderate vector yield3 
; 

(oncoretroviruses) risk of activation of 
cellula r oncogene 

Lentiv iruses ssRNA; -9 kb upto8kb integrating dividing and (eng-last ing high vecror yield<l; risk of 
non-dividing cells; and high-level oncogene activation 
tropism varies expression 

Adenoviruses dsDNA; often 7.5 kb, non-integrating divid ing and transient but high- high vector yield 3 
; 

upto38kb but up to non-divid ing cells level expression immunogenicity can be 
35 kb for a major problem 
gutless vectors 

Adena-associated ssDNA; 5 kb < 4.5 kb non-integrating dividing and high-level high vector yield J 
; 

viruses non-dividing cells expression in small cloning capacity 
medium to long but immunogenicity is 
te rm (yea r) less significant than for 

adenovirus 

Herpes simplex dsDNA; >30 kb non-integrating centra l nervous potential for long- able to establish lifelong 

virus 120-200 kb system lasting expression latent infections 

Vaccin ia virus dsDNA; 25 kb non-integrating dividing and transient 
130-280 kb non-dividing cell s 

ss, single-stranded; ds, double-stranded. 

aHigh vector yield, 1012 transducing units/ml; moderate vector yield, 1010 transdUCing units/mL 


Some viruses that are used to make gene therapy vectors are naturally patho
genic, and some can potentially generate strong immune responses. For safety 
reasons, viral vectors are generally designed to be disabled so that they are 
replication-defective. However, replication-competent viruses have sometimes 
been used as therapeutic agents, notably oncolytic viruses for treating cancers. 
Where a virus is naturally immunogenic, the viral vectors are modified in an 
effort to reduce or eliminate the immunogenicity. 

Retroviral vectors 
Retroviruses-RNA viruses that possess a reverse transcriptase-deliver a nu
cleoprotein complex (preintegration complex) into the cytoplasm of infected 
cells. This complex reverse- transcribes the viral RNA genome and then integrates 
the resulting cDNA into a single, but random, site in a host cell's chromosome. 
Retroviruses offer high efficiencies of gene transfer but can be generated at titers 
that are not so high as some other viruses, and they can afford moderately high 
gene expression. Because they integrate into chromosomes, long-term stable 
trans gene expression is possible, but uncontrolled chromosome integration con
stitutes a safety hazard because promoter/enhancer sequences in the recom
binant DNA can inappropriately activate neighboring chromosomal genes. 

y-Retroviral vectors are derived from simple mouse and avian retroviruses 
that contain th,.ee transcription Wlits: gag, pol, and enll (Figure 2 L.9). In addition, 
a cis-acting RNA element, 'If, is important for packaging, being recognized by viral 
proteins that package the RNA into infectious particles. Because native y-retrovi
ruses transform cells, the vector systems need to be engineered to ensure that 
they can produce only permanently disabled viruses. y-Retroviruses cannot get 
their genomes through nuclear pores and so infect dividing cells only. This limi
tation can, however, be turned to advantage in cancer treatment. Actively divid
ing cancer cells in a normally non-dividing tissue such as brain can be selectively 
infected and killed without major risk to the normal (non-dividing) cells. 

Lentiviruses are complex retroviruses that have the useful attribute of infect
ing non-dividing as well as dividing cells, and can be produced in titers that are a 
hundredfold greater than is possible for y-retroviruses. In addition to expressing 
late (post-replication) mRNAs from gag, pol, and enlltranscription units, six early 
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viral proteins are produced before replication of the virus, The early proteins 
include two regulatory proteins, tat and rev, that bind specific sequences in the 
viral genome and are essential for viral replication, Like other retroviruses, they 
allow long-term gene expression, Results with marker genes have been promis
ing, shovving prolonged in vivo expression in muscle, liver, and neuronal tissue. 
Most lentiviral vectors are based on HN. the human immunodeficiency virus, 
and much work has been devoted to eliminating unnecessary genes from the 
complex HN genome and generating safe packaging lines while retaining the 
ability to infect non-dividing cells. Lentiviruses appear to have a safer chromo
some integration profile than 'Y-retroviruses; self- inactivating lentivirus vectors 
provide an additional layer of safety. 

Adenoviral and adeno-associated virus (AAV) vectors 
Adenoviruses are DNA viruses that cause benign infections of the upper respira
tory tract in humans. As with retroviral vectors, adenoviral vectors are disabled 
and rely on a packaging cell to provide vital fun ctions, The adenovirus genome is 
relatively large, and gudess adenoviral vectors, which retain orily the inverted ter
minal repeats and packaging sequence, can accommodate up to 35 kb of thera
peutic DNA (Agure 21-10). 

Adenovirus virus vectors can be produced at much higher titers than ,,(-retro
viruses and so transgenes can be highly expressed. They can also efficiently 
transduce both dividing and non-dividing cells. A big disadvantage is their 
immunogenicity. Even though a live replication-competent adenovirus vaccine 
has been safely administered to several million US army recruits over several 
decades (for protection against natural adenoviral infections) , unwanted immune 
reactions have been a problem in several gene therapy trials, as described below. 
Moreover, because these vectors are non-integrating, gene expression is short

Flgur.ll.9 Simple and complex retroviral 
vectors. (A) A simple y-reUovirai genome 
containS three transcription units: gog 
(makes internal proteins), pol (makes reverse 

transcriptase and some other proteins), 
and env(makes viral envelope proteins), 
plus a 'tj/(psi) sequence that is re<:ognized 
by viral proteins for assembly of the RNA 
into a virus particle. In vec tors based on 
y·retroviruses, gog, pof, and env are deleted 
"and replaced by the therapeutic gene. The 
\If sequence is retained. The packaging cell 
brings together vira l vector recombinants 
and supplies the gag, pol, and env functions 
on physica lly separate mole<ules. The long 
terminal repeats (LTR) include promoter! 
enhancer regions and sequences involved 
with integration. Recombinant viral 
genomes are packaged into infective but 
repfkation~defjcient virus particles, which 
bud o ff from the cell and are re<overed from 
the supernatant. (Bl Lentiviruses, such as the 
human immunodeficiency virus (HIV), are 
complex retrovi ruses. In addition to a single
stranded RNA genome with flanking long 
terminal repeats (LTR) and characteristic gag, 
pol, and envgenes, they possess a variety 
of other additional genes, such as vif, vpr, 
vpu, ror, rev, and net. that encode proteins 
involved in regulating and processing of 
viral RNA and other replicative functions. 
In recombinant vectors, all of the genome 
except for the LTRs and 'I' sequence can be 
replaced. (A) adapted from Somia N & Verma 
1M (2000) Nat Rev. Genet. 1, 91~99. With 
permission from Macmillan Publishers Ltd.] 
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term; repeated administration would be necessary for sustained expression, 
which could only exacerbate the immune response. 

Adeno-associated viruses (AAVs) are nonpathogenic single-stranded DNA 
viruses. They are completely unrelated to adenoviruses; their name comes from 
their reliance on co-infection by an adenovirus (or herpes) helper virus for repli
cation. The genome contains only two genes: the rep gene makes proteins that 
control viral replication, structural gene expression, and chromosome integra
tion; the cap gene encodes capsid structural proteins. Multiple different sero
types of MV have been isolated and some have usefully narrow tropism. For 
example, the MV9 variant is highly tropic for the spinal cord and brain astro
cytes, and may be useful in future treatments of spinal cord injuries. Another 
important advantage ofMV vectors is that they can permit robust in vivo expres
sion of transgenes in various tissues over several years while exhibiting little 
immunogenicity and little or no toxicity or inflammation. 

Unmodified human MV integrates into chromosomal DNA at a specific site 
on 19q13.3-qter. This highly desirable property would provide long-term expres
sion without the safety risks of random insertional mutagenesis. Unfortunately, 
the specificity of integration is provided by the rep protein, and because the rep 
gene needs to be deleted in the constructs used for gene transfer, chromosomal 
integration of M V vectors OCCLUS randomly (MV is disadvantaged by having a 
small genome; even vectors in which 96% of the MV genome has been deleted 
accept inserts with a maximum size ofjust 4.5 kb). 

Other viral vectors 
Herpes simplex viruses are complex viruses containing at least 80 genes; they are 
tropic for the central nervous system (CNS). They can establish lifelong latent 
infections in sensory ganglia, in which they exist as non-integrated extrachromo
somal elements. The latency mechanism might be explOited to allow the long
term expression of transferred genes, in the hope that they will spread through a 
synaptic network. Their major applications would be in delivering genes into 
neurons for the treatment ofdiseases such as Parkinson disease and CNS tumors. 
Vectors have a high insert capacity. Practical vectors are still at an early stage of 
development. 

Modified vaccinia virus Ankara (MVA) is a highly attenuated vaccinia virus 
that has been used safely as a smallpox vaccine. Infection with MVA results in 
rapid replication of viral DNA, but it is largely non-propagative in human and 
mammalian cells. Replication-competent MVA vectors have been constructed 
and used largely for transferring suicide genes to kill tumor cells in cancer gene 
therapy. 

Flgure-l:1.10 Adenovirus and adeno
associated virus as vehicles for gene 
delivery into mammalian cells. (A) Upper 
image:adenovirus structure. The adenovirus 
genome consists of a 36 to 38 kb double
stranded linear DNAthat has a covalently 
attached protein molecule at the 5' end 
(filled green circles). With various other 
core proteins, the adenoviral genome is 
encased in a capsid consisting of three 
types of capsid protein as shown (plus three 
types of cement protein, not shown). lower 
image:adenoviral genome. The ends of the 
genome have inverted terminal repeats 
(lTRs) to which the terminal protein is 
covalently attached. Boxes above and below 
the double blue lines indicate transcription 
units transcribed from the opposing DNA 
strands. The early transcription units E 1 to E4 
encode mostly regulatory proteins; th e late 
transcription units II to lS are focused on 
producing structural proteins for packaging 
the genome. In the lirst series of adenovirus 
vectors, ea rly transcription units, notably 
E1, were eliminated and could be replaced 
by insert DNA, but the more recent gutless 
vec tors can replace all except the terminal 
repeats and the 'If sequence. (B) Adeno
associated virus (MV) has a small, very 
simple 4.7 kb single-stranded DNA genome 
with terminal inverted repeats (lTRs), and just 
two open reading frames (ORFs). The rep ORF 
encodes various proteins required for the 
AAV life cycle, and the cap ORF makes the 
three capsid proteins. In a recombinan t AAV 
vector, the rep and cap ORFs are replaced by 
adeSired transgene. The functionsnecessary 
for production of virus particles (including 
rep) are provided by a packaging cell. 

http:Flgure-l:1.10
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Non-viral vector systems are safer, but gene transfer is less 
efficient and transgene expression is often relatively weak 
In the laboratory, it is relatively easy to get foreign DNA into cells, and some of the 
methods have potential in gene therapy if the safety problems of viral systems 
prove intractable. However, whereas many viruses are able to insert their genomes 
through nuclear pores, transfers using non-viral delivery methods are generally 
much less efficient and they are often characterized by poor transfer rates and a 
low level of transgene expression. 

Transport of plasmid DNA to the nucleus of non-dividing cells is very ineffi
cient because the plasmid DNA often cannot enter nuclear membrane pores. 
Various methods can be used to facilitate nuclear entry such as conjugating spe
cific DNA sequences or protein sequences (nuclear localization sequences) that 
are known to facilitate nuclear entry, or compacting the DNA to a small enough 
size to pass through the nuclear pores. 

Nthough transfected DNA can not be stably integrated into the chromosomes 
of the hostceU, this may be less ofa problem in tissues such as muscle that do not 
regularly proliferate, andin which the injected DNA may continue to be expressed 
for many months. 

Transfer of naked nucleic acid by direct injection or particle 
bombardment 
In some cases, naked DNA has been injected directly with a syringe and needle 
into a target tissue such as muscle. An alternative direct injection approach uses 
particle bombardment (biolistic or gene gun) techniques: DNA is coated on to 
metal pellets and fired from a special gun into cells. Successful gene transfer into 
several different tissues has been obtained with this simple and comparatively 
safe method. However, gene transfer rates are low and transgene expression is 
generally weak. 

Lipid-mediated gene transfer 

Liposomes are synthetic vesicles that form spontaneously when certain lipids 
are mixed in aqueous solution. Phospholipids, for example, can form bilayered 
vesicles tl"t mimic the structure of biological membranes, with the hydrophilic 
phosphate groups on the exterior and the hydrophobic lipid tails in the interior. 
Cationic liposomes have been the most commonly used in gene transfer experi
ments. The lipid coating allows the DNA to survive in vivo, bind to cells, and be 
endocytosed into the cells (Figure 21.11). Unlike viral vectors, the DNA- lipid 
complexes are easy to prepare and there is no limit to the size of DNA that is 
transferred. However, the efficiency of gene transfer is low, with comparatively 
weak transgene expression. Because the introduced DNA is not designed to inte
grate into chromosomal DNA, transgene expression may not be long-lasting. 

As discussed in Section 21.5, short interfering RNA (siRNA) is often camplexed 
with cholesterol for delivery in vivo. 

Compacted DNA nanoparticles 

Because of its phosphate groups, DNA is a polyanion. Polycations bind strongly 

to DNA and so ca use the DNA to be significantly cOinpacted. To form DNA nano

particles, DNA is complexed with a polyethylene glycol (PEG)-substituted POlY-L

lysine known as PEG-CK30 (because it contains 30 lysine residues and an 

N-terminal cysteine to which the PEG is covalently bound). Within this complex, 

the DNA forms a very condensed structure. Because of their much reduced size, 

compacted DNA nanoparlicles are comparatively efficient at transferring genes 

to dividing and non-dividing cells and have a plasmid capacity of at least 20 kb. 


21.5 RNA AND OLIGONUCLEOTIDE THERAPEUTICS 
AND THERAPEUTIC GENE REPAIR 
For many gene therapy protocols, as outlined in the previous section, the object 
is simply to transfer genes into suitable target cells so that they are expressed at 
high levels. In this section we are mostly concerned with quite different gene 
therapy strategies in which the object is not to supply a missing gene product or 
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to kill hannful cells, but instead to counteract the harmful effects of genes within 
cells. Some conditions are caused by gain-oI-function mutations (Chapter 13, 
p. 428) or a dominant-negative effect (Chapter 13, p. 431), and the problem is a 
resident gene that is doing something positively harmful. Diseases that might 
benefit from sllch strategies could include cancers that arise through activated 
oncogenes, dominant Mendelian conditions other than those caused by loss of 
gene function, and autoimmune diseases. Infectious diseases might also be 
treated by targeting a pathogen-specific gene or gene product. 

In principle, two groups of strategies could be used to counteract a gene's 
harmful effects. One way is to specifically block expression of the harmful gene 
by downregulating transcription, by destroying the transcript, or by inhibiting 
the protein product. In Section 21.2 we outlined various methods that inhibit 
gene expression at the protein level; here, we will consider methods that inhibit 
or cleave specific RNA transcripts. A second type of strategy seeks to restore the 
normal gene function in some way. Eitherthe DNA sequence is altered to correct 
a genetic defect, or alternative gene splicing is artificially induced so as to bypass 
a causative mutation at the RNA level. 

Whatever method is used, some sort of agent or construct mllst be delivered 
to a target cell and made to function there. In that respect, the problems of effi
cient delivery and expression are similar to those described in the previous sec
tion. In the case of dominant diseases or activated oncogenes, there is the addi
tional problem of designing an agent that will selectively attack the mutant allele 
without affecting the normal allele. 

Therapeutic RNAs and oligonucleotides are often designed to 
selectively inactivate a mutant allele 

Antisense RNA therapy, in which an antisense RNA is designed to base-pail· with 
and selectively inhibit a target RNA, has been used in various clinical trials bur 
the results have been mixed, and often disappointing. Introduced RNA is prone 
to attack by nucleases so that by the time the antisense RNA had reached its tar
get tissue there was often little intact RNA. More stable antisense oligodeoxynu
cleo tides were used, but successful knockdowns could not be guaranteed. To 

Figure 21.11 Cationic liposomes as 
vectors for gene delivery into mammalian 
cells. The gene to be transferred is 
complexed with cationic liposomes to 
form /ipop/exes that can interact with cell 
membranes. The lipoplexes are taken up by 
ce lls through different endocytOSis pathways 
In which the cell membrane evaginates 
to form a pit. large lipoplexes are taken 
up by pits coated with clathrin complexes 
{top center}; smalilipoplexes are taken 
up by non-coated pits (top left). In either 
case the lipoplexes become trapped in 
endosomes that are targeted for destruction 
by Iysosomes, where the DNA would be 
degraded if it were unable to escape. The 
inclusi on within the lipasomes of certain 
helper lipids-often electrically neutral 
lipids- helps to destabilize the endosomal 
membranes, ca using the passenger DNA to 
escape to the cytoplasm. For the DNA to be 
transcribed it must pass to the nucleus. In 
dividing cells, the breakdown of the nuclear 
envelope during mitosis allows the DNA 
to gain access to the nucleus, but in 
non-dividing cellsthe precise mechanism 
of entry into the nucleus is unclear. [From 
Simoes S, Filipe A, Faneca H et at (2005) 
Experr Opin. Drug Deliv. 2, 237-254. 
Taylor & Francis ltd.) 
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ensure that sufficient intact antisense oligonucleotides (AOs) arrived at the target 
tissue, clinical applications focused on applying the AOs directly to diseased tis
sue. In 1998, Vitravene® (fomivirsen) became the first FDA-approved therapeutic 
AO; it is applied directly to the eyes to treat cytomegalovirus retinitis in AlDS 
patients: The cornea (and anterior chamber of the eye) is an immunologically 
privileged site and so a high concentration of reagents can be administered 
directly by injection. 

Subsequent technological developments produced a second generation of 
AOs based on nucleic acid analogs that are much more chemically stable than 
normal oligonucleotides, such as 2-0-methyl phosphorothioate oligonucle
otides, morpholino phosphorothioate oligonucleotides, and locked nucleic acids 
(Figure 21.12). As we saw in Section 20.3, morpholino oligonucleotides are now 
widely used to knock down genes in some model organisms, but there have 
been few therapeutic applications that exploit morpholinos or other second
generation AOs to block gene expression. Although second-generation AOs are 
chemically stable, off-target effects can occur when the AO inhibits RNAs other 
than the target. 

In addition, as for any other oligonucleotide, efficient delivery of AOs to cells 
has been a Signifi cant problem. In an effort to increase the in vivo uptake of AOs 
by cells, some second-generation AOs, such as the morpholino oligonucleotides, 
have been modified by conjugating peptides to them; however, this can some
times provoke immune reactions. 

Therapeutic ribozymes 
Aseparate wave of RNA therapeutics focused on RNA enzymes (ribozymes), such 
as the plant hammerhead ribozyme, that naturally cleave other RNA target mol
ecules. Genetically modified ribozymes have been made in which a catalytic, 
RNA-cleaving domain from a natural ribozyme is fused to an antisense RNA 
sequence designed to bind to transcripts from a specific target gene of interest. 
The modified ribozyme would bind to the transcripts of the target gene and 
cleave them. Ribozymes have, however, not been so effective in practice: clinical 
trials to treat cancer and other diseases have had rather disappointing 
outcomes. 
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Figure 21.11 Second-generation 
antisense oligonucleotides. (A) The 
normal ribose phosphate backbone 
of RNA. (B) Structure of a 2-0-methyl 
phosphorothioate oligonuclemide. 
(el Structure of a morpholino 
phosphorothioate oligonucleotide. 
(D) Structure of an oligonucleotide known ~ as a locked nucleic ac id. 
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Therapeutic siRNA 

[n the 1990s, the discovery of RNA interference (RNAi) transformed the potential 
for specific inhibition of gene expression and provided a stimulus to the develop
ment of RNA therapeutics. Experimentally, the object is to produce a dauble
stranded RNA with a base sequence corresponding to a transcribed part of the 
target gene, and so provoke natural cellular defense pathways to destroy tran
scripts of the specific gene. Long double-stranded RNA cannot be used for this 
purpose in human (or other mammalian) cells because it provokes interferon 
responses that result in nonspecific inhibition ofgene expression (see Chapter 12, 
p. 391). However, short double-stranded RNA is highJy efficient at inducing 
knockdown of the expression of specific genes. 

Performing RNAi in mammalian cells often involves transfecting rransgenes 
that express a short hairpin RNA. After transfection into cells, the expressed RNA 
is cleaved by the cytoplasmic enzyme dicer to give a double-stranded siRNA 
about 21-23 nucleotides long (see Figures 12.3 and 12.4). Other RNAi therapies 
deliver just the naked siRNA. 

siRNA technology is highly efficient at gene knockdown in mammalian cells 
and is transforming our understanding of human gene function. There is there
fore considerable excitement about its therapeutic potential. Promising thera
peutic targets would include viral infections, cancers (targeting oncogenes), and 
neurodegenerative disease (targeting harmful mutant alleles). The method has 
been used with some success In treating various animal models of disease, but 
delivery is comparatively inefficient because of the reliance on non-viral vector 
systems. 

Some early clinical trials using siRNA have focused on the immunologically 
privileged eye. One principal target is the VEGF gene that underlies macular 
degeneration (as described in the section on therapeutic aptamers on page 686) 
and has involved simply injecting naked siRNA. Applying RNAi to target diseases 
with less localized pathology is a much more formidable task. However, systemic 
and reasonably effective delivery has been possible in animal models by attach
ing siRNAs to cholesterol, to ferry the siRNA through the bloodstream. 

Antisense oligonucleotides can induce exon skipping to bypass a 
harmful mutation 

Antisense therapeutics is not always devoted to blocking the expression of a 
harmful gene. Sometimes the objective is quite different: to restore function to 
the mutated gene. AOs have been used to induce altered gene splicing so as to 
bypass a causative mutation. The mutation is typically a nonsense or frameshift
ing mutation in a coding DNA exon, which leads to the loss of functionally impor
tant downstream sequences. 

Therapeutic AOs are normally designed to bind to relevant exon-intron junc
tions in the pre-mRNA; blOCking of splicing at that junction may Induce skipping 
of an adjacent exon containing the harmful mutation. For the strategy to be use
ful, the skipped exon(s) must not contain sequences that are vitally important for 
the function of the gene product, and exon skipping must not result in a shift in 
the translational reading frame. Thus, if a coding DNA exon with a harmful muta
tion contains a number ofnucleo tides that is not exactly divisible by three, it may 
be necessary to also induce skipping of neighboring exons to maintain the read
ing frame. 

Antisense-mediated exon skipping strategies have been particularly well 
developed for Duchenne muscular dystrophy (DMD), a severe disorder that is 
typically caused by frameshifting or nonsense mutations in the giant dystrophin 
gene. Many of the causative mutations occur in internal exons specifying func 
tionally non-essential internal protein sequence. After a proof of principle had 
been shown by using cu ltured cells, antisense-mediated exon skipping was used 
very successfully to restore dystrophin function in the mouse mdxmodel that has 
a nonsense mutation in exon 23. After encouraging early findings reported in 
2007, clinical trials are now underway that seek to skip exon 51 of the human 
gene, the exon witll the most reported DMD mutations (Flgure2J.13). 

http:Flgure2J.13
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Gene targeting with zinc finger nucleases can repair a specific 
pathogenic mutation or specifically Inactivate a target gene 

Homologous recombination can replace one sequence witb a closely related one; 
it is routinely used to repl ace endogenous sequences by exogenous sequences to 
selectively inactivate a target gene within intact cells (see Figure 20.6). Cellular 
homologous recombination pathways also repair double-strand DNA breaks 
(see Box 13.3). The possibility of using homologo us recombination to repair 
mutant alleles within cells seemed remote, however, because it occurs at a very 
low freq uency in mammalian cells (about one event per 106 cells) . A new class of 
genetically engineered nucleases known as zinc finger nucleases has transformed 
the picture. 

Zinc fin ger nucleases are effectively synthetic restriction nucleases that are 
designed to recognize long target sequences and cut at a single site in a complex 
genome. As explained in Chapter 20 (p. 654), the specificity comes from a series 
of zinc finger DNA-binding motifs each of which can bind to a specific niplet 
sequence in DNA. By cutting and ligating DNA sequences at the DNA level, it is 
possible to make a DNA construct that will be expressed to give four consecutive 
zinc fingers ofa particular type that can bind to a chosen l2- nucleotide sequence. 
Attached to the zinc fingers is a DNA-cleaving domain that originates from the 
restriction endonucl ease Fokl and which, as a dimer, cleaves double-stranded 
DNA !ftwo different zinc finger nUcleases are designed to bind to two very closely 
positioned l2-nucleotide recognition sequences at non-overlapping sites within 
a target locus, the effective recognition sequence is 24 nucleotides long and may 
occur only once in the entire genome. The two DNA-cleaving domains come 
togetherto form a dimer and make just one double-strand break (Figure 21. 14). 

The occurrence of a double-strand break triggers cellular double-strand DNA 
repair pathways. One pathway involves homologous recombination; when acti
vated, the frequency of homologous recombination is greatly increased (from 
lOa-fold to 10,000-fold). The homologous recombination (HR) pathway trims 
back the DNA sequence at the cut site, and new DNA is copied from a donor 
strand of homologous DNA If the original DNA segment that is repalred co n
tained a pathogenic mutation, the HR pathway can use a donor wild-type homol
ogous sequence to repair the mutatio n and restore gene fun ction (see Figure 
21.14). The donor sequence may come from a normal allele, but the repair is 
facilitated by introducing a plasmid with the correct sequence (see Figure 21.14). 

The utility of this approach has been dem onstrated in cellular models. For 
example, a pathogenic mutation in IL2RG, a locus for X-linked severe com bined 
immunodeficiency, has been corrected with high efficiency in cultured human 
cells. Specific ge ne inactivation induced by zinc finger nucleases (ZFNs) can also 

Flgur.l:1 .11 Antisense~mediated exon 
skipping can restore gene function. (A) In 
normal splicing (dashed blue lines), an exon 
containing a harmful mutation (red asterisk) 
is included in the coding sequence. (8) An 
antisense oligonucleotide (AO) is designed 
to base-pair with a splicing regulatory 
sequence, in this case the splice acceptor 
region of the intron preceding the exon that 
carriesthe harmful mutation. By shielding 
the splicing sequence from the spliceosomal 
machinery, the AO provo kes exon skipping 
with the result that the harmful mutation 
is bypassed. (C) Antisense oligonucleotide 
PR0051 induces skipping of exon 51 of 
the dystrophin gene without causing a 
frameshi ft in the translational reading frame. 
After intramuscular inje<: tion with PROOS l 
four Duchenne mu scular dystrophy (DMD) 
patients with a causa tive mutation in exon 
51 (pt.l to Pt.4) show evidence of restoration 
of dystrophin in muscle fibers, as revealed 
by immunofluorescence analysis with a 
dystrophin-specinc antibody. Bottom panels 
represent control srepresenting an untreated 
DMD patient and a healthy connol (HC). 
[(B) from van Deutekom JC, Janson M, 
Glnjaar IB et al. (2007) N. Engl. J. Med. 357. 
2677-2686. With permission from the 
Massachusetts Medical Society. ] 
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GENE THERAPY IN PRACTICE 

Flgu,. 21 .14 Genetically engineered zinc 
finger nucleases can be used to repair 
genes within cells. See Chapter 20 p. 654 
and Figu re 20.13 for the background to 
zinc linger nucleases. A pair of zinc finger 
nucleases (ZFNS) each containing four zinc 
fingers can be designed to specifically 
bind within a cell to a target sequence 
that includes a defective mutation (red 
asterisks) within a mutant gene. The two 
DNA cleaving domains (shown in green) 
work together to make a double-stranded 
DNA break (056) that activates cellular 
pathways that naturally repair such breaks. 
In the homologous re<ombination (HR) 
DNA repair pathway, the S' ends of the 

DSB are first trimmed back (resection). 
allowing strand invasion by endogenous or 
exogenous donor DNA strands that are used 
as templates for synthesizing new DNA to 
repla<:e the previously existing sequence. 
A plasmid with a relevant segment of the 
normal gene sequence (bold blue lines) may 
be provided as a donor DNA. By acting as a 
template for synthesizing new DNA from a 
portion of the homologous sequence (thick 
blue lines), it facilitates replacement of the 
pathogenic point mutation by the normal 
sequence. 

repaired sequence 

be used potentially to counteract harmful genes. For example, ZFN-induced 
gene inactivation has been used to make CD4+ helper T cells resistant to HIV-l 
infection. HIV-l is able to infect helper T cells by binding to the CCR5 chemokine 
receptor normally expressed by this type of cell. However, some individuals who 
are naturally resistant to HIV-l infection are homozygous for a natw-ally occur
ring 32 bp deletion in the CCR5 gene that renders it inactive without clinical con 
sequences. By using ZFN- mediated gene inactivation it has been possible to 
inactivate the CCR5 gene, leading to the hope that immunity to HIV-l can be 
conferred on individuals. 

21.6 GENE THERAPY IN PRACTICE 
Expectations about gene therapy have followed a cyclical course over the past 
quarter of a century or so; periods of overoptimism were followed by bouts of 
excessive pessimism in response to significant setbacks (Box 21.81. Perhaps one 
cause of these exaggerated reactions is confusion over the natural time-scales of 
such work. Because diagnostic testing can often start within weeks of a gene 
being cloned, therapy could be expected to be not far behind, whereas really this 
is drug development and runs on a time-scale of decades. 

Although practical gene therapy is a long-haul process, many academic and 
commercial laboratories are working hard in this area . By 2009 about 1500 trial 
protocols related to gene therapy had been approved (Figure 21.15 gives a break
down). However, only 3% of these are phase III trials, in which the efficacy of the 
therapy is tested on a large scale. Of the 1500 or so approved gene therapy proto
cols, nearly two-thirds have been for cancer; monogenic disease, infectious dis
eases, and cardiovascular diseases accounted for less than 10% each. We give 
brief overviews below of the progress of gene therapy in several important areas. 

Despite the limited number of trials, monogenic diseases have always been 
high on the gene therapy agenda, and the first definitive successes have been in 
that area. In particular, recessive diso rders, in which the problem arises because 
of deficiency of a single gene product, seemed comparatively easy targets; even 
an overall low-level expression of introduced genes might produce some clinical 
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BOX 21 .8 SOME OF THE MillaR UPS liND DOWNS IN THE PRIICTICE OF GENE THERAPY 

1990 commencement of the first clin ical trial involving gene therapy, using recombinan t y-ret roviruses to overcome an autosomal 
recessive form of severe combined immunodeficiency (SClD) due to deficiency of adenosine dea minase (ADA); the tr ia l was hailed as 
a success but pati en ts had also been t reated in paralle l wit h standard enzyme replacemen t using polyethylene glycol (PEGl-ADA 

1999 death of Jesse Gelsinger In September 1999, just a few days after receiving recom binant adenoviral particles by intra-hepat ic 
injection in a clinical t ria l of gene therapy for orni th ine t ranscarbamylase deficiency; a massive immune response to the adenovirus 
particles resulted in multiple organ fa ilure 

2000 the fi rst unambiguous gene therapy success involved using recombinant "tretroviruses to treat an X-linked form of SClO (see 
Figure 21.1 6); however, several of the treated chi ldren went on to develop leukemia, w ith one death, as a result of insertional 
act ivation of cellular oncogenes (see the main text) 

2006 transient success in using y-retroviral gene therapy to treat two adult patients with chronic granulomatous d isease, a recessive 
disorder that affects phagocyte function causing immunodeficiency; despite initial success, both patients went on to show 
t ransgene silencing. and also myelodysplasia as a result of insertional activation of cellular genes (see the main text); 27 months 
after gene therapy one pa tient died from overwhelming sepsis; see Ott et at (2006) Na r. Med. 12, 401 -409; PMIO 16582916 and 
Stein et at (2010) Nat. Med. 16, 198-204; PMIO 20098431 

report of limited success in gene therapy for hemophilia B: MV2 vectors were used successfully to t ransduce hepatocytes and 
express a Factor IX transgene; however, an immune response led to destruction of the transduced ce ll s; see Manno et al. 
Nat. Mod. 12. 342- 347; PM ID 16474400 

2006 

2009 successful g ene the ra py for ADA deficiency reported by Aiuti et aL N. Engl. J. Med. 360, 447-458; PMIO 19179314 

2009 fi rst report of successful gene therapy for a central nervous system disorder, X-l inked adrenoleukodystrophy, and the first using a 
lent ivira l vector; see Cartie r et a!. Science 326, 818-823; PMIO 19892975 

2009 repor t of successful in vivo gene therapy using retinal injection of recombina nt AAV to trea t Leber congenita l amauros is, a form 
of ch ildhood bli ndness; the significa nt post-treatment gain in vision was found to be maintai ned after one yea r; see Ci dec iya n et al. 
N. Engl. 1. Med. 361, 725-727; PMID 19675341 

PMID. PubMed identifier number. 

benefits. By contrast, dominant disorders- in which one ofthe two alleles is nor
mal and makes a gene product- present much greater challenges. Getting the 
correct gene dosage to treat haploinsuffi ciency could be problematic, and coun
teracting the effect of a mutant allele that makes a harmful product would require 
very efficient and selective silencing of the mutant allele, while leaving the nor
mal allele unaffected. 

The first gene therapy successes involved recessively inherited 
blood cell disorders 

Blood cells are highly accessible and are suited to ex vivo gene therapy-the cells 
can be genetically modified in cul ture, and carefully screened before selecting 
and expanding suitably modified cells and returning them to the patient (see 

(A) protocols by disease 	 (6 ) protocols by vector 

infectious other (liseases, gene lipofection other 9.4% 

diseases 8.0% marking. and healthy 6.7% 


vol"t..., 10.7% 


monogenic 	 naked! 

plasmid 

DNA 

17.7% 


other viruses (etrovirus M V4.4% 
17.1% 20.8% 

diseases 
7.9% 

cardiovascular cancer diseases 
diseases 8.7% 6 4 .5% 

Figure21 .15 Approved gene therapy 
trial protocols. (A) Dist ribution by disease. 
(B) Dist ribution by gene delivery system. 
AAV. adeno-associated virus. The figures 
include all approved protocols (n =1481) for 
completed, ongoing, or pending t rials listed 
by the end of 2008 in the Wiley d atabase of 
WOrldWid e gene therapy clinical trials 
(http://www. wi! ey.co.u k/g enmedtcI i n ica II). 

http://www
http:Figure21.15
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Figure 2L8), Disorders resulting from recessively inherited defects in white blood 
cell fun ctio n were among the first targets for gene therapy White blood cells have 
key roles in the immune system (see Tables 4,7 and 4,8), and defects in their func
tion can give rise to severe immunodeficiencies. 

The first definitive gene therapy success came in treating severe combined 
immunodeficiency (SClD), in which both Band T lymphocyte function is defec
tive, Patients are extremely vulnerable to infectious disease, and in some cases 
they have been obliged to live in a sterile environment, The most common form 
of SClD is due to inactivating mutations in the X-linked JURG gene that makes 
the Yc common gamma subunit for multiple interleukin receptors, including 
interleukin receptor 2, Lymphocytes use interleukins as cytokines to signal to 
each other and to other immune system cells, and so lack oftheyc cytokine recep
tor subunit had devastating effects on lymphocyte and immune system function. 
Another common form of SClD is due to adenosine deaminase (ADA) deficiency; 
the resulting build-up of toxic purine metabolites kills T cells. Because T cells 
regulate B-cell activiry, both T- and B-cell function is affected. 

scm gene therapy has involved ex vivo y-retroviral transfer of JURG or ADA 
coding sequences into autologous patient cells (see Box 2L8) .To aid the chances 
of success, bone marrow cells were used because they are comparatively enriched 
in hematopoietic stem cells, the cells that gi ve rise to all blood cells (see Figure 
4,17); a further refinement "'as to select for cells expressing CD34, a marker of 
hematopoietic stem cells (Figure 21.1 6), By 2008 Fischer et aJ. reported that 17 
out of 20 X-linked SClD patients and 11 out of 11 ADA-deficient SClD patients 
had been successfully treated and retained a functional immune system (for 
more than 9 years after treatment in the earliest patients). 

With the use of retrovirus vectors, genes could be inserted into chromosomes; 
the therapeutic DNA would be stably transmitted after cell division, giving long
lasting trans gene expression, This clear advantage was eroded by the lack of con
trol over where the transgenes integrated. In one clinical trial for X-linked scm, 
four patients developed T-acute lymphoblastic leukemia after retroviral integra
tion because promoter/enhancer sequences in the inserted DNA inappropriately 
activated a neighboring LM02 proto-oncogene. Activation of LM02 is now 
kno;vn to promote the self-renewal of pre-leukemic thymocytes, so that commit
ted T cells accumulate additional genetic mutations required for leukemic 
transformation, 

Similar protocols were applied to treating patients with an X-linked form of 
chronic granulomatous disease (CGD) . Patients with CGD have immunodefi
ciency arising from mutations in any of four genes that encode subunits of the 
NADPH oxidase complex, NADPH oxidase is involved in making free radicals and 
other toxic small molecules that phagocytes use to kill the microbes that they 
engulf; a defective NADPH oxidase results in defective phagocyte fun ction. 

GENE THERAPY IN PRACTICE 

Fig UN 21 .. 15 Ex vivo gene therapy 
for X-linked severe combined 
immunodeficiency disease (X-SClDl. Bone 
marrow was removed from the patient and 
antibody affini ty was used to enrich for cells 
expressing the CD34 antigen, a marker of 
hematopoietic stem cells. To do this, bone 
marrow cellswe re mixed with paramagnetic 
beads coated with a CD34-specific 
monoclonal antibody; beads containing 
bound cell swere removed by using a 
magnet. The transduced stem cells were 
expanded in culture before being returned 
to the patient. For details, see Cavazzana
Calvo M et at (2000) SCience 288, 669-672; 
PMIO 10784449 and Hacein-Bey-Abina 5 et 
al. (2002) N. Eng/,). Med. 346, 11 85- 1193; 
PMID 11 961 146, 



712 Chapter 21: Genetic Approaches to Treating Disease 

Retroviral transfer of a suitable transgene restored functional NADPH oxi
dase, and the treatment was transiently successful but subsequently transgenes 
were silenced after insertional activation of cellular proto-oncogenes. In this 
case, gene-transduced hematopoiesis in both patients was dominated by cell 
clones containing integrations in the MDS-EVII locus and resulted in overex
pression of these proto-oncogenes. The neighbo ring inserted transgene was 
silenced by promoter methylation; see the paper by Stein et a1. (20 10) in the 2006 
entry in Box 21.8. 

Despite the above successes, some other recessively inherited blood disor
ders have proven to be less straightforward to treat. The limited success with 
hemophilia B (see Box 21.8) was derived from unexpected immune responses, 
but it is now realized that MV is surprisingly prevalent, existing in perhaps 40% 
of all human livers; testing for preexisting MV antibodies might have identified 
suitable patients for therapy. Gene therapy for the most prevalent blood disor
ders, the thalassemias, is a formidable challenge because of the tight regulation 
of globin gene expression that is designed to maintain a 1:1 production ratio of 
a-globin to ~-globin . 

Gene therapies for many other monogenic disorders have usually 
had limited success 
Other than recessively inherited blood cell disorders, there have been few gene 
therapy successes. One preliminary success has involved an X-linked form of 
adrenoleukodystrophy caused by inactivating mutations in ABeDI (see Box 
21.8) . The gene defect results in the accumulation of saturated very long-chain 
fatty acids, leading to demyelination in oligodendrocytes and microglia, and 
consequent dysfunction of the nelVOUS system. Even here, however, the success
ful therapy was based on lentiviral-mediated gene transfer into autol
ogous hematopoietic stem cells. The transduced stem cells gave rise to myelo
monocytic cells that migrated into the central nervous system to replace diseased 
microglial cells and relieve the lipid storage. 

Two other promising targets are disorders of the eye and skin, both of which 
are highly accessible. The eye is a small and enclosed target organ, and because it 
is an immunologically privileged site immune responses tend to be weak. Recent 
advances include a report in 2009 of successful MV-mediated gene transfer by 
retinal injection to treat Leber congenital amaurosis (Box 21.8). 

Despite the above successes, gene therapy for many single-gene disorders has 
proved to be challenging, as in the case of in vivo gene therapies for cystic fibrosis 
(CF) and Duchenne muscular dystrophy (DMD). CF is caused by lack of the 
CFTR-encoded chloride channel, mainly in airway epithelium. Studies ofpatients 
with partly active CFTR alleles suggest that 5-10% of the normal level would be 
sufficient to produce a good clinical response, but numerous clinical gene ther
apy trials have been unsuccessful. 

A significant problem in CF gene therapy is the physical barrier of mucus and 
polysaccharide that covers lung airway epithelial cells, especially in the infected 
lungs of patients with CE Gene therapy agents can be delivered into the airways, 
but more sophisticated vehicles will be necessary to allow efficient transduction 
of epithelial cells. Ideally, stem cells should be targeted, because surface epithe
lial cells have a life span of only about 120 days, so that repeated administration 
will be necessary, with all the attendant problems of the immune response. 

Pati ents with DMD suffer progressive wasting of first skeletal and then cardiac 
muscle. Studies of female DMD carriers and patients with milder Becker muscu
lar dystrophy show th at restoring about 20% of normal dystrophin gene expres
sion in muscle would benefit DMD patients. However, the dystrophin coding 
sequence (14 kb) is too large for many vectors, and there is the challenge of get
ting efficient gene delivery into both skeletal and cardiac muscle cells. The size 
problem has been partly addressed by deleting less important coding sequences 
that encode a central domain in dystrophin to produce much smaller cDNAs, but 
efficient delivery remains a problem. 

The prospects of antisense-mediated exon skipping may be good. The current 
clinical trials seek to skip exon 51 of the DMD gene by using an intramuscular 
inj ection of antisense oligonucleotides (see Figure 21.13C) and are applicable to 
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just a small but significant percentage of DMD patients. However, another 
strategy under development seeks to use a cocktail of different antisense oligo
nucleotides to block splicing of each of exons 45-55; this would be applicable to 
most DMD patients. The loss of 11 consecutive exons does not change the read
ing frame and is associated with a mild phenotype. 

Restoration of dystrophin gene function has also been possible by using 
autologous blood-derived progenitor cells expressing the CD133 antigen, which 
are known to be able to regenerate dystrophic fibers. The prospects of autologous 
stem cell-mediated restoration of gene function in different recessive disorders 
has been boosted by the comparative ease of preparing patient-specific induced 
pluripotent stem cells (see Section 21.3). and encouraging results are being 
obtained in animal models. 

Cancer gene therapies usually Involve selective killing of cancer 
cells, but tumors can grow again by proliferation of surviving cells 
Nearly two-thirds of all approved gene therapy trial protocols have been for can
cer (see Figure 21.15A). Tnble21.5 gives some examples, chosen to illustrate the 
range of approaches. They include: 

• Gene addition to restore tumor suppressor gene function (e.g. TP53 or BRCA1) 

• Gene inactivation to prevent expression of an activated oncogene (e.g. ERBB2) 

• Genetic manipulation of rumor cells to trigger apoptosis 
Modification of tumor cells to make them more antigenic, so that the immune 
system destroys the tumor 

• Modification of dendritic cells to increase a tumor· specific immune reaction 

TABLE 21 .S EXAMPLES OF CANCER GENE THERAPY TRIALS 

Disorder 

Ovarian cancer 

Ovarian cancer 

Malignant 
melanoma 

Vari ous tumors 

Prostate cancer 

Malignant glioma 
(brain tumor) 

Head and neck 
tumors 

Cells a ltered 

tumor cells 

tumor cells 

tumor-infiltrating 
lymphocytes 

!TIl') 

tumor cell s 

dendritic cells 

tumor cells 

tumor cells 

General strategy 

gene addition to restore tumor 
suppressor gene function 

oncogene inactivation 

genetic manipulation of tumor 
cel ls to trigger apoptosis 

increase antigenicity of tumor 
cells so that immune system 
destroys tumor 

modify dendritic cells to 
enhance tumor-specific 
immu ne reaction 

genetic modification o f tumor 
cells so that they convert a 
non-toxic prod rug into a toxic 
compound that ki lls them 

use of oncolytic viruses that are 
engineered to selectively kill 
tumor cells 

Gene therapy protocol 

intraperitoneal inject ion of retrovirus or adenovirus encoding full 
length eDNA encoding p53 or BReA1, with the hope of restoring cell 
cycle control 

inject adenovirus encoding a scFv antibody to ErbB2; hope to 
inactivate a growth signal 

extractTILs from surgically removed tumor and expand in culture; 
infectTILs ex vivo with a ret roviral vector expressing TNF-a, in fuse 
into patient; hope that Tl l s will target remaining tumor celis, and the 
TNF-o: wil l ki ll them (see Figure 21.7E fo r the principle) 

transfect tumor cell s w ith a retrovirus expressing a cell surface 
antigen such as HlA-B7 or a cytokine such as IL-12, Il-4, GM-CSF, or 
y-interferon; hope that this enhances the immunogenicity of the 
rumor, so that the host immune system destroys it; often done ex vivo 
with lethally irradiated tumor cells (see Figure 21.7E for the prinCiple) 

treat autologous dendrit ic cells with a tumor antigen or eDNA 
expressing the antigen, to prime them to mou nt an enhanced 
immune response to the tumor cells (see Figure 21.7E for the 
principle) 

inject a retroviru s expressing thymidine kinase (TK) or cytosine 
deaminase (CD) into the tum or; only the dividing tumor cells, not 
the su rrounding non-dividing brain cells, are infected; then treat 
with ganciclovir (TK-positive cells convert th is to the toxic gancidovir 
t riphosphate) or 5-fluorocytosine (CD-positive cell s convert it to 
the toxic 5-fluorouracill; virally infetted (dividing) cells are killed 
selectively (see Figure 21.1 7) 

inject ONYX-015 engineered adenovirus into tumor; the virus can on ly 
replicate in p53-deficlent ce ll s, so it selectively lyses tumor cells; this 
treatment was effective when combined with systemic chemotherapy 

TNF, tumor necrosis factor; IL, interJeukin; GM-GSF, granulocyte/ macrophage colony-stimulating factor. See the National Institute of Health clinica l trials 
database at http://cli nica ltrials.gov! fora comprehensive survey. 

http://clinicaltrials.gov!fora
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(A) (B) 

MRI·guided stereotactic 
Implantation of vector· 
producing cells (vPC j into 

"""""______--'~~ I CNS tumors In situ 

VPC Inside tumor 

(C) (D) 

retroviruses infect tumor cells ganciclovir kills infected cells 
but not normal cells 

• 	 Use of oncolytic viruses that are engineered to kill tumor cells selectively 
Genetic modification of tumor cells so that they, but not surrounding non
tumor ceils, convert a non-toxic prod rug into a toxic compound that kills 
them (Figure 2 l.J 7). 

As at 2009, three cancer immunotherapies were at the phase III stage of clinical 
trials. Also at the phase [l] stage are adenoviral-based transfer of a herpes simplex 
virus thymidine kinase suicide gene for treating glioblastoma (see Figure 21.17) 
and adenoviral-based expression of p53 for the treatment of head and neck can
cers and for U-Fraumeni (OMIM 151623) tumors. 

A general problem is that the methods for killing cancer cells are far from 
100% efficient, and even when the efficiency is very high so that tumors shrink, 
they can grow again as surviving cancer cells proliferate. The idea of curing can
cer is being replaced by a more realistic long-term managemen t of cancer 
disorders. 

MUltiple HIV gene therapy strategies are being pursued, but 
progress toward effective treatment is slow 

As the most important viral pathogen of humans, HN-l is the target of huge 
research efforts. Much work has gone into attempts to develop genetically engi
neered vaccines; in addition, many researchers have investigated the genetic 
manipulation of host cells to make them resistant to HN. Much like the treatment 
for X-linked scm described above, many of the gene therapy trials have used 
retroviral vectors to transfect hematopoietic stern cells ex vivo; treated cells are 
then returned to the patient. The transfected genes are designed in the hope that 
they will inhibit HN replication and so prevent HN infection from developing 
into AlDS. 

To make lymphocytes resistant to HN, the major targets for therapy have been 
the tat and rev regulatory proteins, and the viral RNA sequences to which they 
bind-TAR and RRE, respectively. A variety of reagents have been used: 

Antisense RNAs. Retroviruses have been constructed that encode antisense 
RNAs to TAR, to the overlapping ta t and rev mRNAs, and to the pol and env 
mRNAs. 

Decoy RNAs. A retrovirus directing high-level expression of a transcript con
taining the RRE sequence might be able to sequester all the rev protein and 
prevent HN replication. 

Dominant-negative mutants. Some retroviral constructs encode a mutant rev 
protein, RevMl0. This binds the RRE but then will not assemble the muJtipro
tein complex required to export the RNA from the nucleus. 

Figur. 21.1 ' Design of in vivo gene 
therapy for brain tumors. lA, B) Aretrovirus 
is engineered to produce (he herpes simplex 
virus thymid ine kinase (HSV-TK). Vector
producing cells (VPC; blue) are injected into 
the brain tumor. (C) Because retroviruses 
in fect only dividing cells, they infect the 
tumor cells (pink) but not the surrounding 
normal brain tissue (green). (D) The non·toxic 

prodrug ganciclovir is given intravenously. 
In TK+ cells, ganciclovir is converted to 
the highly toxic ganciclovir triphosphate, 
causing cell killing and shrinkage of the 
tumor. Because retroviral transduction of 
the cancer cells is not 100% effiCient, some 
tumor cells survive, so the tumor may grow 
again. MRI, magnetic resonance imaging. 
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Ribozymes. Several groups have made retroviruses that encode ribozymes. 
RRz2 is a hammerhead ribozyme directed against the tat regulatory region; 
another type, the hairpin ribozyme, has also been used to cleave the HN 
genome. 

• 	 Intrabodies. Retroviruses encoding scFv intracellular antibodies have been 
used to tty to inactivate the tat or rev regulatory proteins, or the gpl60 coat 
glycoprotein. 

• 	 ZFN gene ta.rgeting. As detailed in the section above on ZFNs, clinical trials 
will seek to use ZFNs to specifically inactivate the gene encoding the CCR5 
chemokine receptor used by HN-I to gain entry into helper T cells. 
In the early stagesofHNinfection, there is a massive turnover oflymphocytes, 

as the immune system struggles to destroy infected cells. If the immune response 
were rather more effective, it might be possible to contain the virus at this stage. 
Apart trom efforts at developing vaccines, work has also been devoted to modify
ing T cells so that they kill infected cells more efficiently. Retroviruses have been 
designed to make CD8+T cells express a chimeric T-cell receptor that targets their 
cytotoxic response to HN- infected cells. 

Details of all these approaches can be found in the NIH database of clinical 
trials. In vitro, the manipulated cells often show high resistance to HN infection; 
in viva, long-term (trom several months to I or 2 years) bone marrow engraft
ment has been demonstrated in a few trials. The open question is whether 
engraftment can be made to occur at a sufficiently high level to provide a clini
cally useful pool ofHN-resistant lymphocytes. High-level engraftment might be 
acWeved by first destroying the patient's existing marrow with cytotoxic chemi
cals and radiation-but doing this to a patient with AIDS would be a desperate 
measure. 

CONCLUSION 

Genetic technologies can be used in the treatment of disease, regardless of 
whether the disease has a genetic cause or not. This can be part of a treatment 
regime that involves conventional drugs or vaccines, but genetic manipulations 
can also be used in the production of drugs and vaccines. Genetic engineering 
has also been used to make therapeutic proteins. Expression cloning in microor
ganisms, cultured cells, or transgenic livestock (in which the protein ofimerest is 
expressed in milk or eggs) avoids the health risks associated with harvesting these 
proteins from animal or human sources. Genetic engineering has also been 
applied to make partly or fully human monoclonal antibodies. They are more 
stable in human serum than rodent monoclonal antibodies and are consequently 
beller suited for therapeutic purposes. 

Genetic interventions are also being used in two developing and intercon
nected therapeutic strategies: cell replacement therapy (to replace cells lost 
through disease or injury, enabling repair of damaged tissues) and gene therapy 
(involving genetic modification of a patient's cells). Stem cells are important in 
cell therapy because they are both self-renewing and also capable of being dif
ferentiated to make new tissue cells. Bone marrow transp lants are an established 
form of stem cell therapy to treat blood disorders and hematopoietic stem cell 
depletion after chemotherapy. 

To avoid immune rejection, autologous cells are prefered for cell therapy. In 
principle, they can be generated by artificially enhancing the mobilization and 
differentiation of stem cells in the patient or by using laboratory nuclear repro 
gramming methods to reverse the normal developmental progression of cells 
toward specialization, wWch has opened new research and therapeutic opportu
nities. The transplant of the nucleus from an adult somatic cell into an enucle
ated oocyte allowed the cloning of Dolly the sheep and various other types of 
animal species, and could in principle be used to make patient-specific embry
onic stem cells; however, the procedures are technically challenging and ethically 
contentious. 

Nuclear reprogramming of skin fibroblasts trom patients by ectopic expres
sion of specific transcription factors offers a new route to obtaining patient
specific and disease-specific pluripotent stem cells, with few ethical concerns. 
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Such induced pluripotent stem (iPS) cells can be differentiated to provide hwnan 
ceUular models of disease and are being used to test drugs; in principle they 
could provide sources of cells for autologous cell therapy. Transdifferentiation 
techniques hold the promise of making more subtle changes to cell lineage (e.g. 
altering pancreatic exocrine cells into beta cells to replace those lost in type 1 
diabetes). 

In gene therapy, the aim is to transfer a DNA, RNA, or oligonucleotide into a 
patient's cells to counteract or alleviate disease. Transfer into cells is often 
achieved with virus vectors, which offer high efficiency of gene transfer and high
level. sometimes long-lasting, transgene expression. Safety issues are a concern 
because integration into chromosomes is uncontrolled and can accidentally 
activate a neighboring proto-oncogene. Non-viral vectors are safer, but gene 
transfer rates are low and expression is often transient and comparatively weak. 

The genetic modification could theoretically be directed to germ-line cells (a 
permanent, transmissible modification). but for ethical reasons germ-line gene 
therapy is not being attempted, and all current trials involve somatic gene ther
apy. The aim is often to add a gene that can functionally replace a defective gene, 
but some therapies seek to block expression of a mutant or ectopically expressed 
gene at the RNA level, usually using RNA interference, or at the protein level. 

Another class ofgene therapy strategy seeks to restore the function of a defec
tive gene, either at the RNA level by inducing exon slcipping so that a causative 
mutation is bypassed, or at the DNA level by using zinc finger nucleases. These 
enzymes are genetically engineered to act as restriction nucleases that cleave 
genomic DNA at just one site, such as at the location of an inactivating point 
mutation. The double- strand DNA break can trigger a cellular repair pathway 
that uses homologous recombination to replace the mutant sequence by a 
homologous wild-type sequence provided by a transfected plasmid. 

Most clinical u-ials of gene therapy have sought to u-eat cancer, and here the 
strategy is to kill cancer cells selectively; however, success has been limited. The 
first clearly successful gene therapies have been for recessive blood cell disor
ders, which are more amenable because the cells are highly accessible and can be 
genetically modified outside the body before being returned to the patient, and 
because even a small amount of transgene expression can often bring about 
some clinical benefit. 
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